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ABSTRACT
Over time, higher demand for data speed and quality of service by an increasing number of mobile network sub-

scribers has been the major challenge in the telecommunication industry. This challenge is the result of an increasing 
population of the human race and the continuous advancement in the mobile communication industry, which has led 
to network traffic congestion. In an effort to solve this problem, the telecommunication companies released the Fourth 
Generation Long Term Evolution (4G LTE) network and afterward the Fifth Generation Long Term Evolution (5G 
LTE) network that laid claims to have addressed the problem. However, machine learning techniques, which are very 
effective in prediction, have proven to be capable of great importance in the extraction and processing of information 
from the subscriber’s perceptions about the network. The objective of this work is to use machine learning models to 
predict the existence of traffic congestion in LTE networks as users perceived it. The dataset used for this study was 
gathered from some students over a period of two months using Google Forms and thereafter, analysed using the Ana-
conda machine learning platform. This work compares the results obtained from the four machine learning techniques 
employed which are k-Nearest Neighbour, Support Vector Machine, Decision Tree and Logistic Regression. The per-
formance evaluation of the ML techniques was done using standard metrics to ascertain the real existence of conges-
tion. The result shows that k-Nearest Neighbour outperforms all other techniques in predicting the existence of traffic 
congestion. This study therefore has shown that the majority of LTE network users experience traffic congestion.
Keywords: Traffic congestion; Fourth generation (4G); Long term evolution (LTE); Machine learning techniques; 
KNN; SVM; Decision tree; Logistic regression; Subscribers
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1. Introduction
Due to the increasing population of the human 

race and the continuous advancement in mobile 
communication technology, the telecommunication 
industry has witnessed a drastic increase in the num-
ber of mobile network subscribers. These mobile 
subscribers demand higher data rates and quality of 
service, which has made network service providers, 
adopt advanced technology, the fourth generation 
(4G) mobile network, which in turn has given the 
subscribers some sort of improved experience on the 
network. Mobile communication technology has un-
dergone a sequence of successive generations before 
the emergence of the fourth generation (4G), which 
includes the first generation (1G), the second genera-
tion (2G), and the third generation (3G) [1]. Presently, 
the fifth generation is already in use in most parts of 
the world but is yet to be launched in Nigeria.

Third Generation Partnership Project (3GPP) 
developed 4G LTE, a packet-optimized radio access 
technology, to provide high-speed, low-latency mo-
bile wireless connectivity over long distances, with 
support for the deployment of bandwidth from 1.25 
MHz to 20 MHz and flexible spectrum bands from 
450 MHz to 4.5 GHz [2]. According to Kuboye [3], 
the Nigeria Communication Commission (NCC) has 
licenced several telecommunications firms to offer 
5th-generation broadband services to their subscrib-
ers, in order to meet the needs of their subscribers 
in terms of connection speed, and these firms have 
all claimed success in the effective deployment of 
broadband services (4G LTE).

The World Health Organization (WHO) declared 
a global pandemic in January 2020 due to the 2019 
coronavirus disease outbreak (COVID-19). The 
epidemic has had a huge influence on all industries 
around the world, posing substantial risks [4].

In line with this declaration by WHO, the presi-
dent of Nigeria declared absolute lockdown in some 
Nigerian states, including Lagos State, Ogun State, 
and the Federal Capital Territory, Abuja, as part of 
its early response to the COVID-19 outbreak [5,6]. As 
a result of the lockdown, subscribers began using 
various digital channels to carry out activities and 

routines such as teleconferencing, teleseminars, tele-
communicating, online teaching and learning, enter-
tainment, and social media interactions. Due to this 
lockdown, people turned to WhatsApp, Telegram, 
Zoom, and Google Meets for daily activities, there-
by, causing the network to become more congested [7]. 
The use of these digital channels has increased sig-
nificantly, owing to this lockdown regulation, which 
has made the network more and more congested. 
The outbreak of the pandemic and lockdown caused 
a spike in data traffic just as subscribers began to 
adopt digital channels for the majority of their activ-
ities and routines including communication, enter-
tainment and social media engagements [8]. 

Machine Learning is very effective in prediction 
and can solve these challenges faced by network 
providers through the extraction and processing of 
information from the subscribers’ perceptions about 
the network so as to let the network providers know 
the performance of their network and consequently 
take proactive measures to solve the problems ob-
served. Machine Learning has progressed as a dis-
cipline to the point where it now allows a wireless 
network to learn and extract knowledge from data by 
interacting with it [9]. The field of machine learning 
and communication technology is becoming increas-
ingly intertwined to the extent that when modern 
machine learning methods are coupled with today’s 
communication systems, they can generate a massive 
amount of traffic data, which can be used to improve 
the design and administration of networks and com-
munication components [10]. 

This work therefore aims to evaluate users’ per-
ception of traffic congestion in LTE networks using 
machine learning techniques. The machine learning 
techniques used are K-Nearest Neighbour, Support 
Vector Machine, Decision Tree and Logistic Regres-
sion. Thereafter, a comparison of the result of the 
techniques using standard performance evaluation 
metrics was done. The rest of this paper is struc-
tured as follows: Section 2 reviews related literature; 
Section 3 described the methodology being adopted 
while the presentation of results and discussion of 
the findings is done in Section 4 and Section 5 con-
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cludes the study.

2. Review of related literature
Stepanov et al. [11] presented applying machine 

learning to LTE traffic prediction. They compared 
Bagging, Random Forest and Support Vector Ma-
chine (SVM). The motivation for this study was the 
urgent requirement to employ cutting-edge tech-
niques for the management of massive information 
flows brought on by the exponential increase in 
mobile network traffic caused by the proliferation of 
users and their associated gadgets. In this study, ma-
chine learning techniques including Random Forest, 
Bagging, and SVM were used to forecast LTE net-
work traffic. This research compared the effective-
ness of Bagging, Random Forest, and Support Vector 
Machines using a dataset titled “predict traffic of LTE 
network”, collected from Kaggle, in which Bagging 
performed exceptionally well. Alekseeva et al. [12]  
studied the comparison of machine learning tech-
niques applied to traffic prediction of real wireless 
networks. Four more machine learning techniques 
including, Linear Regression, Huber Regression, 
Bayesian Regression, and Gradient Boosting, were 
added to the work of Stepanov et al. [11] in this study. 
Evidence from this research showed that Gradient 
Boosting provides the highest quality predictions be-
cause of its highly effective data determination. For 
linear models, the Huber loss function was found to 
optimise the model parameter more effectively, as 
shown by the performance evaluation.

Khatouni et al. [13] presented a machine-learning 
approach that tries to predict the latency in a real 
operational 4G network. Predicting and studying net-
work delay required a massive dataset with over 238 
million latency measurements from three distinct 
commercial mobile service providers. The described 
solution transformed the latency prediction issue into 
a multi-label classification problem by flattening the 
Round Trip Time (RTT) data into many bins. Pre-
dictions of RTT class from specified characteristics 
were made using SVM, Decision Tree, and Logistic 
Regression. Grid search was used to fine-tune the 
model’s performance by adjusting its hyperparame-

ters, and K-fold cross-validation was used to ensure 
the model was accurate. The result showed that the 
decision tree which has an accuracy of 74.3% per-
formed better than SVM and Logistic Regression 
with an accuracy of 66.4% and 60.9% respectively. 
Kuboye et al. [7] evaluated the existence of traffic 
congestion in LTE networks using Convolutional 
Neural Network (CNN) and Long Short-Term Mem-
ories (LSTMs) as Deep Learning techniques. The 
result showed that LSTM had 82.2% prediction ac-
curacy as against the 76.8% prediction accuracy of 
CNN. The limitation of this research work was that 
the dataset used was small and not well suited for 
any Deep Learning algorithms because they require a 
very large dataset to make a better prediction and be 
able to capture the feelings of subscribers accurately.

Fiandrino et al. [14] presented a machine learn-
ing-based framework for optimizing the operation 
of future networks. The capacity of ML tools to 
manage very complicated systems is what prompted 
this study; this ability makes ML tools well-suited 
for managing highly dynamic wireless networks and 
enables them to make smarter judgement. To charac-
terize traffic characteristics and forecast future traffic 
demands, the study suggested an ML-based system 
that instantiated ML pipelines. In comparison to more 
conventional methods, the results showed a consid-
erable decrease in packet latency. Hassan et al. [15]  
studied machine learning approach to achieving 
energy efficiency in relay-assisted LTE-A downlink 
system. Energy efficiency (EE) is a motivating force 
in this study because of its recent rise to prominence 
as an important design parameter for mobile devices. 
The study attempted to find an EE, or an accept-
able compromise between throughput and equity. 
The study presented many methods for allocating 
Resource Blocks (RBs) in Long Term Evolution Ad-
vanced (LTE-A) networks that make use of relays. 
A K-means clustering strategy was implemented to 
remove the dependence of RB and power allocation 
on relay deployment and user association. To lessen 
the computational cost of RB allocation, we present 
a two-stage Neural Network (NN) method that em-
ploys unsupervised learning for power allocation. 
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Also, this study looked at the effects of employing 
single and multiple L3 relays on EE and throughput.

Li et al. [16] presented the learning and prediction 
of application-level traffic data in cellular networks. 
The research set out to find a way to accurately an-
alyse, characterise, and predict mobile traffic using 
information collected from cellular network pro-
viders at the application level. Results showed that 
some temporally-stable modelled properties and 
spatial sparsity in traffic statistics exist universally at 
a service or application level. To better understand 
these factors, we built a novel traffic prediction 
framework and designed a dictionary-learning-based 
alternating direction approach to handling them. The 
simulation results demonstrated that the proposed 
framework has the potential to offer a coherent an-
swer for prediction and significantly contribute to 
addressing issues with modelling and forecasting. 
Samek et al. [10] studied the convergence of machine 
learning and communications. The need for inno-
vative machine learning techniques for large data 
analytics in communication networks prompted this 
study. This research exploited this understanding of 
external or internal services by extracting relevant 
information from network data while taking limited 
communication resources into consideration. This 
research further surveyed the application of machine 
learning to the field of communication at large. The 
result proves that DNNs are the most efficient way to 
minimise the expected error over uncertainty, as they 
don’t waste time and resources searching exhaustive-
ly across exponential candidate networks.

Zaidi [17] studied nearest neighbour methods and 
their applications in the design of 5G and beyond 
wireless networks. A driving force for this study was 
the prevalence of classification issues in the plan-
ning and analysis of today’s wireless systems. Using 
nearest neighbour classifications to address the sig-
nificant difficulties in communication analysis. This 
study’s contributions can be broken down into two 
categories: Firstly, an overview of the theoretical and 
algorithmic framework for solving NN search and 
classification problems, and secondly, the identifi-
cation of key emerging scenarios related to 5G and 

beyond wireless networks that posed a particular 
classification challenge. The study also included a 
thorough summary of the problem’s background and 
how various research have framed it within the NN 
framework. Khan et al. [18] reviewed the survey and 
taxonomy of clustering algorithms in 5G. The phe-
nomenal expansion of a variety of UEs was the mo-
tivation for this study due to the enormous amounts 
of data they create. The work’s stated goal was to 
enhance network performance by using clustering 
to better organise network topology and summarise 
data. A clustering framework is provided alongside a 
taxonomy for clustering qualities that include aims, 
difficulties, metrics, characteristics, and performance 
indicators.

3. Model architecture
The system architectural diagram for our pro-

posed traffic congestion prediction model for this 
study is presented in Figure 1. This model was di-
vided into several phases namely; the data prepara-
tion, the data splitting, the modelling, the classifica-
tion, the model evaluation and tuning, as well as, the 
result. 

In the model evaluation and tuning phase, the 
performances of all the machine learning algorithms 
were evaluated based on metrics like accuracy, F1 
score, and others, whereby poor-performing algo-
rithms were further tuned in a process called hy-
per-parameter optimization. In the result phase, the 
performances of the algorithms were compared, and 
the best-performing algorithm was used to make the 
final prediction.

Figure 1. System architecture for the traffic congestion predic-
tion model.
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3.1 Data collection

Due to the sensitivity of the data, collection of 
raw data from network providers was not possible as 
they are not willing to release them. Hence, the data 
were gathered from an online survey using Google 
Forms. The survey was carried out from the 30th 
of April, 2022 up until the 20th of June, 2022. The 
survey consisted of 1 short text question, 1 checkbox 
question, and 10 multiple-choice questions. The aim 
was to survey university students in Nigeria, with a 
population size of over 2.1 million according to the 
statistics gotten from the Statista research depart-
ment and the Nigerian Tribune [19,20]. The sampling 
method employed in gathering the data from the 
university students in Nigeria was a non-probability 
sampling method, which involves non-random selec-
tion based on the combination of convenience sam-
pling and snowball sampling. Convenience sampling 
is a sampling that includes the students who are most 
accessible, while snowball sampling is used to get in 
contact with students via other students [21]. The sur-
vey was conducted online, and it took the students 
no more than 2 minutes to complete it anonymously. 
The sample size was supposed to be 275 students, 
going by the statistics from Statista and the Nigerian 
Tribune. Fortunately, 310 students responded to the 
survey.

3.2 Data preparation

In the data preparation phase, the data gathered 
from an online survey were cleaned, wrangled, cu-
rated, and prepared before any machine learning 
techniques are applied.
Data preprocessing

The data gathered from the online survey are 
usually presented in its raw or slightly processed 
form, which may not be appropriate for the proposed 
traffic congestion prediction model. Therefore, the 
data would have to undergo some pre-processing 
tasks. Examining the raw form of the survey data, 

it was observed that all 12 questions for which re-
sponses were generated represented the attributes of 
the dataset. The responses were downloaded into an 
Excel spreadsheet where they can be easily modified 
and transformed. Each of these questions was trans-
formed into various attribute names. The dataset was 
then exported into a comma-separated values (CSV) 
file format, which could be easily read and handled 
by the libraries and packages in Jupyter Notebook. 
The dataset contains 310 instances with 11 condi-
tional features and 1 target feature, which are all cat-
egorical. The target feature is “Traffic_Congestion”, 
which is a binary decision on whether traffic conges-
tion is experienced or not. The target class distribu-
tion was 189 for “Yes” and 121 for “No” as shown 
in Figure 2. The description of the attributes in the 
traffic congestion dataset is shown in Table 1. The 
dataset has no missing values because the survey 
was filled out completely. Since the attributes are all 
categorical, the attributes were encoded into dummy 
values using the LabelBinarizer and OneHotEncoder 
functions from scikit-learn as shown in Figure 3.

Figure 2. Distribution of the target feature.

Feature extraction
For the model to generalise extremely well on the 

data and minimise overfitting, it was necessary to 
choose some features while dropping others based 
on feature relevance and quality. Better model per-
formance, reduced computational and model train-
ing time, and a deeper grasp of the significance of 
different features in the data are further compelling 
arguments in favour of feature extraction. To have a 
clean and interpretable dataset, some attributes from 
the original dataset were dropped after checking for 
missing values in Figure 4, as shown in Figure 5 
and Table 2. Table 3 shows the selected and used 
attributes for the traffic congestion prediction model.
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Table 1. Description of the attributes in the traffic congestion dataset.

S/N Attribute name Attribute type Description

1 University Categorical Abbreviation of the institutions attended by the 
students

2 Level Categorical The level of the students
3 Network_Providers Categorical The names of the network service providers
4 4G_Simcard Categorical The type of sim card being used
5 Data_Usage Categorical Data usage affirmation
6 Data_Usage_Period Categorical Period/time of data usage
7 Internet_Surfing_period Categorical Period/time of surfing the internet
8 Internet_Surfing_Rate Categorical The rate at which the internet was being surfed
9 Download_Period Categorical The period at which downloading was done
10 Download_Speed Categorical The speed of the network when downloading
11 Data_Consumption_Platform Categorical The various platforms that consume most data
12 Traffic_Congestion Categorical Experience of traffic congestion on the network

Figure 3. Information about the dataset.

Figure 4. Checking missing values in the dataset.

Figure 5. Dropped features in the dataset.
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3.3 Data splitting

Well-prepared data coming from the data prepa-
ration phase was divided into a training set and a 
testing set in the data splitting phase. Data splitting 
is commonly used in machine learning to split data 
into a training, testing, or validation set. This ap-
proach allows us to find the model hyper-parameter 
and also estimate the generalisation performance. In 
this research, the dataset was divided into training 
and testing sets at a proportion of 80% and 20% re-
spectively. The training dataset was used for classi-
fication, while the test dataset was used to evaluate 
classification correctness. ‘X’ was used to represent 
the training features and ‘y’ to represent the target 
feature as shown in Figure 6.
Training set

The training set is 80% of the complete traffic 

congestion dataset that was used to build the ML 
model. The models observe and learn from this data 
and optimise its parameters, such that 248 rows of 
the dataset were used as a training set to develop 
four models that were supposed to make congestion 
predictions as shown in Figure 6.
Testing set

The testing set is a sample of data used to objec-
tively assess how well a final model fits the training 
dataset. It is only applied once the model has finished 
training with the training set. Thus, the testing set is 
the one that is used to simulate the kind of circum-
stances that will be experienced after the model is 
made available for use in real time. In this research, 
20% of the traffic congestion dataset was used as a 
testing set, such that 62 rows of the data were used 
to test the performance of the model as shown in 
Figure 6.

Table 2. Dropped attributes in the traffic congestion dataset.

S/N Attribute name Reason for removal
1 University If further processed and used, it will shift the research away from its focus
2 Level If further processed and used, it will shift the research away from its focus
3 Data_Usage All the respondents (students) use data
4 Data_Consumption_Platform If further processed and used, it will shift the research away from its focus

Table 3. Selected and used attributes in the traffic congestion dataset.

S/N Attribute name Attribute type Description
1 Network_Providers Categorical The names of the network service providers
2 4G_Simcard Categorical The type of sim card being used
3 Data_Usage_Period Categorical Period/time of data usage
4 Internet_Surfing_period Categorical Period/time of surfing the internet
5 Internet_Surfing_Rate Categorical The rate at which the internet was being surfed
6 Download_Period Categorical The period at which downloading was done
7 Download_Speed Categorical The speed of the network when downloading
8 Traffic_Congestion Categorical Experience of traffic congestion on the network

Figure 6. Splitting the training and testing features.
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3.4 Modelling phase

In the modelling phase, machine learning algo-
rithms including Logistic Regression, K-Nearest 
Neighbours, Support Vector Machine and Decision 
Trees employed in the training set. The trained mod-
el was used to predict the unseen data, which is the 
testing set, in the classification phase. 
Logistic regression

Logistic regression involves assigning numeri-
cal values to each attribute and then summing those 
values together. Then the sigmoid function, which 
returns binary values, is applied to the result. Logis-
tic regression is used to produce the coefficients for 
predicting the log and its transformed probability [22]. 
The probability  of logistic regression is 
estimated in two steps. The first step estimates a lin-
ear regression function  based on the input varia-
bles from the vector xi:

 (1)

where β0 is called the intercept and β1, β2, ..., βj are 
called the Regression Coefficients of x1, x2, ..., xij, 
respectively. Regression coefficients characterize the 
relative importance of each risk factor. A positive re-
gression coefficient indicates an increase in the like-
lihood of the result due to the risk factor, whereas a 
negative regression coefficient indicates a reduction 
in the likelihood of the outcome due to the risk fac-
tor. To describe the degree to which a risk factor con-
tributes to the likelihood of an event, the regression 
coefficient can be expressed as a positive or negative 
number.

In the second step, the results of the regression 
function  must be transformed to have bounds 
between 0 and 1, thus, representing the probability 

. The transformation of regression results 
is done by a logistic function. The logistic function 
f(t) is mathematically expressed as [23]:

 (2)

where et is called the time exponential.
Combining regression Equation (1) with logistic 

Equation (2), we get the formula for logistic regres-
sion probability  prediction: 

 (3)

Equation (3) converges to 1 for high positive 
values of the regression function . On the other 
hand, probability  goes to 0 for negative 
values of the regression function  [24]. The logis-
tic function is useful because it can take an input of 
any value from negative infinity to positive infinity, 
whereas the output is confined to values between 0 
and 1.
k-Nearest Neighbour (KNN)

k-Nearest Neighbour is a classification and re-
gression algorithm that does not make any assump-
tions about the data that need to be distributed [25]. It 
is frequently used to determine where the task should 
be classified in the database’s unseen instances [26]. It 
employs a non-parametric technique, which means 
that instead of extracting a finite number of parame-
ters from the training set, it makes predictions using 
the entire set [27]. 
Support vector machine (SVM)

Support Vector Machines (SVMs) as a kind of 
supervised machine learning are widely employed 
for classification tasks. To classify data in a high-di-
mensional feature space, which was created from 
the original input space using non-linear methods, 
SVM employs a straightforward linear approach [28].  
In other words, input data are transformed into a 
high-dimensional feature space where the data can 
be separated linearly. A kernel function k is respon-
sible for transforming the input data into the high-di-
mensional feature space. 

 (4)

where ɸ : X → H is a projection from feature space 
into high-dimensional feature space. 

A hyperplane is afterward used to separate the 
data in the high-dimensional feature space. The 
best hyperplane has the greatest separation margins 
between the two classes. By solving a quadratic op-
timization problem with constraints, the maximum 
separation is achieved.

The classification decision function with hy-
per-plane as a parameter can be mathematically ex-
pressed as follows:
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 (5)

where w is a solution of quadratic optimization and 
b is a constant.
Decision tree (DT)

A decision tree (DT) is a non-parametric tech-
nique used for both classification and regression. 
It utilizes the divide-and-conquer approach [26]. Its 
structure is based on a series of tests on the input at-
tributes, also called internal nodes. It leads to a finite 
discrete number of replies, which results in more 
internal nodes, and so on until the final branches are 
reached [27]. Many measures can be used to determine 
the best way to split the records, thus, defined in 
terms of the class distribution of the records before 
and after splitting. The measures developed for se-
lecting the best split are often based on the degree of 
impurity of the child nodes [29]. The impunity meas-
ures include:

 (6)

  (7)

 (8)
where c is the number of classes and 0 log2 0 = 0 in 
entropy calculations [29].

3.5 Model performance metrics 

After classification, there is a need to validate the 
model built on the testing set of the dataset. There 
are various measures for evaluating the classifier 
performance such as Accuracy Score, Classification 
Report, Confusion Matrix, Precision, F1 Score, Re-
call, ROC-AUC Curve, and others. Each measure 
has its merits and demerits. A combination of these 
is preferable to use rather than a single measure to 
evaluate the performance of traffic congestion pre-
diction models. 
Confusion matrix

The performance of classification models on the 
test dataset may be described using a square matrix 
table called the confusion matrix. The confusion 
matrix provides insight into the areas in which cat-
egorization methods succeed and fail. Therefore, 
count values are used to summarise and categorise 

the number of accurate and inaccurate forecasts. 
True Positive (TP), False Positive (FP), True Nega-
tive (TN) and False Negative (FN) parameters were 
obtained through a confusion matrix. The counts of 
correct and incorrect classifications are then filled 
into the table as shown in Table 4, where all correct 
classifications lie along the principal diagonal (TP 
and TN) and the incorrect classifications correspond 
to numbers of the diagonal (FP and FN).

Table 4. Confusion matrix for two classes.

Predicted Class

Negative (0) Positive (1)

Actual 
Class

Negative (0) TN FP
Positive (1) FN TP

TP is an outcome where the model predicts the 
positive class accurately. FP is the situation that the 
model predicts the positive class inaccurately. TN is 
the outcome in which the model accurately predicts 
the negative class. FN is the result that shows the 
model predicts the negative class inaccurately [30].
Accuracy

Accuracy in classification problems indicates 
the proportion of the correctly classified cases both 
positive and negative on a particular dataset. It is the 
success ratio of TP and TN on specific datasets. It is 
the measure of how correctly the algorithm classi-
fied the unseen instances. An ideal classifier should 
have a higher degree of accuracy, thus, be expressed 
mathematically in Equation (9) [30].

 (9)

Precision
Precision is defined as the ratio of the actual 

number of positive results to the predicted number 
of positive results from a classifier. It measured the 
proportion of all data predicted positive if they were 
actually positive. An ideal classifier should have a 
higher degree of precision. It is mathematically ex-
pressed in Equation (10) [30,31].

 (10)

Recall
Recall or Sensitivity is used to calculate the pro-
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portion of actual positives that are correctly classi-
fied. An ideal classifier should have a higher degree 
of recall. It is mathematically expressed in Equation 
(11) [30,31].

 (11)

F1 score
F1 score is needed when you want to seek a bal-

ance between Precision and Recall, thus, giving its 
mathematical notation in Equation (12) [30].

 (12)

ROC-AUC 
Receiver Operating Characteristics (ROC) and 

Area Under the Curve (AUC) is a probability curves 
for displaying the trade-off between True Positive 
Rate (TPR) and False Positive Rate (FPR). The 
ROC-AUC curve shows the model’s capacity to 
distinguish across classes. In an ideal classifier, FPR 
must equal zero and TPR must equal one [31]. 
Cohen’s Kappa score

Cohen’s Kappa is used to measure the perfor-
mance of a classification model, thus, given in Equa-
tion (13).

 (13)

where p0 is the empiricsal probability of agreement 
on the label assigned to any sample and pe is the ex-
pected agreement when both annotators assign labels 
randomly. The closest the value of the Kappa score 
to 1, the better for the classifier [30].

4. Results 
In this section, a comparison of the four ma-

chine-learning algorithms was done based on the 
output of the Jupyter Notebook for each classifier.

4.1 K-Nearest Neighbours (KNN)

There is a need to search for an optimal value of k 
before passing the already split dataset into the KNN 
algorithm, as shown in Figure 7. The optimal value 
of k is a value in which the KNN algorithm performs 

optimally and predicts accurately. Thereafter, the 
testing dataset was used to evaluate the performance 
of the KNN classifier, as shown in Figure 8 and Fig-
ure 9 showing the confusion matrix and the ROC-
AUC curve for the KNN classifier respectively.

Figure 7. Searching for the optimal value of k.

Figure 8. Confusion matrix for the KNN classifier.

Figure 9. ROC-AUC curve for the KNN classifier.

4.2 Support vector machine (SVM)

There is a need to search for the best parameters 
in the parameter grid before passing the already 
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splitted dataset into the SVM algorithm, as shown 

in Figure 10. The best parameters are parameters in 

which the SVM algorithm performs optimally and 

predict accurately.

The performance evaluation on a training and 

testing dataset for the SVM classifier was given in 

Figure 11 and Figure 12 showing the confusion ma-

trix and the ROC-AUC curve for the SVM classifier 

respectively.

4.3 Logistic regression classifier (LRC)

There is a need to search for the best parameters in 
the parameter grid before passing the already split da-
taset into the LRC algorithm, as shown in Figure 13. 
The best parameters are parameters in which the LRC 
algorithm performs optimally and predict accurately.

The performance evaluation on a training and 
testing dataset for LRC is shown in Figure 14 and 
Figure 15 showing the confusion matrix and the 
ROC-AUC curve for the LR classifier respectively.

Figure 10. GridSearch for SVM classifier.

Figure 11. Confusion matrix for the SVM classifier.

Figure 12. ROC-AUC curve for the SVM classifier.
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4.4 Decision tree classifier (DTC) 

There is a need to search for the best parameters 
in the parameter grid before passing the already split 
dataset into the DTC algorithm, as shown in Figure 
16. The best parameters are parameters in which the 

DTC algorithm performs optimally and predict accu-
rately.

The performance evaluation on a training and 
testing dataset for DTC is shown in Figure 17 and 
Figure 18 showing the confusion matrix and the 
ROC-AUC curve of the DT classifier respectively.

Figure 13. GridSearch for LRC.

Figure 14. Confusion matrix for the LR classifier.

Figure 15. ROC-AUC curve for the LR classifier.
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4.5 Model comparison

To evaluate the performance of the best-perform-
ing model, the results of all the models employed 
were compared. Table 5 shows all the results of each 
classifier’s performances based on Accuracy, Preci-

sion, Recall, F1 score, Kappa and AUC.
The performances of all four classifiers were fur-

ther expressed visually using multiple bar charts as 
shown in Figure 19. The ROC-AUC curves for all 
four classifiers were plotted together in Figure 20.

Figure 16. GridSearch for DTC.

Figure 17. Confusion matrix for the DT classifier.

Figure 18. ROC-AUC curve for the DT classifier.
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4.6 Discussion of the result

Table 5 shows that KNN has the highest overall 
accuracy, the highest F1 score, the highest Kappa 
score and the highest AUC amongst all the classi-
fiers. In contrast, Logistic Regression is the lowest 
amongst all the classifiers for Accuracy, Precision, 
F1 score, Kappa score and AUC, whereas it is the 
highest in Recall with 92% (0.921). It means that 
Logistic Regression is the most sensitive classifi-
er in this classification problem. KNN, SVM, and 
Decision Tree all have the same Precision of 76% 
(0.76). SVM and Decision Tree have the same 
Accuracy, Precision, Recall, F1 score, and Kap-
pa but have a slightly different AUC, with SVM 
AUC of 0.710 and Decision Tree AUC of 0.731. 
Figure 19 shows a graphical representation of the 

performances of the four models used in this re-
search on the Traffic Congestion dataset. Figure 
20 combines all the ROC-AUC curves of the four 
classifiers into a single representation. It is clear 
from the figure that KNN has the highest AUC of 
0.7352, closely followed by Decision Tree AUC 
of 0.73136, followed by SVM AUC of 0.71053, 
and lastly, Logistic Regression AUC of 0.67544. 
For comparison purposes, according to all of these 
performance evaluation metrics, one would agree 
that KNN is the best-performing classifier. So, 
their performance is in the order of KNN, Decision 
Tree, SVM, and Logistic Regression. This research 
corroborates with research conducted by Kuboye  
et al. [7] that despite the promising better Internet 
services that necessitated the rollout of LTE, con-

Table 5. Results for the four classifiers.

Models Accuracy Precision Recall F1 score Kappa AUC

K Nearest Neighbours 0.76 0.76 0.89 0.82 0.46 0.74
Support Vector Machine 0.73 0.76 0.82 0.78 0.41 0.71
Logistic Regression 0.66 0.66 0.92 0.77 0.19 0.68
Decision Tree 0.73 0.76 0.82 0.78 0.41 0.73

Figure 19. Performances of the four classifiers on the traffic congestion dataset.

Figure 20. ROC-AUC curves for the four classifiers.
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gestion is still being experienced since all the clas-
sifiers give a higher value. The reason is that more 
subscribers are now being accommodated. Even 
though the focus of the research conducted by Kha-
touni et al. [13] differed slightly from the focus of 
this research, it is further supported in this research 
that users of LTE services experienced traffic con-
gestion. Furthermore, by contrasting the research of 
Stepanov et al. [11] and Alekseeva et al. [12] with this 
research and critically observing the performance 
of the various machine learning algorithms used 
to predict traffic congestion, it can be further sub-
stantiated in this research that traffic congestion is 
being observed in LTE networks. The reason for this 
is that the traffic generated is rapidly increasing as 
more subscribers embrace the technology on a daily 
basis.

5. Conclusions
KNN, SVM, Decision Tree, and Logistic Regres-

sion machine learning techniques were considered in 
this study for traffic congestion prediction. The four 
classifiers were compared using the users’ percep-
tion data gathered from an online survey, which was 
carried out using Google Forms. The result of this 
study showed that KNN proved to be more accurate 
in predicting the existence of traffic congestion as 
compared to other classifiers being employed. Pre-
dictions carried out with these techniques showed 
that the majority of LTE network users experience 
traffic congestion. It is highly recommended that tel-
ecommunication companies improve their network 
bandwidth so as to minimise traffic congestion. Fu-
ture studies would consider online machine learning 
techniques that can continuously read data coming 
from network operators so as to obtain the relevant 
features and perform the traffic congestion prediction 
in real-time to assist the traffic providers to employ 
mechanisms that can reduce traffic congestion to the 
barest minimum.
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