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ABSTRACT

This study explores the impact of generative AI-enabled cognitive offload instruction on the development of 
critical thinking skills in English essay writing among first-year university students. A quasi-experimental design 
was employed, comparing traditional instruction with an AI-augmented pedagogy that delegated lower-order writing 
tasks to generative AI tools, allowing students to focus on analysis, evaluation, and reflection. Over 12 weeks, 240 
participants engaged in structured writing cycles involving AI brainstorming, individual critique, peer-AI co-revision, 
and reflective journaling. Results revealed that the AI-enabled cognitive offload group demonstrated significantly greater 
improvements in standardized critical thinking assessments and produced higher-quality essays in terms of logical 
coherence, evidence use, and originality. Mediation analysis indicated that cognitive offloading behavior partially 
explained the relationship between AI use and critical thinking gains. The findings suggest that when generative AI is 
integrated into pedagogy through deliberate scaffolding, it can enhance rather than hinder higher-order thinking. This 
study highlights the importance of balancing technological efficiency with instructional strategies that promote active 
engagement, metacognitive reflection, and collaborative learning. It offers practical implications for educators seeking 
to incorporate AI tools without compromising the development of essential cognitive skills, proposing that structured 
cognitive offload instruction can serve as an effective approach to fostering critical thinking in second-language writing 
contexts.
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1. Introduction
This study situates itself at the intersection of sec-

ond-language writing pedagogy, cognitive psychology, 
and educational technology, aiming to address a pressing 
need for instructional designs that leverage generative AI 
without undermining learners’ higher-order thinking. Over 
the past decade, L2 writing instruction has evolved from 
process-oriented approaches toward more metacognitively 
rich frameworks that foreground students’ analytical and 
evaluative capacities. Meanwhile, generative AI tools such 
as ChatGPT have demonstrated remarkable abilities to au-
tomate lower-order writing tasks, offering new affordances 
for cognitive offloading.

Cognitive offloading, which involves delegating rou-
tine tasks to external resources like AI tools, can free up 
mental resources for more complex cognitive processes [1]. 
Research has shown that AI-supported scaffolding systems 
help students generate stronger arguments by enabling a 
focus on higher-order thinking. For instance, Kim et al. 
demonstrated that such AI scaffolds improved students’ ar-
gumentative depth [2], while Gerlich highlighted the risks of 
unstructured AI use, which can lead to “cognitive laziness” 
in the absence of  adequate support [3]. Critical Thinking 
(CT) is a vital skill in L2 writing, involving interpretation, 
analysis, evaluation, and self-regulation. Studies such as 
Huang and Zhang have shown that process-genre instruc-
tion can significantly improve critical thinking in writing 
[4]. Moreover, prior research on AI in writing instruction 
emphasizes the benefits of structured AI use. Yang et al. 
demonstrated that scaffolded AI interventions significantly 
improved essay quality [5], while Yin and Jiahao proposed 
a hybrid AI framework that enhanced critical thinking and 
prompt-engineering skills [6]. These studies highlight the 
importance of scaffolding when leveraging  AI tools to de-
velop critical thinking.

Despite this promise, a critical gap remains: unstruc-
tured use of AI can foster “cognitive laziness,” diminish-
ing students’ engagement with analysis, synthesis, and 
reflection. Prior investigations have documented negative 
correlations between AI reliance and critical thinking out-
comes when no pedagogical scaffolds were provided [7]. 
What remains underexplored is how intentionally struc-
tured “cognitive offload instruction”, in which generative 
AI handles routine tasks while learners focus on higher-or-

der processes, might mitigate these risks and, enhance crit-
ical thinking.

Accordingly, this study seeks to fill three interrelated 
gaps. First, although cognitive offloading theory suggests 
that delegating routine work can free mental resources 
for complex thinking, empirical evidence is lacking in 
authentic L2 writing contexts. Second, while educators 
have proposed active learning strategies for AI integration, 
systematic comparisons between AI-augmented offload 
instruction and traditional pedagogy remain scarce. Third, 
the mediating role of offloading behavior in the AI and 
critical thinking relationship has not been quantitatively 
tested in essay writing settings. To address these gaps, the 
present study poses the following research questions:

1. What effect does generative AI—enabled cogni-
tive offload instruction have on students’ critical 
thinking gains in English essay writing compared 
to traditional instruction?

2. How does essay quality—measured in logical co-
herence, evidence use, and originality—differ be-
tween AI-augmented and control groups?

3. To what extent does cognitive-offloading behavior 
mediate the relationship between AI-enabled in-
struction and critical thinking outcomes?

2. Literature Review

2.1. Critical Thinking in L2 Writing

Critical Thinking (CT) in second-language (L2) writ-
ing has been recognized as a pivotal competence that en-
ables learners to move beyond mere linguistic accuracy 
toward deeper analysis, synthesis, and evaluation of ideas 
in their essays. At its core, CT involves skills such as inter-
pretation, analysis, inference, evaluation, explanation, and 
self-regulation, as articulated by Facione’s widely-adopted 
Delphi definition [8]. In L2 contexts, these skills are com-
plicated by additional demands on language proficiency, 
making the cultivation of CT both more challenging and 
more crucial for academic success. Moreover, writing it-
self has been framed as a form of thinking, underscoring 
that writing in a foreign language can serve as a catalyst 
for critical reflection and idea development [9]. 

Empirical studies have documented both the chal-
lenges L2 writers face and the potential for pedagogical 
intervention to foster critical thinking (CT). A quasi-ex-
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perimental study in China demonstrated that process-genre 
instruction significantly enhanced learners’ self-reported 
use of metacognitive strategies and CT in argumentative 
essays [4]. Additionally, a study in Language Testing in Asia 
identified key linguistic and rhetorical features—such as 
logical connectors and evidence elaboration—that reliably 
signaled CT in L2 argumentative essays, providing empiri-
cal grounding for rubric development [10]. 

While peer review and computer-mediated feedback 
have been shown to enhance both local and global revision 
skills and to foster CT through explicit scaffolding (e.g., 
reviewing, restructuring, explaining), many instructors still 
lack systematic approaches to integrate CT instruction into 
L2 writing curricula. Esmaeil Nejad et al. argued that com-
municative language teaching must be augmented with 
tasks requiring learners to generate and critically support 
ideas, yet concrete models for doing so remain scarce [11]. 
Recent research has called for more fine-grained investi-
gation of how CT development varies by proficiency level, 
genre, and instructional format.

2.2. Generative AI and Cognitive Offloading

Generative AI tools, such as OpenAI’s ChatGPT, Goo-
gle’s Bard, and Anthropic’s Claude, have rapidly advanced 
in their ability to produce coherent text, brainstorm ideas, 
and perform routine writing tasks on demand. This has 
led researchers to examine how these systems function as 
“cognitive prosthetics”, enabling users to delegate low-
er-order mental operations [3] (e.g., idea generation, lexical 
retrieval, basic drafting) to external algorithms. 

Cognitive offloading refers to the process by which in-
dividuals reduce their internal cognitive load by relying on 
external resources, such as notes, calculators, or AI systems, 
to perform tasks that would otherwise consume working 
memory capacity. According to the extended mind thesis, 
these external tools become integrated into one’s cognitive 
system, effectively expanding mental capabilities. When 
generative AI is used for brainstorming or initial drafting, 
writers can free up attentional resources for higher-order 
processes like analysis, evaluation, and reflection [12]. 

Recent experimental studies have begun to quantify 
the effects of AI-enabled cognitive offloading on writing 
performance and cognitive engagement. For instance, Fan 
et al. conducted a randomized study comparing learners 

supported by ChatGPT, human experts, writing analytics 
tools, and no extra tools [13]. The results revealed that while 
the ChatGPT group outperformed others in essay score im-
provement, their knowledge gain and transfer were not sig-
nificantly different from those of other groups, suggesting 
potential over-reliance on AI tools.  To mitigate these risks, 
instructional designs have incorporated scaffolding strate-
gies, such as requiring users to annotate, critique, and re-
vise AI outputs. These findings underscore the importance 
of structured AI integration to prevent cognitive atrophy 
and promote active engagement in the writing process.

Despite growing interest, key gaps remain: most stud-
ies focus on single‐session tasks in laboratory settings; lon-
gitudinal effects in authentic classroom contexts are under-
explored; few studies have quantitatively examined how 
cognitive offloading mediates the relationship between AI 
use and higher-order outcomes; comparative research on 
different generative AI platforms and prompt engineering 
techniques is limited. 

2.3. Instructional Strategies with AI

Effective scaffolded prompt design begins by having 
students generate initial text with AI and then immediately 
engage in critique and reflection on that output. For exam-
ple, learners might ask ChatGPT to draft an argumentative 
paragraph and then respond to metacognitive prompts such 
as “What assumptions underlie this paragraph?” and “How 
could the reasoning be improved?” Research shows that 
embedding such layered questioning and reflection require-
ments significantly increases students’ analytic and evalua-
tive behaviors, leading to higher critical-thinking scores on 
subsequent assessments [14].

Collaborative AI review leverages both peer interac-
tion and AI assistance in a unified process. In practice, one 
student operates the AI tool to produce a draft while peers 
simultaneously review the AI’s suggestions, discussing 
strengths and weaknesses in real time. Studies indicate that 
this peer-AI co-revision model fosters deeper argumenta-
tive depth and collective reflection, as students must artic-
ulate evaluative judgments both about the AI’s output and 
their classmates’ feedback [15].

Process-oriented workshops integrate AI into a multi-
stage writing cycle in which students rotate through dis-
tinct phases: AI-driven brainstorming, individual drafting, 
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and group critique, ensuring that AI remains one compo-
nent of a broader pedagogical sequence rather than a stand-
alone solution. Technology fluency training emphasizes 
teaching students to craft precise, goal-oriented prompts 
and to compare outputs across different AI platforms. In-
struction in prompt engineering, such as specifying au-
dience, tone, and complexity, requires learners to clarify 
their own rhetorical intentions, which in turn enhances 
the sophistication of AI-generated drafts [16]. Additionally, 
assignments that ask students to evaluate and contrast out-
puts from tools like ChatGPT and Bard cultivate evaluative 
judgment and a nuanced understanding of each platform’s 
affordances and limitations [17].

3. Methodology

3.1. Research Design

A nonequivalent groups quasi-experimental design was 
chosen because full randomization was impractical in in-
tact classroom settings. A pretest–posttest structure with a 
control group allowed adjustment for baseline differences, 
reducing bias in effect estimates. Mixed-methods integration 
occurred at the design level (convergent-parallel), whereby 
quantitative outcomes were interpreted alongside qualitative 
patterns of student engagement and offloading behaviors.

3.2. Participants and Sampling

Participants were 240 first-year English majors from 
four colleges (60 per institution). Eligibility required inter-
mediate-high English proficiency (CEFR B2) and no prior 
structured AI-writing instruction. Colleges were selected 
via convenience sampling; within each, two classes were 
assigned to the AI intervention and the two to control, 
yielding 120 students per condition. Sample size targets 
were informed by educational quasi-experiment standards 
(n ≈ 100–300) to detect medium effect sizes (d ≈ 0.50) 
with 80% power at α = 0.05.

3.3. Intervention Procedures

Over 12 weeks, the intervention group participated 
in AI-enabled cognitive offload instruction. Each weekly 
session followed a cycle: (1) AI brainstorming (students 
prompt ChatGPT to generate outlines) [18]; (2) individual 

analysis (students critique AI suggestions via metacog-
nitive reflection prompts); (3) group revision (peer-AI 
co-revision workshops) [19]; (4) reflective journaling on 
offloading decisions [20]. The control group followed a par-
allel cycle without AI, using traditional brainstorming and 
peer review. Fidelity was monitored via session logs and 
instructor checklists.

3.4. Instruments and Measures

(1)  Critical Thinking Test: A validated L2-appropri-
ate version of the Watson-Glaser Critical Thinking 
Appraisal (pre- and post-test) measured inference, 
recognition of assumptions, deduction, interpreta-
tion, and evaluation (α = 0 .89). 

(2)  Essay-Quality Rubric: Adapted from the Paul-El-
der elements and empirical L2 writing features 
(logical connectors, evidence elaboration), three 
blind raters scored essays on coherence, evidence 
use, and originality (inter-rater α =  0.92). 

(3)  Cognitive Offloading Scale: A six-item, Likert-type 
questionnaire assessing reliance on AI for specific 
tasks (e.g., idea generation, lexical choice), adapt-
ed from cognitive load measurement literature (α =  
0.90). 

(4)  Qualitative Logs & Interviews: Reflection journals 
and semi-structured interviews probed decision 
rationales and perceived engagement; transcripts 
were coded in NVivo 12 for themes of offloading, 
engagement, and metacognition.

3.5. Data Collection Procedures

Quantitative instruments were administered online un-
der proctored conditions at weeks 1 and 12. Essays were 
collected the via LMS and anonymized. Offloading scales 
were delivered immediately after each writing task to cap-
ture situational reliance. At mid-intervention and post-in-
tervention, a purposive subsample of 24 students (balanced 
by group and proficiency) participated in one-on-one inter-
views, each lasting approximately 30 minutes. 

3.6. Data Analysis

Quantitative: ANCOVA compared post-test critical 
thinking scores while controlling for pre-test scores. Es-
say-rubric differences were tested via independent-samples 
t-tests. Mediation analysis (bias-corrected bootstrap, 5,000 
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samples) examined whether offloading scores mediated the 
instruction-CT relationship. Assumptions (normality, ho-
mogeneity, linearity) were checked via residual plots and 
Levene’s test. Analyses used SPSS 27 and Hayes’ PRO-
CESS macro.

Qualitative: NVivo-facilitated thematic analysis fol-
lowed Braun and Clarke’s six-phase approach: familiariza-
tion, coding, theme development, review, definition, and 
reporting. Triangulation across journals, interviews, and 
observation logs enhanced credibility.

3.7. Reliability, Validity, and Trustworthiness

Instrument reliability was confirmed via Cronbach’s 
alpha (>0.85 for all scales) and inter-rater agreement. Con-
struct validity of the offloading scale was supported by 
confirmatory factor analysis (CFI = 0.95, RMSEA = 0.04). 
Qualitative trustworthiness was established through mem-
ber checking, audit trails, and peer debriefing. Method-
ological triangulation bolstered internal validity, while de-
tailed context descriptions support transferability.

4. Research Results

4.1. Critical Thinking Gains

In this study, students in the AI-enabled cognitive off-
load condition demonstrated markedly greater improve-
ments in critical thinking scores than those in the control 
condition, with a mean gain of 12.3 points versus 0.5 
points, respectively. This difference was statistically signif-
icant and corresponds to a large effect (partial η²  = 0.15), 
indicating that the structured AI offload intervention ex-
plained 15% of the variance in post-test scores.

As shown in Table 1, the AI-enabled offload group’s 
mean critical thinking score increased from 66.3 (SD = 9.1) 
on the pre-test to 78.6 (SD = 8.4) on the post-test, whereas 
the control group improved marginally from 65.8 (SD = 9.4) 
to 66.3 (SD = 9.1). An ANCOVA controlling for pre-test 
scores yielded F(1, 237) = 42.7, p < 0.001, demonstrating 
that the intervention effect was highly significant.

According to Cohen’s benchmarks for partial η², our 
observed value of .15 qualifies as a large effect, underscor-
ing the practical importance of the AI offload design Cross 
Validated. This magnitude exceeds typical medium-sized 
gains (d ≈ 0.50) reported in shorter-term scaffolded AI 
writing interventions. 

Table 1. Critical Thinking Scores and ANCOVA Results.

Group Pre‑Test Mean 
(SD)

Post‑Test Mean 
(SD) Δ Mean F (ANCOVA) p‑Value Partial η²

AI-enabled Offload 
(n = 120) 66.3 (9.1) 78.6 (8.4) +12.3

F(1, 237) = 42.7 <0.001 0.15
Control 

(n = 120) 65.8 (9.4) 66.3 (9.1) +0.5

Notes:

1. Δ Mean = Post-test Mean—Pre-test Mean.
2. ANCOVA controlled for baseline differences via pre-test covariate.
3. Partial η² benchmarks per Cohen: 0.01 = small, 0.06 = medium, 0.14 = large

4.2. Essay Quality

Across six dimensions of essay quality, the AI-enabled 

cognitive offload group significantly outperformed the 

control group, with substantial  gains in logical coherence, 

evidence use, originality, lexical sophistication, syntactic 

complexity, and text cohesion. These results align with 

prior research showing that scaffolded AI-writing interven-

tions enhance both organizational clarity and argumenta-

tive depth compared to unscaffolded AI use or traditional 
instruction. Observed effect sizes (Cohen’s d between 1.1 
and 1.4) exceed those reported in short-term AI workshop 
studies, underscoring the impact of a semester-long scaf-
folded design in authentic L2 contexts.

As shown in Table 2, essays from the AI-offload group 
scored higher in logical coherence (M = 4.2, SD = 0.5) 
than those from the control group (M = 3.5, SD = 0.6), 
t(238) = 10.1, p < 0.001, indicating more systematic argu-

https://stats.stackexchange.com/questions/53421/partial-eta-squared?utm_source=chatgpt.com
https://stats.stackexchange.com/questions/53421/partial-eta-squared?utm_source=chatgpt.com
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ment flow and clearer transitions. Evidence use, defined as 
the integration and citation of supporting details, was also 
stronger in the experimental group (M = 4.0, SD = 0.6) 
versus the control group (M = 3.2, SD = 0.7), t(238) = 9.3, 
p < 0.001, reflecting more robust engagement with source 

material. Ratings of originality were higher in the AI-off-
load group (M = 3.9, SD = 0.6) compared with the con-
trol group (M = 3.1, SD = 0.8), t(238) = 8.7, p < 0.001, 
suggesting that students generated more novel arguments 
when routine tasks were delegated to AI.

Table 2. Essay Quality Metrics and Statistical Comparisons.

Metric Group Mean (SD) t (df = 238) p‑Value Cohen’s d

Logical Coherence AI-Offload (n = 120) 4.2 (0.5) 10.1 <0.001 1.31
Control (n = 120) 3.5 (0.6) — — —

Evidence Use AI-Offload 4.0 (0.6) 9.3 <0.001 1.20
Control 3.2 (0.7) — — —

Originality AI-Offload 3.9 (0.6) 8.7 <0.001 1.12
Control 3.1 (0.8) — — —

Lexical Sophistication AI-Offload 55.2 (5.4) 7.5 <0.001 0.97
Control 48.6 (6.1) — — —

Syntactic Complexity AI-Offload 40.1 (4.8) 6.8 <0.001 0.88
Control 34.7 (5.2) — — —

Text Cohesion AI-Offload 4.1 (0.5) 9.8 <0.001 1.27
Control 3.4 (0.7) — — —

Beyond these rubric dimensions, lexical sophistication 
(type–token ratio and advanced vocabulary use) increased 
from M = 48.6 (SD = 6.1) in the control group to M = 55.2 
(SD = 5.4) in the AI-offload group, t(238) = 7.5, p < 0.001, 
indicating richer word choice. Syntactic complexity—mea-
sured by mean clause length and subordinate clause ratio—
rose from M = 34.7 (SD = 5.2) to M = 40.1 (SD = 4.8), 
t(238) = 6.8, p < 0.001, reflecting more complex sentence 
structures. Finally, text cohesion scores improved from 
M = 3.4 (SD = 0.7) to M = 4.1 (SD = 0.5), t(238) = 9.8, 
p < 0.001, indicating tighter discourse organization and 
clearer referential ties. 

4.3. Mediation by Cognitive Offloading

Students’ self-reported cognitive offloading behavior 
significantly mediated the relationship between AI-enabled 
instruction and critical thinking gains. In other words, 
the structured delegation of routine tasks to AI increased 

offloading behaviors, which in turn led to higher critical 
thinking outcomes.

A bias-corrected bootstrap mediation analysis (5,000 
samples) was conducted with instructional condition 
(AI-offload vs. control) as the independent variable, post-
test critical thinking score as the dependent variable, and 
mean cognitive-offloading score (averaged across tasks) 
as the mediator. As shown in Table 3, AI instruction 
had a significant positive effect on offloading (a = 1.45, 
SE = 0.12, p < 0.001), and offloading positively predict-
ed critical thinking gains when controlling for condi-
tion (b = 4.12, SE = 0.58, p < 0.001). The direct effect 
of instruction on critical thinking remained significant 
(c′ = 8.67, SE = 1.32, p < 0.001), indicating partial medi-
ation. The indirect effect (ab = 5.98) had a 95% bootstrap 
confidence interval of [3.91, 8.17], not crossing zero, con-
firming that cognitive offloading significantly mediated the 
instructional effect.

Table 3. Mediation Analysis Results.

Path Effect (β or ab) SE p‑Value 95% CI Interpretation

a: Condition → Offload 1.45 0.12 <0.001 [1.21, 1.69] AI increased offloading

b: Offload → CT gains 4.12 0.58 <0.001 [2.98, 5.26] Offloading boosted CT

c: Total effect 14.65 1.28 <0.001 [12.14, 17.16] Overall effect

c′: Direct effect 8.67 1.32 <0.001 [6.07, 11.27] Beyond mediation

ab: Indirect effect 5.98 — <0.001 [3.91, 8.17] Significant mediation
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These results suggest that cognitive offloading serves 
as a mechanism through which AI-enabled pedagogies 
enhance higher-order thinking. By offloading lower-order 
tasks, such as idea generation and surface editing, to AI 
learners freed up mental resources that they then invested 
in analysis, evaluation, and reflection. The partial nature of 
mediation indicates that other factors (e.g., peer discussion, 
metacognitive prompts) also contributed to critical think-
ing gains.

5. Discussion

5.1. Balancing Offload and Engagement

This study demonstrates that embedding generative AI 
within a structured cognitive-offloading framework leads 
to significant improvements in students’ critical thinking 
skills, surpassing traditional instructional methods. Nota-
bly, these enhancements occurred without the “cognitive 
laziness” often associated with unstructured AI use. 

Gerlich identified a negative correlation between fre-
quent, unstructured AI tool usage and critical thinking 
performance, attributing this decline to excessive dele-
gation of cognitive tasks [21]. Conversely, our scaffolded 
approach, which incorporates layered prompts, peer-AI 
co-revision, and reflective journaling, aligns with findings 
by Yang et al. (2025) [22]. Their study reported that active 
modification of AI-generated text enhances essay quality 
and metacognitive engagement. While Yang et al. focused 
on single-session lab settings, our semester-long interven-
tion in authentic L2 classrooms extends these findings, 
demonstrating sustained improvements in critical thinking 
(ΔM = +12.3 points, η² = 0.15).

Furthermore, this study supports the extended mind 
thesis, suggesting that AI can function as an integrated 
“cognitive prosthetic” without inducing cognitive atro-
phy, provided learners engage in intentional reflection on 
AI outputs [23]. Our mediation analysis reveals that while 
cognitive offloading significantly contributes to critical 
thinking gains (indirect effect = 5.98, 95% CI [3.91, 8.17]), 
direct effects remain significant, indicating that social and 
metacognitive scaffolds uniquely enhance learning. 

By integrating insights from cognitive psychology, L2 
writing pedagogy, and AI-education research, this study 
fills a critical gap by providing controlled, classroom-based 

evidence that generative AI–enabled cognitive offload 
instruction can enhance, rather than undermine, critical 
thinking skills. These findings have significant implica-
tions for educators and policymakers aiming to harness 
AI’s efficiencies while preserving intellectual rigor. Specif-
ically, they suggest that balanced offload designs, anchored 
by metacognitive prompts and collaborative critique, can 
transform AI from a potential threat into a catalyst for 
higher-order learning [24,25].

5.2. Pedagogical Implications

This study provides actionable insights for educators 
aiming to leverage generative AI to enhance, rather than 
hinder, student learning. By comparing scaffolded AI-off-
load instruction with traditional pedagogy, the research not 
only supports previous recommendations but also demon-
strates clear improvements in student outcomes, offering 
a roadmap for effective AI integration in writing class-
rooms. Unlike unstructured AI workshops that yield mod-
est or even negative effects on critical thinking, embed-
ding layered metacognitive prompts (e.g., “Explain why 
you accepted or rejected each AI suggestion”) produced 
significant gains in critical thinking (η² = .15). This con-
firms qualitative claims by Lu et al. that teacher-designed 
scaffolds are essential for meaningful AI use in EFL con-
texts and extends them by quantifying the impact in a con-
trolled, semester-long study [26].

Previous case studies [27-30] advocated collaborative 
critique of AI drafts but lacked statistical validation. Our 
peer-AI co-revision model not only aligned with those rec-
ommendations but yielded significantly higher essay qual-
ity metrics—logical coherence (d = 1.31) and evidence 
use (d = 1.20)—than control conditions. This demonstrates 
that social constructivist activities, when combined with 
AI, amplify both engagement and learning outcomes, im-
proving upon single-session lab findings through evidence 
of sustained, real-classroom benefits [31-33].

Echoing commentary that AI should augment rather 
than replace educators’ roles, this study’s technology fluen-
cy training—teaching prompt engineering and cross-plat-
form comparisons—enhanced students’ evaluative judg-
ment. While prior research showed that prompt instruction 
improved surface-level outputs, our data reveal that it also 
deepened higher-order thinking: students who learned 
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to craft precise prompts demonstrated greater originali-
ty (M = 3.9 vs. 3.1) and syntactic complexity (M = 40.1 
vs. 34.7). This advances Activity Theory findings by Woo 
et al., showing that tailored prompt education can be scaled 
across proficiency levels [34].

Time-saving benefits of AI (30-50% faster drafting) 
have been documented in cognitive-offloading literature, 
but critics warn of “cognitive atrophy” without oversight. 
By demonstrating partial mediation, offloading accounted 
for an indirect effect (ab) = 5.98 on critical thinking gains. 
This study shows how efficiency gains can be intention-
ally redirected into analytic work. This reconciles extend-
ed-mind theory with cautionary perspectives like Carr by 
proving that AI offloading need not diminish deep thinking 
when accompanied by metacognitive and collaborative 
scaffolds [35].

6. Conclusions
This study provides empirical evidence that the struc-

tured integration of generative AI into L2 writing instruc-
tion can significantly enhance learners’ critical thinking 
and essay quality. By employing scaffolded strategies—
such as metacognitive prompts, peer-AI co-revision, and 
reflective journaling—students demonstrated notable im-
provements in critical thinking and essay quality. These 
findings align with previous research emphasizing the 
importance of guided AI use in educational settings. More-
over, the integration of AI tools like ChatGPT with specific 
guidelines has been found to improve clarity, logical co-
herence, and evidence use in argumentative writing. 

Importantly, this study addresses concerns about AI-
iduced cognitive atrophy by demonstrating that, when com-
bined with pedagogical scaffolding, AI can serve as a cogni-
tive extension that enhances rather than diminishes critical 
engagement. This nuanced understanding contributes to the 
ongoing discourse on the role of AI in education, suggest-
ing that the key lies not in the technology itself but in how 
it is integrated into learning environments. Future research 
should replicate this scaffolded cognitive-offloading mod-
el across diverse contexts, examine long-term retention of 
critical-thinking gains, and explore additional mediators 
such as motivation and epistemic beliefs. By doing so, the 
field can build a robust evidence base to guide policy and 
practice in the AI-augmented classroom. 
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