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ABSTRACT

In recent years, reading comprehension has gradually become a proficiency indicator of interest in lexical and grammar.

As sentences are the basic units of discourse structure, sentence difficulty is often applied to the study of text difficulty.

Although there have been a number of studies on sentence difficulty, the lack of consistency in the indicators chosen or the

discussion of specific grammatical issues have limited the research on sentence difficulty. Therefore, this study adopts a

corpus-based approach, using a corpus as an objective and scientific data source. The study utilizes the Digital Platform for

Chinese Grammar and the 8000 Chinese Words as important reference sources. Additionally, the CRIE 3.0 is employed

to validate the texts and establish sentence difficulty indicators. However, due to the incomplete development of certain

indicators in the“Chinese Grammar Digital Platform”, the study refers to the Chinese Proficiency Grading Standards for

International Chinese Language Education and Hanyu Shuiping Kaoshi to establish comprehensive sentence structure and

sentence component difficulty indicators. Subsequently, the established difficulty indicators are validated by conducting

comparative analyses using corpora as the basis. Native speaker corpora are used as benchmarks, while Mandarin learner

corpora are used for comparison, and then validate objectively through the machine learning model. These validation aims

to examine the validity and reliability of the selected indicators and establish a calculation method involving“level of

grammar * point distribution ratio of grammar ” to determine the difficulty indicators for Chinese sentences, Additionally,

expert reliability is accessed to ensure the credibility of indicators.
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1. Introduction

Reading comprehension is considered an important lan-

guage proficiency indicator (Diana et al., 2011; Sung et al.,

2013; Wu et al., 2020). Carrey & Connie (2015) found that

there has a close relationship between syntactic proficiency

and reading comprehension abilities. Not only learners’ na-

tive language, proficiency in a second language also signif-

icantly predicts the correlation between comprehension of

second language sentences and texts. When talking about

reading texts, readability refers to the degree to which learn-

ers can understand a text. High readability articles are easier

for readers to comprehend and typically feature lower dif-

ficulty vocabulary, simpler sentence structures, fewer com-

pound words, and content that aligns with the reader’s prior

knowledge. However, previous studies on sentence difficulty

have some limitations. Firstly, the selected indicators vary,

leading to inconsistent research result. Some studies only

consider vocabulary features as indicators, while others focus

on specific grammar discussions (Ye & Qiu, 2008; Hong et

al., 2016). Secondly, research has tended to be qualitative in

the past, lacking consensus on how to quantify sentence diffi-

culty and which features to select for quantification (Cheng,

2005; Wu et al., 2020). Thirdly, insufficient quantitative

analysis has resulted in a lack of relevant applications and

teaching research.

This study aims to build a corpus-based sentence dif-

ficulty indicators upon previous research by examining the

complexity of vocabulary and grammar in Chinese texts. It

seeks to confirm vocabulary and grammar indicators that

affect sentence difficulty and establish a readability index for

sentences. Native speaker corpus serve as standard, while

corpus of Chinese as second language’s learners are used

to validate text readability. Machine learning model is em-

ployed to validate the effectiveness of the sentence difficulty

indicators, and the reliability of the indicators is examined

through Likert scales and tests. The ultimate goal is to assist

teachers in conducting classroom teaching for learners of

different proficiency levels and rewriting texts to meet the

learning needs of Chinese as second language’s learners at

different levels.

2. Review of literature

2.1 Studies on sentence difficulty

Sentence difficulty is essentially the assessment of how

well a sentence can be understood. Therefore, when dis-

cussing text readability, many studies also approach the topic

from the perspective of sentence difficulty (Klare, 2000; Di-

ana et al., 2011; Lu & Ai, 2015; Sun & Wan, 2016; Pang,

2016; Lu et al., 2019). Quantitative research on sentence

difficulty has historically considered factors such as sentence

length and the length of sentence components (Flesch, 1948;

Gunning, 1952; Fry, 1963; McLaughlin, 1969; Brown, 1971;

Klare, 2000; Lu, 2010; Wu et al., 2020). Additionally, many

studies have taken into account the complexity of both vo-

cabulary and sentence structure (Spache, 1953; Thoma &

Gilbert, 1967; Kenneth & Susan, 1973; Laufer & Nation,

1995; Cheng, 2005; Ye & Qiu, 2008). However, there is

still a lack of clear research on the impact of vocabulary and

syntactic complexity on sentence difficulty. Even though it is

acknowledged that both factors affect sentence difficulty, the

absence of related quantitative studies prevents the effective

confirmation of their respective impacts.

Next, the research will discuss the impact of lexical

complexity and syntactic complexity, and then explore effec-

tive quantitative analysis methods on sentence difficulty.

Studies on lexical complexity

Among the various factors influencing sentence diffi-

culty, vocabulary plays a significant role. Lexical complexity

often involves the breadth and depth of lexical knowledge

(Laufer & Nation, 1995). The main measurement indicators

for lexical complexity include lexical sophistication, lexical

diversity, lexical density, and lexical originality. And thus,

vocabulary, being the smallest unit of meaning that learners

encounter, fundamentally influences text readability. Diana et

al. (2011) pointed out in their experiment with third-grade stu-

dents reading science-themed texts that too many rare words

in a text might prevent students from comprehending it.

In studies related to the complexity of Chinese vocabu-

lary, Cheng (2005) identified three factors influencing Chi-

nese sentence difficulty: sentence length, word frequency,
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and lexical semantics. It showed that the number of semantic

categories of words affects sentence difficulty, and semantic

categories refer to the classification of words based on their

meanings, and words with multiple meanings can lead to

semantic ambiguity in sentences. Additionally, the greater

the number of semantic categories, the more significant the

variation in word meanings. This indicates that lexical com-

plexity significantly impacts sentence difficulty.

On the other hand, Hong et al. (2020) conducted an au-

tomatic readability analysis of Chinese language textbooks,

selecting 12 linguistic features from vocabulary, syntax, se-

mantics, and discourse cohesion. The vocabulary aspect

included the number of characters, the number od advanced

words, and the number of two-character words. Advanced

words were selected from the“8000 Chinese Words”. Con-

tent words, which have semantic meaning and can stand

alone as sentences, were included in the semantic indicators.

From past research, it is evident that vocabulary sig-

nificantly impacts sentence difficulty. Unfamiliar or highly

complex words can affect learners’ reading comprehension.

Factors such as word frequency, the number of times a word

appears in a single text, and learners’ prior knowledge all

contribute to this complexity. Besides, lexical semantics and

phrase structure also influence comprehension. However,

these studies lack consistency in indicator selection, rational

scientific explanation for the chosen indicators, and thorough

exploration of the influence of lexical complexity. These

gaps highlight areas for further research.

Studies on syntactic complexity

In examining sentence difficulty, syntactic complex-

ity holds a significant influence. Thoma & Gilbert (1967)

explored the impact of sentence structure on reading com-

prehension, and Shen & Tao (2011) indicated that even if

learners possess a large vocabulary, understanding sentence

structures is crucial for text comprehension. This suggests

that grammatical knowledge can more accurately predict

reading ability. Carrey & Connie (2015) further demon-

strated the importance of grammatical ability in developing

reading skills for second language learners. They found

that grammar and reading comprehension are not limited

to the learner’s native language; second language grammar

competence significantly predicts the correlation between

sentence and text comprehension, reaffirming the importance

of grammar.

In the context od Chinese as a second language, analysis

of syntactic complexity often focuses on individual gram-

mars. For instance, Zhang (2005) suggested a teaching se-

quence for sentences using the character“bi (compare)”
based on teaching grammar theory and a corpus of sentence

structures with comparative functions. Her research found

that introducing comparison sentences was the most com-

monly used expression. Hong et al. (2016) included the

usage frequency of“bei (was/were done by)”sentences in
their readability analysis indicators based on children’s ac-

quisition theory.

In summary, regarding the impact of syntactic com-

plexity on sentence difficulty, studies by Thoma & Gilbert

(1967) and Shen &Tao (2011) found that grammatical knowl-

edge outperformed vocabulary knowledge in predicting text

readability. Research on Chinese syntactic difficulty often

focuses on individual grammar. This indicates that there is no

consensus on evaluating syntactic complexity, and indicator

selection is based on individual research experiences. There-

fore. Establishing unified syntactic difficulty indicators is

both important and urgent.

2.2 Corpus-based studies

In previous research, the majority of studies have fo-

cused on single linguistic features (Spache, 1953; Kenneth

& Susan, 1973; Ye & Qiu, 2008). The selection of linguistic

features often relies on qualitative research or personal ex-

perience, lacking objectivity. Therefore, this study aims to

establish sentence difficulty while conducing corpus-based

quantitative research to avoid subjective influences on ob-

jective development.

Acorpus is a large collection of texts gathered according

to specific principles and stored in computer files. It allows

users to search for words, phrases, or sentences to observe

particular linguistic phenomena (Chen, 2017). Chen & Bai

(1998) proposed using a corpus-based learning approach to

detect unknown words in Chinese and highlighted the ad-

vantages, including automatic inductive learning, automatic

rule performance evaluation, and dynamic rule balancing of

recall rates and precision rates.

Hong et al. (2012) investigated the event structures

of transitive verbs such as“chi (eat)”,“wan (play)”,

“huan (change)”and“shao (burn)”, under the MARVS

theory (module-Attribute Representation of Verbal Seman-
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tics). They utilized the“Chinese Word Sketch”to observe
specific nouns commonly used with these transitive verbs

and analyzed their event structures.

Wu et al. (2019) argued that to standardize and system-

atize Chinese language teaching and establish clear grading

standards and ability indicators, a corpus that provides real

language contexts as an essential tool. The frequency of

words in a corpus indicates their commonality. Furthermore,

language learners can use the real contexts provided by the

corpus to review their errors and gaps in language learning.

Last few years, to combine basic theories and practical

applications in language teaching, more and more research

would combine digital technology with the research methods

of corpus linguistics. Hong (2021) built the Digital Platform

for Chinese Grammar through the Chinese hierarchical gram-

mar bank. Wang &Williams (2024) explore how artificial

intelligence and language models can effectively assist in

Chinese language teaching, then use Chat GPT as language

model to design professional Chinese language courses, and

to explore solutions to related challenges.

A corpus combines technology to analyze linguistic

patterns and usage, making it a core element of language

technology and computer-assisted language learning. Based

on the aforementioned discussion, This research would com-

pare different corpus, using learning model to validate the

effectiveness of lexical and grammatical indicators.

2.3 Machine learning model

Lexical complexity and grammatical complexity have

a significant impact on the difficulty of Chinese sentences,

which in turn influences text readability. Research on text

readability using machine learning models began as early as

the 1950s, with continuous updates to the development and

types of models. Since machine learning models can be used

to predict text readability and the key factors influencing

readability stem from understanding lexical and grammatical

indicators of sentence difficulty, this project aims to validate

the effectiveness of lexical and grammatical indicators on

sentence difficulty using machine learning models.

The commonly used machine learning models for text

readability include the generalized linear model (GLM), sup-

port vector machine (SVM), and models enhanced through

representation learning, such as Bidirectional Encoder Rep-

resentations from Transformers (BERT) and Hierarchical

Attention Network (HAN) (Devlin et al., 2018; Yang et al.,

2016).

Traditional readability models such as Flesch Reading

Ease (Flesch, 1948), Dale-Chall readability formula (Dale

& Chall, 1948), and SMOG (McLaughlin, 1969) focus on

matching suitable reading materials to appropriate readers

(Dubay, 2004). The most widely used readability formulas

are Flesch’s Reading Ease Formula and the Dale-Chall For-

mula, both of which are generalized linear models (GLM).

These models use regression analysis with various linguistic

indicators to estimate text difficulty or provide a formula to

convert ability scores to estimate suitable reading levels (Fry,

2002; Klare, 1984).

In recent years, many researchers have adopted SVM

as a machine learning model to address text readability is-

sues (Feng et al., 2010; Sung et al., 2015). These studies

demonstrate that using Structural Risk Minimization (SRM)

(Vapnik & Chervonenkis, 1974) allows for the identification

of small sample data (support vectors) that represent the en-

tire training model. By finding the hyper-plane, data can

be classified and effectively predicted. SVM is an artificial

intelligence learning model that can correspond to the rela-

tionship between data features and defined text categories,

train on relevant input indicators, and validate the difficulty

levels of defined texts. SVM can map linearly nonseparable

data into multi-dimensional space, providing better accuracy

in classification.

In summary, applying machine learning models to text

readability analysis is not only suitable but also a growing

trend. Therefore, this study will use machine learning models

to validate the effectiveness of sentence difficulty indicators.

Specifically, this study intends to use SVM as the training

algorithm for the prediction model. This choice is due to

its successful application in text readability research, and

because SVM, compared to deep learning algorithms, is a

shallower machine learning algorithm (Kim et al., 2018).

Thus, it requires a relatively smaller amount of training data,

making it more suitable for this study.

3. Research methodology

3.1 Research design

“Digital Platform for Chinese Grammar” and“The 8000

Vocabulary List” are the foundation of this study.“Digital
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Platform for Chinese Grammar” has a clear frame of the

lexical complexity and syntactic complexity, and“The 8000

Vocabulary List” provides high-frequency words for CSL

learning through comprehensive integration.

Since the difficulty of“The 8000 Vocabulary List” was

graded from CEFR, to increase objectivity, the HSK and

CPGS was used for comparison. Additionally, consider-

ing that the actual context involves expressions in Chinese

sentences, the language learning model of CRIE 3.0 was

employed to determine the difficulty of various grammatical

elements in practical application. However, the standards for

various difficulty indicators exhibit slight differences. SRM

was used to validate the grammatical difficulty of all the

aforementioned indicators, ensuring all the grammars exist

in both teaching and life, and that their difficulty levels are ap-

propriate. Based on the results above, this study establishes a

method for calculating sentence difficulty. Considering that

the ability to construct complex sentences generally requires

a proficiency level of at least CEFR B1, difficulty levels

“The Fourth-Grade Chinese Textbooks Used in Taiwan”and
“The third and fourth volumes of ACourse in Contemporary

Chinese”were used as the basis for native speaker corpora
and CSL learner corpora, respectively, for paraphrasing tests.

Subsequently, sentences with varying levels of lexical

and grammatical complexity were randomly assigned for

testing by CSL learners, and the Likert scale was used to

provide feedback to instructors, comparing the difficulty of

sentences before and after paraphrasing. Through the test and

the Likert, this study established the validity and reliability

of the difficulty calculation method.

3.2 Materials

Digital platform for Chinese grammar

In establishing sentence difficulty indicators, this study

examines past literature and the semantic features of Chinese,

integrating both lexical complexity and syntactic complexity

to comprehensively measure sentence difficulty. The“Digi-

tal Platform for Chinese Grammar” aims to integrate“teach-

ing and learning” by compiling and analyzing grammars.

This platform has identified and categorized 339 grammars

based on frequency and practicality into three main types:

sentence types, sentence structures, and main sentence com-

ponents. Each category is further subdivided into sublevels:

grammars, subpoints, and detailed categories. Therefore,

both lexical complexity and syntactic complexity can be

referenced for their frequency of use by it and serve as the

corpus source for this study.

The 8000 vocabulary list

“The 8000 Vocabulary List”is a core vocabulary se-

lection referencing various international Chinese learning

indicators, Chinese teaching materials, and corpora. These

core words, frequently encountered by learners of Chinese

as second language, are tagged for difficulty according to the

Common European Framework of Reference for Languages

(CEFR). In this study, besides consulting past literature and

the“Digital Platform for Chinese Grammar,”“The 8000

Vocabulary List”serves as an important reference for exam-
ining the difficulty standards of various vocabulary levels.

The study categorizes the“8000 Chinese Words” into

seven levels, and these classifications are compared with the

“Digital Platform for Chinese Grammar” and used as the

basis for categorizing lexical complexity

Chinese readability index explorer 3.0

(CRIE 3.0)

Readability refers to the degree to which reading materi-

als can be understood by readers. The readability of an article

not only affects the reader’s understanding of the content

but also influences the learners’ absorption of knowledge

and grasp of information. The Chinese Readability Index

Explorer 3.0 (CRIE 3.0) is an automated system for analyz-

ing various features of texts, making it a practical tool for

text analysis. Notably, the system can effectively identify

the difficulty of Chinese vocabulary, which helps confirm

the detailed difficulty levels of“sentence structures” and

“sentence components” in the“Digital Platform for Chinese

Grammar.”

Chinese proficiency grading standards for inter-

national Chinese language education(CPGS)

The“Chinese Proficiency Grading Standards for Inter-

national Chinese Language Education”(CPGS) serves as a

reference standard for determining difficulty levels. This

standard clearly defines specific quantitative indicators for

syllables, Chinese characters, vocabulary, and grammar. The

difficulty levels are categorized into three main categories:

elementary, intermediate, and advanced, which are further

subdivided into nine levels, forming a comprehensive three-
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category, nine-level Chinese proficiency grading system.

This standard is used as the foundational reference for veri-

fying the difficulty of grammars in this study.

Chinese proficiency test (Hanyu Shuiping

Kaoshi, HSK)

The Hanyu Shuiping Kaoshi (HSK) is administered by

the Chinese Proficiency Test Center of Beijing Language

and Culture University based on the“Chinese Proficiency

Grading Standards for International Chinese Language Edu-

cation.” The old version of the HSK divided the levels into

six categories, while the new version is entirely based on the

three-category, nine-level concept of the“Standards.” This

new version subdivides the levels from six to nine categories.

Therefore, this study will use the HSK level configuration

as the basis for determining the difficulty scores of various

grammars within sentence structures and components.

Machine learning model

Among the various types of machine learning models,

recent years have seen experts and scholars in the field of text

readability employing the SVM (Support Vector Machine)

model (Feng et al., 2010; Sung et al., 2015). The main advan-

tage of this model lies in its ability to classify data and make

effective predictions by identifying a hyperplane through

training on small sample data. This characteristic makes

SVM a highly accurate artificial intelligence learning model

for predictive data analysis. Therefore, to verify whether

the selected lexical and grammatical indicators are effective

in influencing sentence difficulty, this study intends to use

Smart Reading Model (SVM) as the machine learning model

for validation. SRM include Chinese as second language

(CSL) books for Chinese Learners, and it can provide suit-

able books recommendation according to learners’ Chinese

level. Thus, the study used SRM to validate the difficulty

levels.

The fourth-grade Chinese textbooks used in Tai-

wan

The design of Taiwanese elementary school textbooks

emphasizes diverse literary forms and cultural enrichment

for the education of Chinese as a Native Language (CNL).

The fourth-grade textbooks, in particular, introduce the con-

cept of article passages, focusing on learners’ abilities to

handle passage structures and enhance reading comprehen-

sion skills. Since second language learners at the B1 to

B2 level of the CEFR possess a substantial vocabulary and

solid grammatical knowledge, their learning process shifts

from short sentences to longer sentences and extended para-

graphs, aligning with the learning trajectory of Taiwanese

fourth-grade students. Additionally, their language profi-

ciency levels match. Therefore, the texts from fourth-grade

Mandarin textbooks are selected as the native language texts

for this study.

The third and fourth volumes of a course in

contemporary Chinese

“ACourse in Contemporary Chinese” is currently one

of the widely used textbooks for second language learners.

Published by the Mandarin Training Center at National Tai-

wan Normal University, it is specifically designed for learn-

ers studying at overseas high schools or universities. The

series consists of six volumes, with the levels aligned with

the CEFR standards from A1 to C1, and the ACTFL stan-

dards from Novice to Superior. This study selects volumes

three and four as the texts for second language learners. The

content of these volumes primarily consists of extended dia-

logues and includes extensive training in written language

and passages. Learners need to have reached at least a

B1 level, possessing a substantial vocabulary and language

knowledge, as well as the ability to handle longer sentences,

to serve as indicators for assessing second language learners’

language proficiency in this study.

4. Results and discussion

This study uses the“Digital Platform for Chinese Gram-

mar” and“The 8000 Vocabulary List” as important reference

bases to derive indicators related to sentence difficulty. The

difficulty indicators, particularly those within the“sentence

structure” and“sentence components” categories of the“Dig-

ital Platform for Chinese Grammar”, are ranked as shown in

the diagram below.

In Figures 1 and 2, indicators highlighted in yellow

represent items that have not yet been established in the

“Digital Platform for Chinese Grammar.” These were sorted

and organized by cross-referencing“The 8000 Vocabulary

List”.

To objectively validate the difficulty ranking of various

grammars, we consulted the grading configuration of gram-

mars by CRIE 3.0, HSK and“Chinese Proficiency Grading
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Standards for International Chinese Language Education”

and compared the difficulty levels of grammars in the CEFR

and HSK, both of which primarily consider the learning pro-

cess of second language learners.

Consequently, there are several differences in the diffi-

culty ranking after comparison, as shown in Figures 3 and

4. For example, within“sentence structure,” the“purpose

complex sentence” is not the first category acquired under

“modification complex sentence” but the last. In the“sen-

tence components” category, the“time noun” under“noun”

was adjusted from the third level of difficulty to the most

difficult. Moreover, based on the difficulty level at which

grammars first appear, various categories can be divided into

1 to 4 difficulty levels.

In establishing the difficulty of sentences, this study,

drawing from previous literature, determined that assessing

the difficulty of a sentence requires measuring both lexical

complexity and syntactic complexity, this also validate by

Figures 3 and 4. To establish the difficulty of every sin-

gle grammar in this project, CEFR was used as a criterion

for categorizing grammars by difficulty, and SRM would

be utilized for validation. If the difficulty of the grammar

was divided appropriately, then the grammar would be in-

cluded in the difficulty table. These categorizations were

then compared with those of“Chinese Proficiency Grading

Standards for International Chinese Language Education”

and the difficulty levels in HSK. Taking part of CEFR level

B2 grammars from difficulty table as a example. Grammars

from serial number 1 to serial number 5 are presented as an

example in Table 1.

Figure 1. Difficulty Ranking of Sentence Structure.

Figure 2. Difficulty Ranking of Sentence Component.
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Figure 3. Adjustment of Difficulty Ranking of Sentence Structure.

Figure 4. Adjustment of Difficulty Ranking of Sentence Component.

According to Table 1, CPGS and HSK are currently

the most detailed reference standards for difficulty levels,

which verify these CEFR level B2 grammars are effective in

influencing sentence difficulty through the SRM modal. The

difficulty score for each grammar is determined based on the

difficulty levels of both standards. If there is a discrepancy

between the scores, considering the learning situation of sec-

ond language learners, the grammar is deemed to require

a longer time to master and apply. Therefore, the higher

difficulty score between the two standards is adopted as the

difficulty score for that grammar.

To integrate the scoring indicators for various categories

effectively and comprehensively reflect sentence difficulty,

the calculation method of“Grammar Level * Distribution

Proportion of Grammar ” is designed for determining diffi-

culty.

The distribution proportion of grammar is presented

in Table 2, indicating that 291 grammars correspond to the

difficulty levels of CEFR and HSK. The lower the level, the

higher the number of grammars. For example, at level one,

there are a total of 73 grammars, accounting for 25.09% of

the overall proportion. Moreover, grammars at lower levels

have higher frequencies of usage. Therefore, this project uses

the distribution proportion of grammars as weights, where

lower values indicate higher difficulty. An example of the

calculation result is shown in Table 3 below.

From the Table 3, the higher the score, the lower the

ranking. Although the total grammatical difficulty of these

five sentences added up to ten, they utilized different levels

of grammars. Calculating these sentences with the calcula-

tion method of“Grammar Level * Distribution Proportion

of Grammar”, it was obvious that the scores were different.

To ensure the validity and reliability of the difficulty

indicators, this study will rewrite texts from the fourth-grade
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Table 1. CEFR B2 Grammars from Number 1 to Number 5.

Number Degree Grammar SRM

model

CPGS HSK Category Difficulty

level

Score

1 B2
wu lun

(regardless)
V 4 4 Condition 2 4

2 B2
ji shi. . . sye. . .
(even though)

V 5 5 Concession 2 5

3 B2
chu fei

(unless)
V 5 5 Condition 2 5

4 B2
fo ze

(otherwise)
V 4 4 Adversative 2 4

5 B2
ning ke. . . ye (bu) yao
(rather than)

V 7 6 Alternative 2 7

Table 2. Distribution Ratio of Grammars’ Level.

HSK

CEFR
1 2 3 4 5 6 789 Total

Pre A1 23 0 0 0 0 0 0 23

A1 32 14 1 0 1 0 0 48

A2 17 36 26 5 1 0 0 85

B1 1 7 21 20 18 5 3 75

B2 0 0 7 16 20 7 10 60

Total 73 57 55 41 40 12 13 291

Percentage 25.09% 19.59% 18.90% 14.09% 13.75% 4.12% 4.47% 100%

elementary school textbooks, as well as from the third and

fourth volumes of the“ACourse in Contemporary Chinese”,

corresponding to levels B1 and B2. The texts will be rewrit-

ten based on aspects such as lexical complexity, syntactic

complexity, and changes in difficulty level. There will be

eight types of revisions in total. Experienced Chinese lan-

guage teachers with more than five years of teaching experi-

ence will be asked to distinguish between the original texts

and the revised texts in terms of difficulty to assess the expert

reliability.

The questionnaire design for expert reliability is pre-

sented in Figure 5 below. The questionnaire comprises 200

sets of questions, each consisting of an original sentence

and a revised sentence, and expert is a CFL teacher who has

teaching over five years. Teachers will need to determine

which sentence is more difficult and provide a rating of the

difficulty level between the two sentences, along with rele-

vant suggestions. Table 4 is shown as the example question

of Likert Scale of Expert Reliability for the formal question-

naire.

After the completion of the questionnaire by the Chi-

nese language teachers, statistical analysis will be conducted

on the responses of 10 teachers. Box plots will be used to

illustrate the answering status of each type of question set.

As an example, box plots will be presented for the question

sets that involve revisions aimed at reducing the difficulty

level in terms of lexical complexity compared to the original

text. The box plot presentation is shown in Figure 5 below.

According to the sentence difficulty index model, sen-

tences with higher difficulty scores fall within the range of

3 to 5 points, while sentences with lower difficulty scores

fall within the range of 1 to 3 points. The consistency rate

for each question set reaches 96.70%. For question sets

with significant score discrepancies, after revisions based

on expert suggestions, expert evaluations were conducted

again. The revised sentences aligned more closely with the

difficulty scores indicated by the difficulty index and the

discernment results of the teachers, as evidenced in Table

5 below. The consistency rate among teachers’ responses

significantly improved.

Next, this study referenced the reading question types

from the TOCFL (Test of Chinese as a Foreign Language).

Base on the content of the 200 rewritten texts, corresponding

questions and options were designed. These questions were

evenly divided into four sets and distributed online as a ques-

tionnaire. Forty learners, each with a proficiency level of B1

or above, were asked to answer these questions randomly.

The overall performance results were presented as Table 6

below.
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Table 3. Example of Sentence Difficulty Calculation.

Sentence Score Ranking

Ta e si(3) le, ba(4) zhuo shang de shi wu dou(1) chi wan(2) le.

(She was starving and ate all the food on the table.)

(3*18.90%+4*14.09%+1*25.09%+2*19.59%)

1.77 5

Yin wei(2) ta e le(2) san tian, suo yi ba(4) zhuo shang de shi wu chi wan(2) le.

(Because she hadn’t eaten for three days, she ate all the food on the table.)
1.74 4

Ta tai(1) e le, ba(4) zhuo shang de shi wu dou(1) chi le hai shi(4) e.

(She was so hungry that she ate all the food on the table and was still hungry.)
1.63 2

Ta ji shi(5) chi wan(2) le(1) bing xiang li suo you de shi wu, ye ke yi(2) ji xu chi.

(Even if she ate all the food in the refrigerator, she could continue to eat.)
1.72 3

Ta jiu suan(6) chi wan(2) le(1) bing xiang li suo you de shi wu, ye bu(1) jue de bao.

(Even if she ate all the food in the refrigerator, she wouldn’t feel full.)
1.14 1

Table 4. Likert Scale of Expert Reliability.

Example Question

Sentence

Shi qi sui de Xiao Ling shi jia li de du

sheng nu, fang xue hou chang chang yi ge

ren zai jia, dan ta bing bu ji mo, yin wei you

xu duo wang you pei ban ta.

(Xiao Ling, a seventeen-year-old girl, is the

only child in her family. She is

often home alone after school, but she

doesn’t feel lonely because she has

many online friends to keep her company.)

Jia li zhi you Xiao Ling yi ge xiao hai,

xia ke hou chang chang yi ge ren zai jia,

dan ta bu wu liao, yin wei you hen duo

wang you pei ta.

(Xiao Ling is the only child in her family.

She is often home alone after school,

but she doesn’t get bored because she has

many online friends to keep her company.)

Please identify

the difficulty of

the sentences

Easy Difficult
□ □

Easy Difficult
□ □

Please rate

the difficulty of

the sentences

1 2 3 4 5
□ □ □ □ □

1 2 3 4 5
□ □ □ □ □

Suggestion

Figure 5. Before and After of The Rewriting CSL Texts of Increased Level of Lexical Complexity.

The purpose of this test was to understand the reading

comprehension performance of Chinese as a second language

learners when facing different levels of lexical and syntac-

tic complexity. This would allow for further exploration or

adjustment of questions with varying performance results.

According to Table 6, the overall average accuracy rate of
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Table 5. Comparison of Answer Agreement Rates Between Experts.

Teachers Before Inspection After Inspection

A 93.00% 100.00%

B 87.50% 99.50%

C 86.00% 97.50%

D 85.00% 99.50%

E 76.00% 97.50%

F 77.50% 95.50%

G 90.00% 98.50%

H 84.00% 98.00%

I 86.00% 96.00%

J 91.50% 97.00%

Table 6. Overall Accuracy.

A B C D Average

Texts from CNLTextbook

Increased

Difficulty

66% 73% 60% 62% 65%

Decreased

Difficulty

86% 85% 83% 77% 83%

Texts from CSLTextbook

Increased

Difficulty

80% 89% 72% 72% 78%

Decreased

Difficulty

97% 90% 85% 92% 91%

Texts from CNLTextbook

Increased

Difficulty

70% 82% 74% 75% 75%

Decreased

Difficulty

92% 77% 86% 90% 86%

Texts from CSLTextbook

Increased

Difficulty

72% 67% 73% 63% 69%

Decreased

Difficulty

100% 83% 90% 86% 90%

Average 83% 81% 78% 77% 80%

the 40 learners was 80%, with the average accuracy rate for

the four separate test sets ranging from 77% to 83%.

Based on the design of the questions, it was expected

that when the complexity of vocabulary or syntax increased,

the average accuracy rate for more difficult questions would

be lower than for easier ones. However, upon closer exami-

nation, it was observed that in Test Set B, for native language

texts focusing on syntactic complexity, the accuracy rates for

both increased and decreased difficulty levels were high and

very similar, at 89% and 90% respectively. Conversely, for

second language texts, the accuracy rate for increased lexical

complexity was higher than for decreased complexity.

To investigate these two phenomena, this study exam-

ined the response performance for each question in Test Set

B. The results are presented in Table 7.

From the accuracy rates of each question in Test Set

B, it can be seen that the overall performance accuracy is

generally high. Therefore, it is necessary to examine each

question individually to understand the reasons affecting the

accuracy of responses. For example, regarding the aforemen-

tioned discrepancy in native language text with increased

syntactic complexity, question number 40 had an unusual

response pattern. The response details for this question are

shown in Table 8.

Based on the investigation results, although the rewrit-

ten text of question number 40 contained some key gram-

matical elements at the B1 to B2 level, the overall difficulty

was indeed significantly increased. Therefore, this was not

the reason for the unusually high accuracy rate of this ques-

tion. Upon closer examination of the question and its options,

it was found that answer option C was more difficult than

the other options. This allowed learners to find the answer

through the process of elimination rather than comprehen-

sion. As a result, the difficulty of the options was adjusted

444



Forum for Linguistic Studies | Volume 06 | Issue 04 | October 2024

Table 7. Accuracy of Test B.

Texts from

CNLTextbook

(Lexical Complexity)

Decreased Difficulty
Number 6 12 22 29 43 48

Accuracy 100% 100% 10% 70% 80% 80%

Increased Difficulty

Number 3 11 15 32 38 41

Accuracy 50% 90% 90% 90% 100% 90%

Texts from

CNLTextbook

(Syntactic Complexity)

Decreased Difficulty

Number 8 14 18 27 31 37 40

Accuracy 90% 80% 90% 90% 90% 80% 100%

Increased Difficulty

Number 5 9 13 23 34 39 47

Accuracy 90% 90% 90% 90% 90% 90% 90%

Texts from

CSLTextbook

(Lexical Complexity)

Decreased Difficulty

Number 4 10 20 26 35 46

Accuracy 100% 80% 90% 80% 60% 80%

Increased Difficulty

Number 7 17 21 30 44 49

Accuracy 70% 50% 90% 70% 80% 100%

Texts from

CSLTextbook

(Syntactic Complexity)

Decreased Difficulty

Number 2 16 24 33 45 50

Accuracy 70% 80% 50% 100% 50% 50%

Increased Difficulty

Number 1 19 25 28 36 42

Accuracy 60% 90% 90% 100% 90% 70%

accordingly.

This study was based on the Digital Platform for Chi-

nese Grammar andThe 8000Vocabulary List, quantifying the

usage frequency and error rate of various grammars. Consid-

ering the objectivity and comprehensiveness of the indicators,

comparisons were made using CRIE, CPGS, and HSK. A

machine learning model was then employed for validation to

establish a comprehensive Chinese sentence difficulty index.

The Chinese sentence difficulty index was divided into

four levels based on the difficulty levels of grammars when

they first appear, their usage frequency, and error rates. Ad-

ditionally, each grammar’s difficulty influenced its classi-

fication. Through Likert scales filled out by experts and

assessments conducted by learners, the reliability and valid-

ity of the Chinese sentence difficulty index were confirmed.

Content with discrepancies was reviewed and revised accord-

ingly.

As a result, the Chinese sentence difficulty index can

serve as a reference for designing teaching materials and as

an indicator for evaluating the learning progress of Chinese

as a second language learners.

5. Conclusion

Sentences are the foundation of reading comprehension,

and the key factors influencing the difficulty of Chinese sen-

tences are lexical complexity and grammatical complexity.

However, past research often focused on a single aspect or

analyzed using a single type. In light of this, this study aimed

to provide objective and level-appropriate grammatical indi-

cators for learners by integrating all functionally grammatical

words and grammars from the Digital Platform for Chinese

Grammar and The 8000 Vocabulary List, based on corpus

linguistics. Comparisons were made using CRIE, CPGS,

and HSK to investigate the impact of lexical complexity and

grammatical complexity on the difficulty of Chinese sen-

tences, ultimately establishing a Chinese sentence difficulty

index, which was then validated using a machine learning

model.

Due to the different difficulty classifications and data

sources of The 8000 Vocabulary List, CPGS, and HSK, dis-

crepancies in difficulty levels across types were resolved by

assigning the difficulty of a grammatical type based on the

difficulty of the grammars when they first appear. For all

functionally grammatical words and grammars, considering

that learners cannot master them perfectly at the beginning,

the higher difficulty level of the grammar was used as the

score to establish a systematic and objective Chinese sen-

tence difficulty index.

Furthermore, the reliability and validity of the index

were verified by rewriting texts from the Fourth-Grade Chi-

nese Textbooks used in Taiwan and the third and fourth vol-

445



Forum for Linguistic Studies | Volume 06 | Issue 04 | October 2024

Table 8. CNL Text Content of No. 40.

40

Texts from

CNL Textbook

(Increased

Difficulty)

Before

Inspection

Zhe ge qi gai zhi xiao lao tai tai mei yue shi wu yi

ding yao dao miao li shao xiang, ran er ta zui

pa tomg ban xiao de zhe shi, yin ci xiao xin yi yi de

yin mi ci shi, ruo shao you shu hu, zhe ji

mi kong pa jiu hui xie lou chu qu.

(This beggar knew that the old lady would go to

the temple to burn incense on the fifteenth of

every month. However, he was afraid that his

companions would find it out, so he carefully kept it

a secret. If he was slightly careless, this secret

might be leaked.)

Wei shen me zhe ge qi gai bu xiang rang bie ren zhi

dao lao taitai qu miao li shao xiang de shi qing?

(Why doesn’t this beggar want others to know that

the old lady went to the temple to burn incense?)

(A) Ta bu xi huan lao tai tai. 

(He doesn’t like the old lady.)

(B) Ta xi wang neng bang zhu lao tai tai.

(He wants to help the old lady.)

(C) Ta bu xiang ran zhe ge mi mi xie lou.

(He doesn’t want this secret to be leaked.)

(D) Ta xiang yao gen lao tai tai yi qi qu.

(He wants to go to the temple with the old lady.)

After

Inspection

Zhe ge qi gai zhi xiao lao tai tai mei yue shi

wu yi ding yao dao miao li shao xiang, ran er ta

zui pa tomg ban xiao de zhe shi, yin ci xiao xin yi

yi de yin mi ci shi, ruo shao you shu hu,

zhe ji mi kong pa jiu hui xie lou

chu qu.

(This beggar knew that the old lady would

go to the temple to burn incense on the

fifteenth of every month. However, he was

afraid that his companions would find it out,

so he carefully kept it a secret. If he was slightly

careless, this secret might be leaked.)

Wei shen me zhe ge qi gai bu xiang rang bie ren

zhi dao lao taitai qu miao li shao xiang

de shi qing?

 (Why doesn’t this beggar want others to know

that the old lady went to the temple to

burn incense?)

(A) Qi gai bu xi huan lao tai tai.  

(The beggar doesn’t like the old lady.)

(B) Tong ban da suan bang zhu lao tai tai.  

(The companion plans to help the old lady.)

(C) Qi gai xiang shou hao zhe ge mi mi.

(The beggar wants to keep this secret.)

(D) Tong ban xiang gen zong lao tai tai.

(The companion wants to follow the old lady.)

umes of A Course in Contemporary Chinese, understanding

reactions and performance on rewritten content from differ-

ent perspectives. Based on the results, the Chinese sentence

difficulty index from this study can serve as a reference for

instructional design. It can help adjust grammatical learning

according to learners’ proficiency levels or prepare more

suitable learning content. Teachers can also use this index to

track learners’ progress and provide appropriate learning ma-

terials, thereby enhancing learners’ sentence comprehension

and reading abilities.

In the future, empirical teaching studies should be con-

ducted to apply the Chinese sentence difficulty index in teach-

ing Chinese sentences. Rewriting Chinese texts for empirical

research in actual teaching settings will help examine the

correlation between sentence difficulty indicators and text

difficulty. Feedback from learners can be used to refine sen-

tences and validate the effectiveness of text-based teaching,

ultimately developing practical application for Chinese text

teaching.
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