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ABSTRACT

Artificial intelligence (AI) in education has the potential to revolutionize learning by addressing significant challenges

and accelerating progress. Generative AI, such as ChatGPT, has demonstrated the ability to produce high-quality text

and other content, potentially transforming academic tasks like essay writing. Despite these advantages, educators are

concerned about the ethical implications of AI use. Risks such as misinformation, academic dishonesty, and overreliance

on AI must be thoroughly assessed. This discourse analysis explored the perceptions of teachers on AI use in academic

settings, highlighting concepts leading to ethical issues involved in its use. Convenience sampling (n = 30) was used to

select the participants for a one-on-one interview. Findings indicated that overreliance, dishonesty, cheating, are plagiarism

were some ethical issues that emerged from the discourse. Convenience, driven by ease and accessibility, can lead students

*CORRESPONDINGAUTHOR:

Jason V. Chavez, Graduate School, Zamboanga Peninsula Polytechnic State University, Zamboanga City 7000, Philippines;

Email: jasonchavez615@gmail.com

ARTICLE INFO

Received: 9 May 2024 | Revised: 15 September 2024 | Accepted: 26 September 2024 | Published Online: 11 November 2024

DOI: https://doi.org/10.30564/fls.v6i5.6765

CITATION

Chavez, J.V., Cuilan, J.T., Mannan, S.S., et al., 2024. Discourse Analysis on the Ethical Dilemmas on the Use of AI in Academic Settings from ICT,

Science, and Language Instructors. Forum for Linguistic Studies. 6(5): 349–363. DOI: https://doi.org/10.30564/fls.v6i5.6765

COPYRIGHT

Copyright © 2024 by the author(s). Published by Bilingual Publishing Co. This is an open access article under the Creative Commons Attribution-

NonCommercial 4.0 International (CC BY-NC 4.0) License (https://creativecommons.org/licenses/by-nc/4.0/).

349

https://orcid.org/0009-0003-7423-6163


Forum for Linguistic Studies | Volume 06 | Issue 05 | November 2024

to excessively use AI, which may inadvertently hamper their learning processes. Overreliance, fueled by trust in generated

outputs, can result in students depending heavily on AI-generated information, which may not always be accurate or

critically analyzed. Students who feel incapable of producing quality work on their own may resort to AI, believing they

lack the necessary skills. This reliance on AI can erode their confidence and critical thinking abilities, further entrenching

their dependence on technology. While AI can enhance learning and efficiency, it also poses risks of academic dishonesty,

overreliance, and diminished student engagement with the learning process. Teachers perceiveAI use as unethical, primarily

due to how students interact with and depend on AI, ultimately affecting their academic integrity and genuine intellectual

development.

Keywords: Academic Dishonesty; AI Overreliance; Artificial Intelligence; Ethical Issues; Learning

1. Introduction

Artificial intelligence has a profound impact on shaping

the future, surpassing the influence of any other invention

in this century. AI-powered tools, such as plagiarism de-

tection software, text-generating algorithms, and automatic

essay graders, have emerged as valuable resources for stu-

dents seeking to enhance their skills [1]. With AI, it becomes

possible to personalize learning experiences, optimize effi-

ciency, and enhance effectiveness in educational settings [2, 3]

.

The origins of AI can be traced back to the 1950s, when re-

searchers first began exploring the concept. However, a

notable milestone in the history of AI can be identified with

the advent of highly advanced large language models, such

as ChatGPT, which have granted the public unprecedented

access to this technology [4]. This development can be seen

as a significant turning point, as it has opened up new pos-

sibilities and implications for AI applications [5–7]. Prelimi-

nary investigations have indicated that ChatGPT exhibits the

ability to effectively accomplish the written section of the

United States Medical Licensing Examination [8]. Additional

research has demonstrated the potential uses ofAI-based chat

systems like ChatGPT in medicine, including information

sharing about cancer, aiding in clinical diagnosis, writing

scientific research papers, and patient communication [9–11]

.

Despite its potential in integrating the education system, eth-

ical questions emerged, revealing the limitations of AI use in

academic settings. Some scholars raise concerns about the

ethical implications of ChatGPT and its potential harmful

impact on evaluation processes, students’ ability to think

critically, and scientific integrity [12]. In the education sector,

a question about how learners should be evaluated when it is

possible to produce documents of believable writing quality

in a matter of seconds using only a few strategic language

cues. In fact, relying too much on AI technology and losing

the pleasure of independent learning might lead to a lack of

self-education and foolishness [14]. These kinds of incidents

make AI in education a ”double-edged sword,” since it both

generates and proclaims benefits and threats to the current

educational system and becomes a weapon that might be

abused [15].

In the Philippines, Sara Duterte, the vice president and

secretary of education, has called on experts and policymak-

ers to overcome the difficulties and ”uncertainties” associated

with integrating AI and other cutting-edge technology into

digital education [16]. A study from Far Eastern University

revealed that students use AI to improve their grades, min-

imize errors, or even due to peer pressure [17]. In contrast,

Filipino teachers believed it is challenging to implement AI

in education because of its potential to expand the means for

academic dishonesty and cheating [18]. As AI technology be-

comes more prevalent in educational settings, educators are

at a crossroads, evaluating whether these advancements offer

more benefits or pose significant risks to students. While AI

presents undeniable advantages, such as personalized learn-

ing and administrative efficiency, it also brings forth ethical

concerns that need thorough examination. With that, this

paper addressed how teachers perceivedAI use as ‘unethical’

and assessed its extent through narrative discourse analysis.
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2. Literature Review

2.1. AI in Education

The increased use of technology to shape the expecta-

tions and skills of students in accessing, obtaining, manipu-

lating, constructing, creating, and communicating informa-

tion within digital environments has led to the flourishing

of students [19, 20]. For more than a century, researchers have

been investigating the possibilities of AI technology in edu-

cational settings [21]. It has become a transformative force in

education, promising to improve the ways for teaching and

learning by personalizing lessons, automating repetitive pro-

cesses, and delivering recommendations based on data [22].

In recent years, there has been a noticeable increase in the

use of AI in education, with more educational institutions

and organizations investigating the possible advantages of

AI-driven technology [23, 24].

AI in Education (AIED) is the use of AI tools or ap-

plication programs in educational environments to support

instruction, learning, or decision-making [25]. AI technolo-

gies recreate human intellect to make judgments, predictions,

and forecasts so that computer systems can support educators

or policymakers as well as students with personalized advice,

supports, or evaluations [26–29]. The potential of this technol-

ogy to address some of the most significant challenges in

education today, revolutionize teaching and learning prac-

tices, and expedite progress is noteworthy [30]. Generative

AI focuses on computational techniques capable of generat-

ing novel and meaningful content like text, images, or au-

dio [31]. The generation process is based on the analysis and

understanding of training data, which serves as the founda-

tion for the creation of new and original content [32]. AI has

demonstrated its ability to generate various forms of textual

content, including poems [33], political statements [34], and

academic papers [35]. These AI-generated texts often possess

a level of quality that makes them difficult to distinguish from

content produced by humans [31, 36]. With the abundance of

extensive datasets, researchers have created Chatbots and

conversational AI systems, such as ChatGPT, which present

a novel method for delivering natural responses to human

prompts [37]. The emergence of ChatGPT is considered a sig-

nificant development that can transform conventional forms

of academic tasks and evaluations, including the practice of

essay composition [38]. The integration of AI technology in

classrooms not only alleviates some of the teacher’s work-

load, but also enhances students’ learning outcomes [39, 40].

2.2. Ethical Issues in AI Use

Educators are at a critical juncture when it comes to the

functions and uses of technology in education. Their primary

concern revolves around whether it can potentially cause

detrimental effects or provide advantages to students [41]. Al-

though AI technology offers undeniable advantages for stu-

dents and teachers, it is important to acknowledge the poten-

tial risks and ethical concerns associated with it [42]. These

risks should be thoroughly assessed through conceptual and

empirical studies to identify potential threats.

Although AIED has experienced significant progress,

there is a lack of understanding of the ethical principles that

should govern the design, development, and implementa-

tion of ethical and reliable AI in education. This paper dis-

cussed several aspects of ethical issues regardingAI use (like

ChatGPT) in academic setting within the lens of teacher’s

perceptions.

Understandably, the educational world has been greatly

disturbed by recent advancements, particularly with the in-

troduction of AI [43]. Despite the potential of technology

to transform education, there are several challenges that re-

searchers and practitioners face in relation to the implemen-

tation and use of educational technologies [44]. AI has the

potential to become widespread in all aspects of life, where

individuals may be vulnerable to threats without their knowl-

edge or awareness [45]. For example, ChatGPT has exhibited

impressive text generation abilities, yet it has also shown

instances of inaccurate or deceptive information [46]. Sim-

ilarly, ChatGPT also lacks the ability to use idioms, cite

sources correctly, evaluate their quality, follow to ethical

standards, make frequently logical and grammatical errors,

struggle with complex mathematical expressions, and ig-

nores its shortage of knowledge [47, 48]. The susceptibility of

ChatGPT to manipulation for purposes such as spreading dis-

information or impersonating individuals is a consequence

of its capacity to produce text that closely resembles human

writing [49].

Due to the extensive use of ChatGPT, numerous educa-

tional institutions across the globe have taken steps to restrict

or outright ban its usage. Seattle public schools outlawed

the use of Chat GPT in January 2023, while Sciences Po in
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Paris prohibits professors from employing AI technologies

in undetected ways [50]. RV University in Bangalore, India

has banned students from using Chat GPT to accomplish

projects, assessments, or laboratory tests [51]. These proce-

dures attempt to ensure students use ChatGPT technologies

responsibly, prevent overreliance and abuse, and maintain

academic integrity and quality of education [52, 53].

2.3. Human Behavior behind AI Use

Human behavior might be a significant angle for ethi-

cal issues regarding AI use in academic settings. Empirical

research has examined whether individuals trust AI-assisted

decision-making and what factors influence this trust [54].

The recent interest in making AI more interpretable has

sparked numerous studies on how AI explanations affect

people’s trust in the AI model. Previous research often fo-

cused on straightforward factors like the AI model’s perfor-

mance indicators [55–57]. However, more recent studies have

shifted towards evaluating whether and how the explanations

provided by AI impact trust [58, 59].

At its core, people are less likely to experiment with

new technology if they perceive considerable risks [60]. Re-

search shows that human forecasters lose trust in automated

recommendation systems when they make mistakes, whereas

they are tolerant of human errors [61]. Teachers, in particu-

lar, may consider automated recommendations as meaning-

less if they do not align with their personal opinions [62].

End-users may struggle to interpret and evaluate learning

analytics data [63]. To effectively utilize learning analytics,

end-users must possess a fundamental understanding of data

literacy including ability to critically analyze the outcomes

derived from big data analysis and subsequently make in-

formed decisions based on the data [64]. Without this knowl-

edge, the potential benefits of AI in enhancing educational

outcomes may not be fully realized. Furthermore, exten-

sive engagement with technology has resulted in a cognitive

shift towards algorithmic thinking—without basic human

thinking [65]. As it progresses through activities such as plan-

ning and organizing, it eventually depletes the human brain’s

cognitive capacity. Relying heavily on AI can impair pro-

fessional skills and cause stress when physical or mental

assessments are required [66].

3. Materials and Methods

3.1. Research Design

This study was qualitative research dealing with the

message patterns about the ethical dilemmas surrounding

the use of AI in academic setting. Specifically, exploratory

design was used to gather the perceptions of ICT, science,

and language teachers on the use ofAI. Exploratory design is

effective in identifying significant ideas, relationships, and

narratives, which are foundational for subsequent quantita-

tive and theoretical analyses [67–69].

3.2. Population and Sampling

The participants of this study were ICT, science, and

language instructors in Zamboanga City, Philippines. Con-

venient sampling was used to sample the instructors to be

interviewed [70]. This method was chosen due to its practi-

cality and efficiency, allowing the researchers to gather data

quickly from readily accessible participants [71]. In this case,

the instructors were selected based on their availability and

willingness to participate in the study. While this approach fa-

cilitated the collection of preliminary insights and minimized

logistical challenges, it is important to note that it may not

fully represent the broader population of instructors. There

was a total of 30 participants participated in the study—ten

(10) instructors in each of the mentioned teaching discipline.

3.3. Research Instrument

Semi-structured interviews are widely utilized as a data

collection technique in qualitative research. It is important

to note that the effectiveness of the interview guide signif-

icantly impacts the outcomes of the study [72]. The quality

and trustworthiness of a study depend on the rigorousness of

data gathering processes [72].

An interview is a discourse between a researcher and

their research participants. The interview process relies on

the interviewee’s availability andwillingness to provide infor-

mation [73]. The researcher has a discourse with the subject(s)

to ask pertinent questions about the study topic. To elicit the

responses from the participants, this study developed semi-

structured interview guide questions based on the guidelines

of [73]. Apparently, they suggested that the researchers should

(i) determine the needs in conducting a semi-structured in-
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terview, (ii) use some known concepts, (iii) formulate an

interview guide, and (iv) pilot test the prepared guide.

In developing the interview guide questions, re-

searchers first identified the specific objectives and infor-

mation requirements of their study, ensuring that the inter-

view questions would address these needs effectively. The

researchers ensured that their questions were grounded in

existing knowledge and could elicit insightful responses.

Based on the identified needs and known concepts, the re-

searchers developed a structured guide that included open-

ended questions designed to encourage detailed and thought-

ful responses from the participants. Before the actual data

collection, the interview guide was pilot tested with a small

group of participants similar to those in the main study. This

step allowed the researchers to refine the questions, address

any ambiguities, and ensure that the guide was effective in

eliciting the desired information. Presented in Table 1 is the

interview guide of this study.

Table 1. Interview guide questions of the study.

Objectives Interview Questions

Determine the unresolved ethical

dilemmas on the Use of AI in Aca-

demic Settings from ICT, science,

and language Instructors

a. What is your general position on the use of AI in the academic setting? Elaborate.

b. What are some unresolved ethical dilemmas on the use of AI in your department (mention

specifically if ICT, science, or language-oriented department in terms of honesty? Enumerate

and provide specific examples.

c. What are some unresolved ethical dilemmas on the use of AI in your department (men-

tion specifically if ICT, science, or language-oriented department in terms of technology-

dependency? Enumerate and provide specific examples.

d. What are some unresolved ethical dilemmas on the use of AI in your department (mention

specifically if ICT, science, or language-oriented department in terms of tolerance on the

abuse of usage? Enumerate and provide specific examples.

e. How should academic institutions resolve the ethical dilemmas you mentioned? Suggest

the process.

Compare the identified unre-

solved ethical dilemmas on the

Use of AI in Academic Settings

from ICT, science, and language

Instructors

a. The unresolved ethical dilemmas on the use of AI in their respective department in terms

of honesty, technology-dependency, and tolerance on the abuse of usage

b. The suggested process to resolve the ethical dilemmas in their respective departments?

3.4. Data Gathering Procedure

Initially, this study conducted an online survey that

gathered potential participants in the study. The online sur-

vey served as a preliminary step to identify and recruit in-

structors who were suitable and willing to participate in the

interviews. Google forms gathered initial data from par-

ticipants i.e., teaching discipline, years in service, contact

information, familiarity in AI. This information was used to

further identify which of them will be interviewed. After

selection, the participants were contacted to confirm their par-

ticipation in the study. This contact process involved sending

personalized emails or making phone calls to each selected

instructor, providing them with detailed information about

the study’s objectives, the nature of their involvement, and

the expected time commitment. The researchers also took

this opportunity to address any questions or concerns the par-

ticipants might have had, ensuring that they fully understood

the study’s scope and their role within it.

During the scheduled interview, a brief overview of

the topics to be discussed was given, emphasizing the im-

portance of the participants’ insights and experiences. The

interviewers followed the semi-structured interview guide,

which included a mix of open-ended questions designed to

elicit detailed responses while allowing for the natural flow

of conversation. Throughout the interview, the researchers

actively listened, occasionally probing deeper into specific

areas of interest [67, 74]. The researchers took detailed notes

and, with the participants’ consent, recorded the conversa-

tions to ensure the accuracy of the data collected.

3.5. Data Analysis

The primary data in this study was the narratives of

the participants. Narrative discourse analysis was used to

interpret the responses from the interview. Discourse analy-
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sis provides a tool to examine the ‘orderly modes of talking’

through which humans explain for and make connections be-

tween themselves and their social contexts [74–76]. This study

patterned the analysis based on the guide on psychological

discourse analysis [77]. The researchers framed specific ques-

tions that would guide their analysis, focusing on how the

instructors articulate their experiences and perspectives on

ICT, science, and language education in Zamboanga City.

They compiled a comprehensive corpus of the interview data,

which included transcriptions of all recorded conversations

and relevant notes. An initial reading of the transcriptions

was conducted, focusing on identifying the action orientation

of the discourse. Patterns and recurring themes described

how participants used language to achieve specific actions

or convey particular viewpoints. The researchers analyzed

the data to identify various discursive devices and rhetorical

or interactional strategies employed by the participants. This

involved examining how language was used to construct

identities, manage relationships, and negotiate meanings.

They provided examples from the transcriptions, illustrating

how specific language features and patterns contributed to

the participants’ expressions and interactions.

4. Results

Objective 1. Determine the unresolved ethical dilemmas on

the use of AI in academic settings from ICT, science, and

language instructors.

Teachers generally expressed support for AI in educa-

tional settings. However, they seem to have some relevant

concern on the use of AI, especially in generating contents

and outputs. Teachers expressed some remarkable concerns

about the misuse of AI by students, particularly in terms of

academic dishonesty, cheating, plagiarism, and overreliance.

Consequently, these concerns reflected a deeper apprehen-

sion about the long-term educational implications of AI use.

4.1. AI Use in Education

In analyzing the message patterns of statements about

AI in education, several key themes and rhetorical strategies

emerge. For example, one teacher supported the use of AI

in academic setting because it can be used for personalizing

lessons, automating routine tasks, and support in conducting

research. Another teacher said that it can help students learn

languages faster by providing personalized exercises and

instant feedback. The use of ‘very useful’ and ‘help students

learn…faster’ conveys a strong support for practical applica-

tions of AI in making education more efficient and tailored

to individual needs.

“As an ICT teacher, I think AI can make learn-

ing better by personalizing lessons, automating

tasks, and helping with research. But we need

to use it wisely.”

“I believe AI can be very useful in education.

It can help students learn languages faster by

providing personalized exercises and instant

feedback.”

However, it was evident that they also understand its

general effects. Two teachers said to ‘use it wisely’ and ‘do

not rely on AI for everything.’ This particular perspective

reflected an understanding that while AI offers significant

advantages, it must be integrated thoughtfully to maintain

the integrity of the learning process and ensure that students

develop their own capabilities without becoming overly de-

pendent on technology.

“But we need to use it wisely to make sure stu-

dents actually learn and don’t just rely on AI

for everything.”

4.2. Dishonesty in Using AI

Teachers expressed are somehowworried about themis-

use of AI by students, focusing on the potential for cheating.

This concern was articulated through examples of specific

academic tasks, such as writing essays and translating texts,

where students might use AI and submit the output as their

own work.

“Students might use AI to write essays or

translate texts and then submit it as their own

work.”

“In our ICT department, honesty is a big issue

with AI. Some students might cheat by using AI

to write essays or complete assignments and

then saying it’s their own work.”

Some teachers were aware that AI could write or trans-
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late texts. This can be a gateway for students to cheat and

‘submit it as their own work.’ For teachers, honesty in educa-

tion is essential and that they feel worried about the impact of

AI on student’s academic honesty and increase their tendency

to cheat.

4.3. Overreliance on AI

Another dilemma that appeared in the discourse was

how students were overreliant on the use of AI in academic

settings. Although teachers were generally positive on the

application ofAI, it was still evident that they presented some

concerns. For example, one teacher articulated that using AI

for everything might delimit students to develop their critical

thinking skills. This highlights a foundational concern in

education that reliance on AI might circumvent the cognitive

processes necessary for independent learning and reasoning.

“We are also worried about students relying

too much on AI. If they use AI for everything,

they might not learn to think critically or solve

problems on their own.”

Teachers use the term ‘always’ to suggest a habitual

reliance on AI, potentially leading to a diminished under-

standing fundamental coding and problem-solving compe-

tencies. Some teachers were suggesting that AI reliance

involves frequent interaction with AI, which could under-

mine such foundational learning processes. Possibly, ‘AI

reliance’could develop when students are frequently exposed

to AI use for quite some time.

“If they always use AI for coding and problem-

solving, they might not learn those skills well

themselves.”

“They always use AI for translations or writ-

ing, they might not learn to do these tasks on

their own. This dependence can reduce their

ability to think critically and creatively in the

language they are learning.”

4.4. AI Plagiarism as Cheating

Because students are usingAI to make content and pass

it off as their own, some teachers considered this as a form of

‘cheating.’ Some teachers used the term ‘fake content’ and

‘plagiarized work’ to describe the output of students who use

AI tools. For example, in ICT, students use AI to generate

their code and submit this as their own work. Teachers con-

sidered this as plagiarism or cheating because students are

not ‘contributing original ideas.’

“Students might use AI to plagiarize or produce

fake content, such as using AI to generate es-

says or articles without contributing original

ideas.”

“Some students might misuse AI tools, which

is a big concern. They could use AI to create

fake content or plagiarize work.”

“They use it to cheat on their assignments, like

using AI to generate code and then submitting

it as their own work. Without clear rules, this

kind of misuse can become a big issue.”

Objective 2. Compare the identified unresolved ethical

dilemmas on the use of AI in academic settings from ICT,

science, and language instructors.

One major difference on the context of ethical dilemma

on AI in academic setting was its nature and characteristics.

There were differences on the characteristics of the use of

AI across discipline which generally impacts how teachers

perceived it.

For example, ICT teachers believed that students useAI

in programming because students struggle to understand the

principles of programming tasks. In fact, AI can effectively

bypass the extensive practice and gradual learning typically

associated with programming education, making the process

more accessible and less daunting for learners. This could

explain why teachers considered AI as a form of shortcut in

learning because it cuts down essential forms of cognitive

development processes.

“Students often struggle with breaking down

complex problems into smaller, manageable

tasks and then writing code to solve each part.

I feel this is the reason why they use AI.”

“Unlike making essays, AI is very talented in

making its own programming codes.”

“Programming takes like months or years to

practice. But with AI, it becomes simple.”
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For language instructors, it seems they were hesitant

on the use of AI in education. Language teachers believed

that students use AI because they feel ‘good’ in its output

and that they are only being ‘slaved’ by their unskillfulness.

For them, although AI can produce essays, they still ‘lack

thought process’ and unable to ‘build ideas.’ What makes

AI use unethical was the inability of its users to use their

own skills to generate outputs—and this chains down their

learning and thinking skills.

“Students use AI because they feel good when

reading its output. But from teacher’s stand-

point, the contents it gives seem meaningless,

especially in essays.”

“I feel some students use AI to make output

because they cannot do it themselves. They

are being slaved by the fact that they are not

talented enough.”

“You can ask AI to do many essays, but it lacks

on thought process and building of ideas.”

“I still not positive in the use of AI. I am read-

ing its output and I feel that humans can do

better.”

“Although it explains well, AI still lacks the

complexity of human thinking.”

Discourse indicated that science teachers were less con-

cerned about the use of AI. They believed that AI use can

do good when used well. For example, one teacher was

‘surprised’ and ‘amazed’ on howAI relay ideas and explain

topics in science. They considered science as a challenging

subject to learn but when someone can accompany them in

their learning process, it makes the process easier and mean-

ingful. Because of how ‘simple’ and ‘comprehensible’ the

contents are, it causes students to use them in making their

assignments.

“I’m leaning towards being positive on AI use.

Although I feel that it is unethical, it still makes

learning science easier.”

“I tried using AI to explain science topics. Sur-

prisingly, it explains it well. I am amazed by

how it gives you information and how it ex-

plains every detail you want.”

“Science is very interesting when someone can

explain it to you well. It is very simple and

comprehensible for students. This could be

the reason why students choose to use AI when

making their science assignments because they

understand it well themselves.”

5. Discussion

Teachers appreciate how AI can make learning more

efficient and can help in meeting student needs, especially

in subjects like languages, where it provides personalized

exercises and feedback. However, teachers also expressed

remarkable concerns about the misuse of AI, particularly

regarding academic dishonesty, cheating, plagiarism, and

overreliance. Several studies on the ethical issues of gen-

erative AI come into light. One of the primary concerns

associated with ChatGPT texts is their high degree of simi-

larity to human-generated content, making it challenging to

determine authorship [78]. This poses a significant issue in the

context of student evaluation, particularly when assessments

rely on essays, as it raises concerns about potential unfair

benefits that students may gain [79, 80]. This study particularly

identified that the use of AI in academic settings opened

opportunities for academic dishonesty. For example, one

teacher said that “some students might cheat by using AI to

write essays or complete assignments and then saying it’s

their own work.”

Significant concerns have emerged regarding academic

misconduct because of the use of chatbots powered by

AI [81, 82]. Using AI chatbots, students are able to conve-

niently and expeditiously obtain auto-generated answers,

responses, or potentially plagiarized content [83]. This acces-

sibility may inadvertently encourage students to violate the

core principles of academic integrity [84, 85]. Evidently, teach-

ers believed AI use have potential ethical issues attributed

from it. For example, “students use AI because they feel

good” which might cause them to ‘cheat’ and ‘assume its

theirs.’ Essentially, ‘feeling good’reflects psychological con-

cepts like convivence, ease, and value. The ethical concern

extended beyond mere convenience, as it challenges the very

foundation of academic integrity by facilitating dishonest

practices and eroding the value of genuine intellectual effort.

The concept of convenience can directly influence students to
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frequently useAI to the point it hampers their overall learning

processes without knowing it. This is possible because ‘con-

venience’ appears to be a new phenomenon in several human

interactions like online shopping [86, 87], mobile banking [88],

or even theft [89]. The ongoing development of technologies

has resulted in the availability of convenient and instanta-

neous access to contents which has made the practice of

plagiarizing easier than ever before [90, 91]. Without a clear

institutional guideline for AI use, teachers immediately tag

AI use as a form of ‘cheating’ and ‘academic dishonesty.’

Overreliance could be a relevant area of concern in

the context of AI use. Unlike convenience, overreliance

mostly involved frequent use of AI to make contents which

can be fueled by ‘trust’ not ‘ease.’ Excessive trust, also re-

ferred to as overtrust, has the potential to result in the misuse

of technology, as individuals may excessively rely on sys-

tems without sufficient justification for such trust [92]. This

phenomenon has the potential to result in undesirable out-

comes, both in terms of economic implications and ethical

perceptions [93]. In fact, it is possible that can be a significant

determinant of people’s reliance onAI advice [94]. This study

identified that students use AI because “it gives you infor-

mation and…it explains every detail you want” as well as

“[students] understand [the output] well.” This causes stu-

dents to trust the system and the output it generated. As they

trusted the system throughout time, it also causes them to

rely on any information it generates. The misplaced trust can

have a significant impact on the analysis and interpretation

of output [95]. This mechanism was particularly observable

in science-based learning where students use AI to generate

explanations for science topics.

In language learning, one striking discourse theme

emerged as a significant contributor to AI use. Language

teachers believed that students who feel incapable of writing

essays are likely to engage in AI misuse. The phenomenon

of learned helplessness emerges when individuals develop

a belief in their own lack of control over events [96]. From a

broader standpoint, this conceptualized learned helplessness

as a state of impaired regulation in goal-directed behavior

results from an inability to achieve a desired outcome [97].

When students make their own essays, they are particularly

exposed to a stimulus to do it well to achieve something e.g.,

high scores. However, in an event where they feel ‘incapable

of’ as they are too ‘unskilled’ to produce quality output, they

ultimately resort on AI use. As one teacher said, “students

use AI…because they [feel they] cannot do it themselves.”

Based on learned helplessness, individuals perceive their

actions to have minimal impact on the environment, leading

to a persistent state of helplessness when they eventually

experience the consequences [98]. This possibly what makes

AI use an ethical issue because it introduces students into

a state of helplessness causing them to question their own

skills in writing, ‘thought process’ and ‘building of ideas.’

There were relevant patterns on how teachers perceived

AI use in academic setting as ‘unethical.’ However, it seems

that it becomes unethical because of how people interact with

AI systems and how they consume its output. For example,

when students are overreliant on AI, it causes them to be

dependent to the point it hampers their learning process. The

opportunity that AI gives e.g., content generation, explana-

tions, becomes a gateway for students to be less dedicated

to their learning. This mechanism was somehow complex

because of how human perceptions interact with the envi-

ronment and take action from it. This what makes AI use

concerning for teachers because it causes users to cheat and

rely on it during their academic journey.

6. Conclusion

In examining the patterns of statements aboutAI in edu-

cation, several key themes emerged. One of the primary con-

cerns expressed by teachers was the potential for academic

dishonesty facilitated by AI. Examples included students us-

ing AI to write essays or translate texts and submitting the

work as their own. This issue was particularly pronounced

in ICT departments, where students might use AI to generate

code. Teachers worry that this kind of misuse undermines

the core values of academic integrity and increases students’

tendency to cheat.

Overreliance on AI was another significant ethical

dilemma identified by teachers. Although they acknowl-

edged the benefits of AI, they expressed concern that ex-

cessive reliance on AI for academic tasks might impede the

development of critical thinking and problem-solving skills.

Frequent use of AI for coding, translations, or writing tasks

could prevent students from learning these skills indepen-

dently, ultimately hindering their cognitive development and

ability to think creatively.
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