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ABSTRACT

All words in the modern Kazakh language are divided into three large groups: naming words, auxiliaries, simple
words. These groups are further differentiated according to lexico-grammatical aspects, where naming words are first
divided into naming parts of speech and verbs and then the naming parts of speech themselves are further divided into
naming nouns and naming adverbs. It is known that naming words are divided into nouns, adjectives, numerals and
pronouns and adverbs into adverbs and similes. To summarize, words in the modern Kazakh language are divided into 9
groups called “parts of speech”: nouns, adjectives, numerals, pronouns, verbs, adverbs, imitation words, auxiliary words,
interjections. The content of the parts of speech consists of a unit of two components called “lexical-grammatical”. These
components encompass both lexical and grammatical semantics. The content of the word “grammatical” in the second
part of the double word includes the meanings of the grammatical categories specific to a particular word, as well as their
forms and transformations. This means that the term “grammatical” here encompasses the meanings and individuals of the
systems of word formation, word transformation, word combination and thus all morphological and syntactic signs (secret
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1. Introduction

One of the aims of the applied field of Kazakh language,
namely statistical linguistics, is to statistically explore the
meaning, morphological form (identity) and syntax of the
word on the basis of the lexical (semantic), grammatical
(morphological and syntactic) signs of the parts of speech,
i.e., on the basis of these three signs — to be able to recog-
nize the function of the system on the basis of digital data.
As a result, the formal aspects of the indexing of the text
content are defined!!l.

The types of subclassified parts of speech classes can
be used more or less in a language. According to the experi-
ence of statistical research, it is necessary to launch programs
that specify some measures to determine the frequency of
their use[?!.

For example, if we need to know the statistical data
about the relational character of word classes in different
language styles, we should think of convenient ways for
the researcher to set a conventional sign (code) for each
word class. This is because the possibility of formally distin-
guishing word classes or other linguistic units within a text
according to their type is still outside the scope of research.
Therefore, the assignment (coding) of the aforementioned
linguistic units and their internal components to conventional
symbols is very important for the cognitive role in carrying
out statistical counts by computer. A universal approach
should be adopted in coding linguistic units (3!,

Therefore, it is possible to use the model of “encod-
ing” in research to distinguish the above parts of speech of
Kazakh and to determine their statistics, which we consider

below:

(1) by number: Noun — 01, Adjective — 02, Number —
03, Pronoun — 04, Verb — 05, Pronoun — 06, Preposi-
tion — 07, Adverb — 08, Preposition — 09, Imitation
word — 10, Modal words — 11;

(2) by letter: Noun [zat esim] — zt, adjective [syn esim] —

sn, numerals [san esim]— sa, pronoun [esimdik] — es,

verb [etistik]— et, participle [esimse]— es, preposition

[k6semse] — ks, adverb [iisteu]— iis, imitation words

[elikteuis sozder] — el, modal words [modal s6zder]—

md;

(3) mixed by marking numbers and letters (mixed method):

Noun — z1, adjective — s1, number — n2, verb —el,

pronoun — e2, participle — e3, imitation words — e4,

preposition — k1, adverb — y1, modals — m1.

There are many ways to set conventional signs (codes),
although it is considered better to strive for consistency
(standard) than to set them according to everyone’s wishes.
Morphological, syntactic and semantic branching types and
modes of creation within each word class can be of different
nature depending on the objective of the particular researcher.
Therefore, each word, sentence, phrase, clause or larger unit
of text may contain different grammatical information. The
adoption of conventional character codes can be organized
as a series of “slots” corresponding to multiple pieces of
information in a single linguistic unit*,

Of course, in most cases such a complex character code
is entered into the text, depending on the direction of sta-
tistical research. In the practice of researching the Kazakh
language using the statistical method, various ways of intro-
ducing conventional signs into the text in order to distinguish
the character of use (frequency) of word classes in our lan-
guage have been shown above.

With the aim of complicating such a method of mark-
ing, distinguishing the morphological types and structure of
each word class, taking into account the types of formation,
i.e., with the aim of maximally capturing other grammatical
information associated with this linguistic unit and determin-
ing the statistics of each of them, we will focus on some
models of “coding” in more detail in our further report[].

The peculiarity of our proposed model for creating a
program for matching morphological information signs is
that it takes into account the structural nature of the inter-
nal parts of the word classes of the Kazakh language and
the way they are formed, and it aims at universality*]. The
main parts of speech of the Kazakh language, such as nouns,
verbs, adjectives, numerals and pronouns, were made the
subject of the program creation. The program for assigning
morphological information to these parts of speech using the
character-code model was reproduced in the corresponding
tables!®).

2. Materials and Methods

There are no unique morphological features for nouns.
It is known that they are transformed according to their
lexical-semantic properties by special conjunctions and un-
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dergo a personal change by suffixes and interact freely with
other words in the sentence. Their mysterious character can
only be fully revealed by looking at the morphological, syn-
tactic and semantic features of nouns. These features include
the nature of their frequent or infrequent use in the text!”).

The grammar of the modern Kazakh language distin-
guishes the following groups with semantic and grammatical
features unique to nouns: nominative (who) and common
(what) nouns, plural nouns, emotional-expressive nouns, aux-
iliary nouns. It is also known that nouns can be grouped
according to their morphological characteristics, i.e., their
structure, the way they are formed and the system of transfor-
mation. Thus, it can be said that it is very important to study
the Kazakh language using the methods of computational
and statistical linguistics!®.

The complexity of the composition of verbs in com-
parison to other parts of speech is closely related to their
extensive lexical-semantic character, their richness of lexical-
grammatical forms and their comprehensive syntactic func-
tion. The reason for the richness of the lexico-grammatical
characters of the verb is that they include the time of the
action, the period of its execution, the type of transition, i.e.,
the direction, the tempo, the rest of the action. If we simul-
taneously include the systems of synthetic and analytical
methods of forming verbs from words related to other parts
of speech, we can say that there is no parts of speech that
can match the richness of personalization of a verb. This can
be seen in its unique lexical-semantic, lexical-grammatical
and grammatical categories. The meanings and syntactic
functions of these different categories of verbs become clear
when they come into contact with words of other parts of
speech.

Although each word in the lexical system of the verb
has its own unique lexical meaning, it is categorized into a
word group according to its semantic features. In order to
correctly determine the grammatical persons and functions of
the verb, it is necessary to classify and group them according
to the semantic structure of the root forms, derived synthetic
and analytic forms to reveal their nature and determine their
personal and content relations. This is because grammatical
semantics is very closely linked to the composition of the
word Pl

In the field of morphology of the modern Kazakh lan-

guage, the part of speech adjective is defined as follows:

“The lexico-grammatical part of speech expressing the qual-
ity, nature, property, volume, weight, color (type-color) and
other characteristics of an object is called adjective” (I,
pp. 166—172, 384). As far as morphological features are
concerned, it is known that adjectives have unique features
compared to other nouns. For example, in addition to suf-
fixes that form both common and personal words with nouns,
adverbs, and other parts pf speech, there are special suffixes
that form only derived adjectives, and adverbial suffixes that
form adjectives from adjectives.These are also considered
morphological forms of adjectives.

Another special feature of adjectives is that they can
express various qualities and features of things directly, but
also through their relationship to other things. In this con-
text, it is also known that adjectives are divided into two
branches according to their semantic meaning and grammati-
cal features, which are called qualitative (basic) and relative
(derived) adjectives!'%,

What we mean by basic or qualitative adjectives is that
they usually consist of root words without suffixes that ex-
press different properties of things. However, if we look at
some words that are considered root words from the perspec-
tive of their historical development, they may also turn out
to be derived words. Therefore, both the number and the
quality of words that are considered base adjectives in terms
of their structure are constantly changing. And it should be
remembered that the classification of adjectives into base
and derived words according to their morpheme structure is
conditional.

Thus, the adjective words that occur in any sentence
(in the text) can belong, firstly, to the qualitative adjectives
(white, black, yellow, blue, gray, high, large, low, warm,
cold, large, small, etc.), secondly, according to the morpho-
logical (synthetic) method, i.e., the derivative formed by
corresponding suffixes can belong to the adjective.

Thirdly, the next adjective to be considered is a syntac-
tic (analytic) approach, i.e., by combining simple adjectives
(white-yellow, red-yellow, white-chubar, white dress, big-
small, etc.) and derived adjectives can also be formed ac-
cording to the morphological-syntactic (semantic) approach.

It can even be said that adjectives formed according to
the latter method are unproductive from the point of view of
usage. It can therefore be said that the most basic method
of forming adjectives is first the morphological or synthetic
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method and then the analytical, i.e., the syntactic method.

For this reason, we will base the program for identifying
the information symbol code on the lexico-morphological
structure of the adjective only on the way of forming the
adjective in a synthetic way, more precisely on the way of
forming the adjective from the nouns with the help of pro-
ductive suffixes!!'.

To study the lexical and morphological structure of the
Kazakh language, a research methodology was developed
that allows achieving accuracy, objectivity and repeatability
of results. The study consists of several stages: primary
classification of words, their coding, data verification and
statistical analysis. Each stage was carefully planned to min-
imize errors and increase the reliability of the results['?.

2.1. Word Classification

Words were assessed individually by two independent
experts, which made it possible to avoid subjectivity and
increase the accuracy of the results. Working with text mate-
rials, specialists divided words into nine main word classes
(nouns, adjectives, numerals, verbs, etc.) and their subtypes.
For example, nouns are divided into “human nouns” (who?)
and “universal nouns” (what?), as well as into morphologi-
cal categories (root morphemic noun, derivative noun, com-
pound noun, etc.).

To reduce the number of errors, cross-checking of the
data was carried out. The classification results of two experts
were compared. In case of disagreement, a third expert was
involved in making the final decision. This ensured a high
level of data consistency.

2.2. Coding Rules

Three different markers were used to aggregate the data:
numeric, alphanumeric, and mixed. The choice of marker
type depended on the purposes of the analysis and ease of

use. For example:

a. A noun is coded as “01” (numeric), “zt” (alphabetic), or
“z1” (mixed).

b. An adjective is coded as “02”, “cH”, or “c1”.

c. A verb is coded as “05”, “et”, or “el”.

Morphological features of words were taken into ac-
count during coding. For example, for nouns, additional

codes were considered indicating their type (human names
—“020”, universal names — “021”) and grammatical charac-
teristics (conjugated/unconjugated form, proper name, plural
name, etc.). A similar approach was applied to other word

classes.

2.3. Analysis Tools

The statistical analysis was performed using R and
Python software tools. These tools allowed us to automate
the data processing process, identify frequency patterns of
word forms, and create graphs to visualize the results. For
example, R was used to calculate the frequency distribution
of words by word classes and determine correlations between
different morphological categories.

Python scripts were used to check the data, automati-
cally comparing the encoded values with the original texts.
This allowed us to identify potential errors at the coding stage
and correct them in a timely manner. In addition, machine
learning methods allowed us to speed up the analysis of large
text corpora.

2.4. An Example of Using the Methodology

Let’s consider this sentence as an example:

“When Asan went to school, he carefully
packed his books, pens, notebooks, and other
supplies into his bag.”

1. Word classification:
e Asan is a noun (human names).
e To school is a noun (common noun).
e Bararda is a verb.
e Book, pen, notebook are nouns (proper names).
e Accessories are a noun (compound noun).
2. Coding:
e Asan: ZT/020/030/040/050/060/070/080.
e To school: ZT/021/031/040/050/060/070/083.
e Book: ZT/021/031/040/050/060/070/080.

Using R software, a word frequency distribution by
word class was created. For example, the noun turned out
to be the most frequently occurring word class in this text,

which corresponds to general patterns in the Kazakh lan-

guage.
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The proposed methodology allows for precise classi-
fication and coding of words, and helps to identify hidden
patterns in their use. Automation of data analysis and ver-
ification processes allows for scaling up the research and

applying it to large volumes of text.

3. Results

The most frequently used part of speech in Kazakh
language texts are nouns and verbs. Therefore, one of the
goals of the “Applied Linguistics” discipline is to understand
the statistics of their morphological and syntactic changes
in the text. The central focus of article is the stabilization
of the place (‘slot’) of grammatical information correspond-
ing to the word, phrase, or phraseological units found in the

text—referred to as the text unit or word usage—and the
conventional sign-code that represents that information. We
think that it is essential to thoroughly consider the conditional
parameters (such as ‘nest’ location and sign-code) matched to
each of the nouns of any linguistic unit, for example, which
we are going to consider first and foremost.

For example, the number of ‘slots’ or the number of
groups matching nouns to words is eight, i.e,n=1,2,3,4,
5, 6,7, 8. In each ‘slot’, there is a conventional sign-code
number (set number), and the ‘code value’ may change de-
pending on the characteristics of the nouns considered in that
‘slot’.

If we refer to the table of data containing these state-
ments as the “program”, a concise collection related to the
noun is presented in the form of a “program” in Table 1.

Table 1. Nouns in the form of a “program”.

Assan: 3T/
mekrenke/mektepke [to school]: 3T/
kitar/kitap [book]: 3T/
kanam/Qalam [pen]: 3T/
nornrep/dépter [notebook]: 3T/
Kkepek-xapakrapsis/ kerek-karaqtaryn [accessories]: 3T/
cemkecine/somkesine[in his bag]: 3T/

020 030 040 050 060 070 080
021 031 040 050 060 070 083
021 031 040 050 060 070 080
021 031 040 050 060 070 080
021 031 040 050 060 070 080
021 031 042 050 060 073 084
021 031 040 050 060 070 083

Let’s comment on some of the details in the table.
This table consists of three “columns”:

(1) location of conventional signs (number of the batch);
(2) lexical-morphological nature of nouns;

(3) conditional sign-code.

It should be assumed that the first set of ‘slots’ related to
each parts of speech is marked (encoded) with the shortened
name of that parts of speech and occupies the 1st position.
Therefore, the very first ‘slots’ in the chain (the first column)
is equal to the number “1” (the first set). In this row, the
second column contains information about the nature of the
word class, i.e., the name of the noun, and the third column
contains the value of the “sign-code” of the information —
“ZT”. Similarly, in the number “2” position of conventional
signs, in the second group, two different descriptions of
nouns are given. The first of them is human names (who?),
and the second is universal names (what?). Depending on
which question (who? what?) the next noun to be considered
in the position of the conditional sign, i.e., in the 2nd place,

only one of the sign-codes corresponding to it in the third

column is selected. Table 1 shows 8 such groups related to
nouns.

In the seventh group, six different characteristics of the
noun word are mentioned: 1.Noun with base morpheme; 2.
Derived noun (base + suffix); 3. Complex noun: (a) closed
compound words; (b) open compound words; (¢) hyphenated
compound words; (d) shortened words.

In the third column, their sign-code values are given
by three-digit numbers: 070, 071, 072, 073, 074, 075 (see
Table 2).

As mentioned above in connection with the 2nd place,
similarly, when conditionally “coding” the next word under
study, only one of the six sign-code values corresponding
to the 7th place (between 070 and 075) is taken, which is
characteristic of the character of the word. The other cluster
locations listed in the table can also be explained in the same
way.

Now, as an example, let’s try to write some noun words
in the form of conventional sign-code based on the data in
Table 2. For instance, the nouns in the following sentence
should be separated and written using a sign-code: “Acan
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MeKTeTKe Oapapna KiTarl, KajlaM, JONTep XoHe Oacka aa
KepeK-KapaKTapblH aca YKBINTHI-JIBIKIICH COMKECiHE canpl”/

“When Assan went to school, he carefully put his books, pens,

notebooks, and other accessories in his bag”. The nouns in
this sentence are: Assan; to school; book; pen; notebook;
accessories; in his bag.

Table 2. Program for matching lexical-morphological information to nouns.

ISJ);T;;?;;COde Lexical-Morphological Character 2};1:11:)01-
1 Noun word 3T/ZT
2 Human names (Who?) 020
Universe names (what?) 021
3 Nominative name: a) nominative names (onomastics); b) geographical names (toponymy) 030
Common names 031
Mixed meaning (moon, sun, earth) 032
4 Words with no plural meaning (considered without the end of words) 040
Plural-Only nouns (aiaq [feet], qears, boots) 041
Words with plural meaning (without the end of words) 042
5 Colorless noun 050
An emotional-expressive noun (Akei, Saules) 051
6 Nouns that not enter to auxiliary noun 060
Auxiliary noun (aldy [front], arty [back], qasy [side]) 061
7 Noun with base morpheme 070
Derived noun (base + suffix) 071
Complex noun: a) closed compound words 072
b) open compound words 073
¢) hyphenated compound words 074
d) shortened words 075
8 Changing forms of noun:
The infinitive form of the noun without suffixes (who? what?) 080
With plural endings: -nap/-lar, -nep/-ler,-nap/-dar,-nep/-der,-rap/-tar,-rep/-ter 081
Through subjunctive conjunctions: -niki/-nik1,-miki/-dik1,-iki/-tik1, -m/-m,-pim/ym, -imM/-1m; -#/-0, -bIH/-y1, -iH/-111, 082
-HbI3/-yZ, -Hi3/-N1Z, -bIHBI3/-YNyZ, - 1HI3/-111Z; -CBI/-SY, -Ci/-S1, -bI/-Y,-1/-1
Through case declensions of noun: imik/ilik [genetive] (kiMuain?/kimmn? [whose], Henin?/nenin?[whats?]); 083
Bapeic/barys (kimre?/kimge?[for whom?], Here?/nege? [why?], kaiina?/qaida? [where]); Tadbic/tabys (kimzai?/kimdi?
[whom], Heni?/nem? [what?]);
Karpic/jatys (kimne?/kimde? [who got?], Hene?/nede? [on where]); mbiFbic/sygys [ablative] (kimaen?/kimnen? [from
whom?], Henen?/neden? [from what?]);
Kemexrec/komektes (kimmen?/kimmen? [with whom?], Hemen?/nemen? [with what?]).
Through personal endings: singular: -MbIH/-myn, -MiH/-min, -CBIH/-Sy1, -CiH/-sif, -CBI3/-Syz, -ci3/-siz; plural: 084

-MBI3/-myZz, -Mi3/-miz.

Let’s match the conditional sign-codes to these words.
That is, it is necessary to place the appropriate sign-code
value in the eight-place ‘slots’ for each of the mentioned
nouns. It is evident that all of them have the symbol-code
“ZT/” in the first place.

Now, if we consider the word “Assan” separately, it
is in the 2nd place — “020” (because it is a human name),
in the third — “030”, in the fourth — “040”, in the fifth —
“050”, in the sixth — “060”, in the seventh — “070”, in the
eighth — “080”. So, the ‘code’ spelling of the word “Assan”
and other nouns in the sentence will be as follows:

In the indicated way, let’s match the idioms related to
these nouns with the sign-code: scientist, Assandar, my ear,
to Almaty, writer, mushrooms, my soul, to my walking, which
presented in the Table 3.

It is possible to create frequency dictionaries by con-
verting specific text characters to symbol-code type or by

arranging characters (units) in alphabetic-frequency, fre-
quency, or reverse-alphabetic dictionaries created from the
text in letter form by changing it to symbol-code type. If
we write such dictionaries in a ‘compressed’ form using
an appropriate computer program, it is possible to obtain
a ‘characteristic frequency dictionary’ of nouns (or other
word classes). Such a frequency dictionary will undoubt-
edly be important material necessary for the study of the
morphological structure of the Kazakh language and further
text linguistics!'31.

Revealing the secrets of the morphological structure
of verb forms approaches the scope of research in the field
of contextual or textual linguistics. From this perspective,
organizing research involves extensive use of statistical lin-
guistics methods. It should be understood that one of the
reasons for the complex and rich nature of the semantic struc-

ture of derivative verbs lies in their rare or frequent use!'*].
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Table 3. Matching of idioms.

Faneiv/galym [science] 3T/ZT 020
Acanpgap/Assandar 3T/ZT 020
Kynarsiv/qylagym [ears] 3T/ZT 021
Aumarbira/Almatyga [to Almaty] 3T/ZT 021
XKazymsl/jazysy [writer] 3T/ZT 020
caHpIpay KyiakrtaH [from mushrooms] 3T/ZT 021
XKaHbIM-all [my soul] 3T/ZT 021
XKypicime [to my walking] 3T/ZT 021

032 040 050 060 070 080
030 040 050 060 070 081
032 041 050 060 070 082
030 040 050 060 070 083
032 040 050 060 071 080
032 041 050 060 074 083
032 040 051 060 070 082
032 042 050 060 071 083

Therefore, we believe it is necessary to consider the
morphological structure of derivative verbs as a separate
system, group them according to their characteristic fea-
tures, and introduce a special sign-code system to reveal
their probabilistic-statistical patterns. As mentioned above,
the problem of recognizing linguistic units, such as word
classes of the Kazakh language, through formal signs and
automatically separating them from written or spoken text
is not resolved in relation to nouns. Conducting statistical
research on the morphological structure of the verb based on
the conventional sign-code uploaded “mechanicly” reveals
many aspects, including the problem of automatic separation
and categorization of text units. At the same time, aspects of
the lexical-grammatical structure of the verb, which cannot
be observed in the traditional method of research, can be re-
vealed (identified). Considering modern Kazakh verbs (base
and derivative) in this context, we divide them into groups
based on their closeness in terms of meaning, compatibil-
ity in terms of mutual functions, and lexical-morphological
structure. We offer a code-matching program!'>.

For example, from the point of view of mean-
ing, verbs can be divided into the following groups!'®l:
amaJI-opeker/action, KUMbUI-KO3FaIbIc/movement, KajbI-
cama/quality, oitnay-ceitney/speech verbs, ecy-eny/growth-
development verbs, and so on, as shown in Table 4.

As arule, it is known that derived words have a certain
morphological structure formed according to one system.
The first component of that structure is a word with an in-
dependent meaning, and the second component is a suffix
that turns the first component into a certain word class (e.g.,
tic[teeth]+re[te] = bite, ken[come]+rip[tir] = make it done,
caObrH[soap|+ma[da] =wash with soap). Derivative verbs
are divided into two branches, verbs formed from nouns and
verbs. They are called noun-based verbs and verb-based
verbs. We have considered only the first of these, i.e., the
ways of forming verbs based on nouns, separated into 16

groups, and we have presented a sample of marking them
using a conventional sign-code using Table 4.

Similar to the program for matching lexical-
morphological information to nouns, the program in Table 4
also consists of three columns:

(1) symbol-code position; (2) the nature of noun-based
derived verbs; (3) sign-code symbol.

The sign-code position of the first column is labeled as
“1” (or Group Nel), and its description in the second column
is termed ‘verb word’. If the next word to be studied through-
out the text belongs to a verb, then the symbol-code of that
verb is ‘ET’ in the third column. In the second place, or in
the second column of the second group, there is a description
of each of the 11 groups of verbs that are closer to each other
in terms of meaning and functionality. In the third column,
you can distinguish the sign-code symbol corresponding to
these characteristics. For example, the third part of the “2nd”
place (2nd set) of the sign-code is called quality verbs, and
the corresponding third column contains the three-place sign-
code of the same description — ‘102°. Similarly, let’s provide
an example of how derivative verbs are formed from nouns
using suffixes. The formation of derived verbs with the suf-
fix -na/-la (-ne/-le, -na/-da, -ne/-de, -ta/-ta, -re/-te) is given
by the characteristic of names grouped by internal 5 parts:

(1
2
3)

body parts (askTa, XKYIBIPBIKTA, OKIIEIE);

labor tools (apana, 6anrana, apkaHnua);

names of things that are the object of action (kyHe,
Maiina, Ty3[a, alIThIHIA);

(4) address or place, measurement, sound, etc. (MekeHe,
epJie; aplibIHIa, METPJIE; MBIHKBUIA, IIBIHKBUIIA);

O]

adjective, numeral, adverb, adverb, etc. cases attached

to words (akra, Kapauna, ekeyre, ahna, yhie).

These 5 different groups are assigned 5 three-digit num-
bers (sign-code): 113, 114, 115, 116, 117. Similar charac-
teristics and conventional sign-codes in other places of this
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group are shown in Table 4.

The question may arise about how to practically use
such a set of symbol-codes. This was briefly mentioned
above in relation to nouns, and it can be said that there is no
significant difference in the use of Table 4 regarding verbs.
At this point, it is worth noting that the number of group
places (sign-code place) can be assigned (marked), firstly,
in accordance with the purpose of the study, and secondly,
depending on the lexical-morphological and semantic fea-
tures of each word class. For example, in Table 2 for nouns,
eight places are enough, in Table 4 for verbs, the number
of such places is only four. The number of grouping places
may be different in relation to other word classes or accord-
ing to the purpose of research. Similarly, from the data in

Tables 2 and 4, we can see that the number of subsets of
each group is also different. Now let’s go back to the use of
these mentioned tables. First, after the conventional signs
that separate the word usages in the part of the studied text
into partd of speech, the necessary frequency dictionaries
should be obtained from them by a computer. It is necessary
to separate the verb forms (or words related to other word
classes) in the mentioned frequency dictionary and match
them with the sign-codes according to Table 4. As a caveat,
it is possible to conduct the study directly with text without
a frequency dictionary, but repeating text units in this way
takes a lot of time. In any case, the research work needs to
separate and consider verbs (or other word classes) from the
vocabulary system that forms the chain.

Table 4. Program for matching lexical and morphological information to verbs.

Symbol-Code . . Symbol-
Location Lexical-Morphological Character of Verbs Code
Verbs ET/ET
1 Semantic and functional grouping:
(1) Action verbs 100
For example: Gocar, keTep, Kypec, KH, CbI3, oJiIIe etc.
(2) Movement verbs 101
For example: ayHa, aynap, fomaina, cexip, Oykipei etc.
(3) Quality verbs. For example: »xar, sxanTaii, Typ, OThIp, YiIFaii etc. 102
(4) Speech act verbs. For example: aiiT, ceiine, ie, eckep, KarTa, YMBITIIA etc. 103
(5) Growth-development verbs. For example: Ganaia, sxarbipakra, TyJje, 6C, KO3blia etc. 104
(6) Verbs of direction. For example: Gap, ke, KaiiT, anep, 9KeT, Kalll, Tyc, KeTep etc. 105
(7) Mood verbs. For example: bl1a, KaiiFbIp, OKiH, KYJI, KyaH, ajlakaiiia etc. 106
(8) Figurative-imitation verbs. For example: xapkpipa, KypKipe, IypKipe, Tapcbuiia etc. 107
(9) Sound verbs 108
(10) Verbs of seeing and hearing. 109
2 (11) Verbs of behavior 110
(12) Forms of the verb not included in the list 111
3 Base verbs 112
Definition: The part of the verb base that remains after removing all the suffixes that give rise to various forms (noun,
preposition, mood, verb, tense, etc.).
For example: a3, an, aiiT, anza, art, ac etc.
Derivative verbs formed from nouns. 113
Ways to create with suffixes:
1. Derived verbs formed using the suffix: —na (-xe, -1a, -1e, -Ta, -T€):
a) attached to the names of body parts. For example: askra, KyIbIpbIKTa, OKIIEIE.
b) Attached to names of labor tools. For example: apaina, 6anrana, apkania. 114
¢) It is attached to objects that are the subject of action. For example: xyHze, Maiiia, Ty3aa, anTeiHIa. 115
d) Attached to names of location or place, measurement, sound, movement, appearance, native and social, political, 116
cultural, lifestyle, tradition, nature, etc. For example: mMekenze, epie, TOMEHE; apIIbIHAA, METPIe, TOHHANA;
MBIHKBUIIA, IIBIHKBUIIA; KAPKBLUIIA, OYPKBUIIA, HPENeH Ie; OoTala, Ko3/1a; Topouene, epKere, ja3aia, Kaymana,
yiimerne etc.
e) It is added to adjectives, nouns, adverbs, simple words and etc. For example: axra, kapaia, )kamaH/a; OHIa, Ky3/e, 117
eKeyle; ToMeH/e, Keiinze, inrepine; sKpIMBIHIA, KyTiMae; ahia, yhie, etc.
2. Derived verbs formed using the suffix: —1an (-1eH, -1aH, -1eH, -TaH, -ren) For example: amrynan, apnaH, 118
OOpBILUIaH, HEJIEH ...
3. Derived verbs formed using the suffix: —nac (;1ec, -aac, -nec, -rac, -rec). For example: Gipnec, kemexrec, 6acrec, 119
JlocTac, Ke3ekrec, cabakrac etc.
4. Derived verbs formed using the suffix: —nar (-yeT, -nat, -ger). For example: maybliart, Te3net, TYHIEIET etc. 120
5. Derived verbs formed using the suffix: —a (-e). For example: ama, neme, xaca, epTe, Tijie, CbiHa, MiHe etc. 121
6. Derived verbs formed using the suffix:—aii (-eif, -if). For example: xymeii, myHaii, kapraii, keHell, keOeli, Momait 122

etc.
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Table 4. Cont.

Symbol-Code . . Symbol-
Location Lexical-Morphological Character of Verbs Code
4 7. Derived verbs formed using the suffix: -kap (-rap, -kep, -rep). For example: 6ackap, eckep, aHFap, TSHIrep, aKbIp, 123
KaKbIP, JKa3FbIP, BICKBIP, KEKip etc.
8. Derived verbs formed using the suffix: -ap (-ep, -p). For example: jxanap, Tasap, eckip, e3rep etc. 124
9. formed using the suffix: -ax (-eu, -au, -ix1, -1). For example: >xoran, oHa, Tapbli, Tipia, TEHEN etc. 125
10. formed using the suffix: -bIK (-ik). For example: ambik, OipiK, 3apbIK, IoHIK, OIIIK etc. 126
11. formed using the suffixes: -cbI (-ci) and -bmebI (-imci). For example: Garbipchl, 60caHchl, KONTipci, YIKeHcd, 127
aramcel etc.
12. formed using the suffix: -cbin ( -cin). For example: agamchiH, OUITIIICIH, KOTICIH, )KaMaHCBIH etc. 128
13. formed using the suffix: -cbIpa (-cipe). For example: aiiceipa, ancipe, KaHCBIpa, )KeTiMCipe etc. 129
14. formed using the suffix: -bipa (-ipe). For example: Oapksipa, OypKbIpa, IypKipe, KypKipe etc. 130
5 15. formed using the suffix: -wIpai, (-ipeii). For example: 6akbipaii, makpipaif, Kimipei, mikipei, etc. 131
16. formed using the suffixes: -bl, -i; -1bl, -11i; -aH, -€H, -bIH, -iH, -H; -bIPKA, -iPKe, -bIPKAH, -iDKeH; -bIHA, -iHe; 132
-Ka, -Ke, -Fa, -re etc. For example: 6aifbl, »xackl, jeni, KeHi; ayHaKIIbl, JOHOSKIIII; TachIpKa, MycipKe, alllbIpKaH,
LIIMipKeH; eciHe, KaTbIHa, ITBIChIHA; OYPKe, HicKe, KO3Fa; 0achIH, JKHPEH, OsH, YHpEeH etc.
Verbs are derivative verbs formed from base words 133
6 Complex verbs 140
Singular forms of verbs 141
It should always be remembered that only one of the almost killed her” (S. Kobeev).
symbol-codes in that collection is selected for one designated Those belonging to the verb forms: froze, tired, cried,
place. cried, was sat, killed, almost leaved, took.
As an example, let’s take a look at the verb forms in Now let’s match the sign-code values to the verbs ac-
the following sentence: “Kemike opi ToHbIm, opi mapman cording to the data shown in Table 5.
ahnan, yhien oTeIpFaH KeMITip ©3iH eJITIpin KeTe ka3araH Thus, different verbs can take several sign-code val-

KiMm exeHiH ecine annber” / “In the evening, the old woman, ues depending on their construction and semantic features.

who was freezing and tired and crying, remembered who Examine it in more detail in Table 6.

Table 5. Verbal forms and their code formations.

Tonpin/ tonyp [froze] ET/ 106 133 141
apman/ sarsap [tired] ET/ 106 133 141
Ahnart/ ahlap [cried] ET/ 106 133 141
Vhnen/ uhlep [cried] ET/ 106 133 141
Ortbipran/ otyrgan [was sat] ET/ 102 133 141
Onripin/oltirip [killed] ET/ 100 133 141
kerte xazaaran/ kete jazdagan [almost leaved] ET/ 105 140 140
Anpgr/aldy [took] ET/ 111 133 141

Table 6. Program for identification of information sign-code to the lexical-morphological structure of the adjective.

Symb(.)l-Code Lexical -Morphological Character of Adjectives Symbol-
Location Code
1 If the word (adverb) is a qualitative adjective (main adjective) according to its morpheme structure: CH1
2 1) determines the type and color of an object or phenomenon. For example: ak, Kapa, KbI3bLIL, Kachll etc. 201
2) if it determines the secret and quality of a thing or phenomenon. For example: xakchl, )kamaH, Toyip, Hamap etc. 202
3) determine the volume and area, length and weight of the object. For example: ynkeH, Kimi, y3biH, aybIp, KbICKa, 203
JKEHiT etc.
4) if it means the taste and smell of a thing. For example: ampl, ToTTi, KYIiMCI etc. 204
5) if it means other characteristics of a thing or phenomenon. 205
3 If the following word (vocabulary) belongs to a relative adjective according to its morpheme composition, that  CH2

is, it expresses the sign of an object through the relation of another object, and such derivative adjectives are
formed using productive (unproductive) suffixes.
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Table 6. Cont.

Symb(')l-Code Lexical -Morphological Character of Adjectives Symbol-
Location Code
4 Derivatives from nouns are created using productive suffixes that form adjectives and pertain to the object’s
appearance and color, shape and form, secrecy and criticism, place and time, and others if they express a
critical concept about the attributes.
1. Derived adjectives formed from some nouns, pronouns, adverbs, as well as from words in the genitive and genitive
case with the suffixes -Kbl, -Ki; -Fbl, -ri are used in the following sense:
a) if it is attached to some nouns, adverbs, as well as to nouns in genitive (sometimes eastern) adverbial forms. For 210
example: aybI3Fbl, TOPT, TYIKI, iIIIKi, TOMEHT1, COHFBI, CaHAYJIbl, OYKTEYIi etc.
5 9) if the temporal concept is attached to some nouns and pronouns, temporal adverbs. For example: kemki, Tycki, 211
KY3T1, %a3Fbl, KOKTEMT1, TYHT1, KYHJI3T1 etc.
2. The following derivative words are formed by adding -1, -J1i, -AbI, -1, -TbI, -Ti:
a) if it is added to nouns to express the existence of a certain thing (or phenomenon). For example: apibl, cyisl, 212
acepii, Ty, uKeMai, 6allbInThl, HHAOATTHI, Oalalbl etc.
b) compound adjectives from compound nouns, adjectives, numerals, and adverbs are formed using these additions. 213
For example: araibI-iHiIi, OMIBI-KBIPIBL, TAyIBI-TACTEI, ©3€HIi-CyIIbl, YIKSHAI-KiMIiIi, OYphIHIBI-COHIEI etc.
¢) complex adjectives consisting of two or three words and used as descriptive names. For example: ak 6acTbl, ka3 214
MOMBIH/IBI, aif KAOAKTHI, TEKE CaKaJIbl etc.
3. If the suffix -cw13 (-ci3) is added to the nouns, and the derived adjectives with negative meaning are formed. For 215
example: Ganace3, Keikcis, Oi1iMci3, ceHcis, 0i3Ci3, MyHCHI3 etc.
4. -mia (-mia) suffix is added to nouns, pronouns, modal words (each side) to form relative adjectives expressing 216
inclination, flexibility, passion. For example: yiKbIIIBLT, YHBIMIIBLT, ©31MIIIJ, TypaIIbUI, OAIIBLT etc.
5. -nai, (-nei, -Tai, -Teii) )KypHaFbl )KaJIFaHbIIl, CO3/IEP/li CANBICTBIPY, YKCAaTy MOH/II TYBIH/IBI CHIH eciMziep Kacanca. 217
If the suffix -naif, (-nei, -Taif, -Teif) is added, it form the adjectives with the meaning of comparison and similarity.
For example: arraii, okeneii, MeHae, CeHICH, Ky3/IeH, enepaei etc.
6. Derived adjectives with the following meaning are formed using the suffixes -JIbIK, -JTiK, -ABIK, -HiK, ~TBIK, -TiK:
a) if they are attached to nouns and form derived adjectives that express the concreteness and meaning of the words. 218
For example: opraibIK, KOFaM/IbIK, KaJIaJbIK, a3aMaTThIK, KOJIACTHIK etc.
6 o) if they are connected to the names of seasons and various product names, and derivative adjectives related to the 219
season and measurement amount are made. For example: ailfbIK, )KBUIIBIK, alTANBIK, TOYIIKTIK, KOIICKTIK,
[aJIBTOJIBIK, KaHATHIM-IbIK, eKi-YIII aCbIMIBIK etc.
0) if they are connected to pronouns and form derived nouns from them that indicate belonging to a certain party. For 220
example: o3k, MEH/IIK, CEH/IIK, KaHIaIbIK, KAHIIAJIBIK etc.
7. Derived adjectives with the following meanings are formed using the suffixes -1ac, -sec, -aac, -aec, -Tac, -Tec: 221
a) if it is attached to a noun related to a person’s character, it means that such a character also applies to other people.
For example: uuerrec, ceipiac, Tineynec, mikipiec etc.
o) If human beings and animals are connected with nouns related to the genealogy, and an adjective is formed, 222
indicating that they are relatives. For example: TysicTac, aranac, 6aybipiac, KapblHIac, Tymanac etc.
0) if they are connected to the concepts of place and made derivative adjectives with the meaning of settlement with 223
them. For example: aybuinac, kepiuinec, sxepiec, eniec, Tymanac, ysac, xarcapiac, ipreiec etc.
B) attached to some nouns, depending on their specific lexical meanings, they express critical concepts that are related 224
to different relations, terms and quantities. For example: xonnac, 3amanjac, cabakrac, Kacinrec, KbI3METTeC, IOM/IEC,
OKILIEJIEC etC.
8. Derived adjectives are formed using the suffixes -maH, -memn:
a) if adjectives are added to the names of clothes and represent the appearance of a person related to his clothes. For 225
example: KeilJIeKIICH, CTIKIICH, MAIbTONIAH, [aI0apIIay etc.
o) if attached to some nouns, derived adjectives are formed that express a certain special characteristic of a person or 226
thing. For example: amrymran, cesmien, OoiaH, TepIleH, KipIieH etc.
7 9. By unproductive suffixes that form adjectives derived from nouns:
a) If the suffixes -nap, -aep, -Tap, -Tep are attached to some nouns, a critical concept is created, which means that 227
one has been subjected to a certain action. For example: kapsI3nap, xabapzrap, 6opsimrap etc.
o) If the suffix «-m» transferred from Iranian languages (Persian, Tajik, Afghan) is added to some nouns and a derived 228
adjective is formed. For example: ockepy, MoJ€HH, TapUXH etc.
6) If the suffix -ma3 is added to create a new word that tends to an adjective. For example: enepnas, acnas, 6imimnas, 229
olibIHMA3 etc.
B) If the suffix -mmna3 (-m+mna3), -piMna3s (-siM+nas3), -imna3 (-im+mna3s) (and components) are added to some nouns 230
and form a derived adjective. For example: cesimnas, anpiMnas, Oinimimas, xarbIMIla3, )kacamias etc.
r) If the suffix -Koii, (-Foii, -reii) is added to some nouns and participants, it creates a derived adjective that is the 231
name of actions and behaviors. For example: kocimkoif, 9311K0M, COHKOM, HKIIrei, 931MK0#, COHKOM, JKAHKAIKOI etc.
1) If the suffix -Kop is added to nouns, it form a derivative adjective meaning a specific practice. For example: 232
KEMKOD, JKaJIaKop, ailakop, OeHHETKOP, KAMKOP, MAHCAIKOP, bI3AKOP, HAMBICKOP etc.
Adjectives derived from verbs using unproductive suffixes: 317

1. -K, -K, -BIK, -iK, -aK, -eK: a) It is connected to a ritual and lesson verb and creates nouns with different critical
concepts. For example: amsIk, TYHBIK, LIipiK, UTiK, JOHIeIEK etc.;

0) if it is connected to imitation words and creates a relative adjective. For example: OyiiTak, ®anrak, eHKEK, Kalak
etc.;

B) if it is attached to some nouns and forms a derived adjective. For example: >conak, KacbIpak, OpTaK, UpeK etc.;
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Table 6. Cont.

Symb(')l-Code Lexical -Morphological Character of Adjectives Symbol-

Location Code
r) if from the verb -ybIK (-yik) suffixes form a derived adjective expressing a tendency to a certain action. For
example: KbU1aybIK, COMIEYIK, CYpaybIK, CHIOBIPIAYBIK etc.

8 2. -bIHKBI, -HKBI, -iHKi. For example: >kaTbIHKbI, CaJObIpaHKbI, KOTEPiHKI, KEOIHKI, OATBIPBIHKEI etc. 318
3. -BIHABI, -iHA|, -HABL, -HAi. For example: acbipaH/bl, cepIiH/i, )KaTTaH/Ibl, LIYOBIPBIHABL, TYHIHAI etc. 319
4. —maJsl (-Meuti, -6a.bl, -6ei, -nmagasl, -neii). For example: aybicransl, Kemmneni, TaH1aMaibl, ayManbl-Texmeni etc. 320
S. -KblI, -Kil, -Fbim, -rimn. For example: Oinrim, OHFBILI, TAMKBIII, CEHTIII, alTKBIII etc. 321
6. -mak (-mek). For example: makTaHIIaK, epiHIIeK, KbI3FaHIIAK, alllyJaHIIaK, )KaCKaHIIaK, TAPTHIHILIAK etc. 322
7. -eiMasI (-impai, -Masl, -Mai). For example: sarbIMIbI, YFBIMABI, YHJIECIMIL, JkapachbIMABI, CEHIMII etc. 323
8. -yasl, -yai. For example: sxunaysbl, eprreyii, yioni etc. 324
9. —KaK, -KeK, -FaK, -rek. For example: ackak, TOHFaK, ,a0ObICKaK, MailbICKaK, TaliFak, OHFaK, KaTKakK, ypbICKak etc. 325
10. ma, -me, -6a, -Ge, -na, -ne. For example: xangama (aker), Kpi36a (amam), kerire (KyMm), ceipma (Germner), acna 326
(1mam), ceipma (Oerner) ete.
Adjectives derived from verbs using unproductive suffixes: 327
1. —bI¢, -ic, -¢. For example: kenic, keTic, ykcac, TaHbIC, TipKeC, JKaJFac, Tanac etc.
2. —KBIp, -FBIP, -Kip, -rip. For example: 6inrip, YIIKbIp, YIIKip, alFbIp, OTKIp, Oirip etc. 328
3. —mblIc (-mbimr). For example: jxacambic, alTBIIIMBILL, TaPAMBbIC, Ka3bUIMBILIL, KapaJIMbIII etc. 329
4. —prvraa (-imtai). For example: yreiMTan, eciMrai, cesiMrai etc. 330
5. —Kbl (-Ki, -Fbl1, -1i). For example: OypaJikpl, OpaJiFbl, )KUHAKbI, KYJIpri etc. 340
6. —bIp (-ip, -ap, -ep, -p). For example: xymbIp, Hip, 00BIP, KBIHBIP, THIKEIP, MIBIMBIP, KY3ap, OBUDKBIP, XKaITHIp, 341
XKBUITBIP, CHIIOBIP, OBUIOBIP etc.
7. —y. For example: xapay, KbI3y, Takay, skajay, xaObIpKay, Ty3y, Tasy, Oitey, Oasy, kenoey, Kary etc. 342
8. —araH (-eren). For example: TeGeren, kabaraH, cy3ereH, KalaraH, OepereH, ajaraH, Oe3ereH, KopereH etc. 343
9. —bIH (-iH, -H). For example: opran, OYTiH, €pKiH, Y3bIH, JKalbIH etc. 344
10. —kanak (-keJjek, -Fajak, -rejiek). For example: yikanak, cackaiak, Ko3ralak etc. 345

9 11. —anak (-esek). For example: eHkenek, KaHFajlak, OyiITanak, MbDKajaK, xKanTaiak etc. 346
12. —anak. For example: cyranak, mykaHak, MIbIFaHaK etc. 347
13. —FBUIBIKTHI (-FUTKTI, -KBUIBIKTBI, -KiJIiKTi). For example: »KeTKiTiKTi, TYPFBUIBIKTBI, JKEPTUTIKTI etc. 348
14. —McaK (-MceK, -bIMCaK, -iMmcek). For example: cypamcak, TiieMcek, xxapamcak, OepiMcek, esliMcex etc. 349

Now, based on the information sign-code matching pro- It is clear that adjectives are divided into simple and

gram for the lexical-morphological structure of the adjective, complex, depending on the composition of words. Simple

as considered in Table 3, examples of conditional sign-code

. . . .. . adjectives consist of only one component, but they do not
matching for some basic and derived adjectives are provided ! y P Y

in Tables 7 and 8. necessarily have an additional morpheme!(!”],

Table 7. Codes of the main adjectives.

Qualitative (Base) Adjectives Symbol-Code Location
1 2
Red, green, etc. CH1 201
Good, bad, etc. CH1 202
Short, long, heavy, etc. CH1 203
Sweet, salty, etc. CH1 204

Table 8. Codes of derived adjectives.

Relative (Derivative) Adjective Symbol-Code Location
1 2
CripTkpl/external, Tepri/on the base place, etc. CH2 210
Kemiki/at night, kynnisri/at the daetime, etc. CH2 211
Ocepui/impressive, mHabarTeI/Kind, etc. CH2 212
yrnkenpi-kinrini/with big and small, e3enni-cynasy/ with river-watered, etc. CH2 213
ka3 MoubIHABL/With long neck, Teke cakanapl/ with long beard, etc. CH2 214
MyHcb13/not sad, 6imimciz/uneducated, etc. CH2 215
Oitrbun/ thoughtful, esimmrin/ selfish, etc. CH2 216
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Table 8. Cont.

Relative (Derivative) Adjective Symbol-Code Location
1 2
Banranaii/like a hammer, okeneti/like a father, menmexreii/ like a thirst, etc. CH2 217
Kanansik/urban, koramapix/public, etc. CH2 218
Aiinbix/monthly, sxeuiapix/yearly, etc. CH2 219
Keiinekrik/from shirt, maasrossik/from coat, etc. CH2 219
O3nix/ours, KaHmaiasik/how much, etc. CH2 220
Ceipnac/sharing person, muerrec/intended person, etc. CH2 221
Tysictac/relative, KapeiHaac/young sister, etc. CH2 222
Aysuigac/from same village, kepurinec/neighbour, etc. CH2 223
XKonnmac/friend, kpi3merTec/colleague etc. CH2 224
Keiinekmen/small shirt, mansrorran/small coat etc. CH2 225
AmbIk/open, mipik/rotten, 1eHrenek/round etc. CH2 317
Kerepinki/ upper, xatbiHKbl/laying etc. CH2 318
Karrangs/memorized, cepningi/ dynamic etc. CH2 319
Tanmamainsl/chosen, kemmesni/moved etc. CH2 320
Binrin/ connoisseur, onrbimny/ right, cenrimy/bealiver etc. CH2 321
Makranmaxk/proud, epiHmek/arrogant etc. CH2 322
XKarsimapr/pleasant, yitnecimai/harmonious etc. CH2 323
XKunaynsi/collected, eprreymi/early etc. CH2 324
¥peickak/quarrelsome, ToHFak/stubborn etc. CH2 325
Kb130a (amam)/ hotspur, ceipma/slide etc. CH2 326
Tanbic/familiar, kemic/agree etc. CH2 327
Cypamcak/onion, emimcex/listless etc. CH2 349

On the other hand, complex adjectives include words persona in our language.

composed of two, three, or more components and are created
syntactically (analytically). It is known that complex adjec-
tives are formed from basic adjective words through their

combination, doubling, and union. They serve as a complex

We decided that words created according to the syn-
tactic method of the adjective found in the text should be
marked with conventional signs or matched with the appro-
priate sign-code using the above table (Table 9).

Table 9. A program for matching the information sign-code to the syntactic structure of the adjective.

ISJ}(;T;;?;CO“ Lexical -Morphological Character of Complex Adjectives S)(/:n(:g:l-
Complex Adjectives CH3
1 1. Qualitative (main) adjectives combine with each other. For example: black spotted, yellow spotted, red spotted, 400
etc.; dark blue, dark red, dark maroon, dark red, etc.
2. Single or basic (qualitative) or derived (relative) adjective words are either repeated or doubled. For example: 401
KimkeHe-kinkeHe/small-small, anmak-anmak/ white-white, yikeH-yiken/ big-big, etc.;
Mmainbl-mMancez/with and without livestock, ynkenni-kiini/large and small, kopaisi-koncblibl/ stable and free etc.
3. The main adjective is combined with the suffixes of derived adjective -anb1/-ly, -mi/-li. For example: xex 402
manainsy/ intelligence, kp13put wbipaiinsl/ with a ruddy and lovely face etc.; both components of which are formed
by the suffixes -abl/-ly, -1i/-li or with the suffixes to creat the comple adjectives -cb13/-syz, -ci3/-siz. For example:
TayJbI-TacTl/ mountainous-rocky, okeni-6anansl/ father-child, eccis-Tyccis/ crazy-colorless etc.
4. Compound adjectives are formed by combining nouns or numerals with the suffixes -abIK (-J1iK, -ABIK, -TiK, -TbIK, 403
-Tik). For example: xanbIk apansik/ international, 6ec sxbuiIbIK/ five-year, eki Kicislik/ two-person, eKi-yIr KyHIik/
two-three-day etc.
5. Compound adjectives formed by adding suffixes -1bIK, -JiK, -ABIK, -AiK, -TBIK, -TiK, -1 into both components or 404
adding suffix -n into one component. For example: ackepu-casicu/military-political,
FBUIBIMU-o/1e0u/scientific-literary, koramIpIK-Tapuxu/social-historical, a1eymMeTTik-3KOHOMUKAIIBIK/SOCi0-economic,
CTaTUCTHKAIBIK-IMHT BUCTHKAJIBIK/statistical-linguistic, etc.
6. Addition of the 3rd side of the dependency is used in compound adjective calculation by adding an adjective to the 405

added noun.For example: ke3i ambik/open mind, Tini Maiiga/quite, not talkative, 6acer 60¢/single, Kot
kbicka/doesn’t have power, xy3i sxxbuibl/lovely etc.
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In order to clarify the data in this table, we present
Table 10 below as an example of correspondences. Based
on this conventional designation of the types of adjectives in

the text or in the frequency dictionary created by the syntac-
tic method, it is possible to use the probabilistic-statistical

method during their research.

Table 10. Conditional designation of adjective types in the text.

Complex Agjectives Symbol-Code Location
1 2

black spot, yellow spot; dark blue, dark red, dark maroon, etc. CH3 400

KimkeHe-kinkene/small-small, anmak-anmax/ white-white, ynkeH-ynken/ big-big, etc.; CH3 401

Mangsl-Mancer3/with and without livestock, ynkenni-kimini/large and small, kopansi-kornceuisl/ stable and free etc.

KeH Manzaiiel/ intelligence, kpi3put mibipaitnsy/ with a ruddy and lovely face etc.; CH3 402

Tayabl-TacThl/ mountainous-rocky, skeni-6anansl/ father-child, ecciz-Tyccis/ crazy-colorless etc.

XaJIbIK apablK/ international, Oec sxpuLabIK/ five-year, eki kicinik/ two-person, exi-yi KyHzik/ two-three-day etc.; CH3 403

KOHLJI KeTepepiik/ entertainment, KaObIpra Kaiibicapibik/ wall resistance, etc.

ackepu-casicu/military-political, FeuriMu-onie6n/scientific-literary, koramasIk-rapuxu/social-historical, CH3 404

QJIEYMETTiK-3KOHOMUKAJIBIK/SOCIO-economic, CTaTHCTHKAIBIK-TMHIBUCTHKAIBIK/statistical-linguistic, etc.

Ke3i amblk/open mind, Tini Maiina/quite, not talkative, 6acer 60oc/single, konbl Kpicka/doesn’t have power, xy3i CH3 405

xbubl/lovely etc.

4. Discussion

The data obtained by linguistic-statistical research
from frequency dictionaries (alphabetic, frequency, reverse-
alphabetic, dictionary) created from the texts of Kazakh lan-
guage fiction and other styles with the help of a computer
are very useful for automatic processing of Kazakh texts,
long-term storage and searching and finding the necessary
information 3],

According to the findings of scientists studying other
languages, some statistical features are common to many
languages, while others differ depending on the original-
ity of the language, the differences between genres and the
language-specific features of the author. Texts in Kazakh
also have their own characteristics. For example, the fre-
quency of words in the frequency dictionaries compiled from
the texts of different styles is not uniform in terms of text or
dictionary coverage[!"].

Statistical research on texts in Turkic languages holds
great theoretical importance. The results of studies on the
agglutinative structure in Turkic languages enable us to com-
pare them with the rich statistical data of Indo-European
languages with an inflectional-analytical structure. For ex-
ample, let’s consider the following: In Russian, English,
German, French, Romanian, Spanish, etc., 100-150 high-
frequency words are sufficient to cover 50 percent of any
text. In contrast, 700-800 high-frequency words are required
in Turkic languages 2%,

The amount of information description in Turkic lan-

guages may differ from that in Indo-European languages.
Therefore, it should be understood that linguistic statistical
research also falls under the typological experiment!?!],

A probabilistic-statistical and informative model based
on Kazakh texts was created in the work, and their capa-
bilities were determined. According to the results of such
research, when frequency is considered from the beginning to
the end of the dictionary, the characteristic features of the sta-
tistical and informational coverage of the words throughout
the text were determined by appropriate theoretical crite-
ria. It has been established that, in most cases, the words in
the frequency dictionaries based on the texts of the Kazakh
language are independent of the text!?2],

In short, some linguistic phenomena are very weakly
manifested, remain hidden, and in most cases, are beyond
the direct control of the researcher. Here, a mathematical
tool for determining such linguistic phenomena can be found
through statistical research. Such phenomena include the
use of words, phrases, etc., related to some parts of speech,
and the features of the use of units in the language.

The mathematical tools mentioned in our research are:

(a) statistical laws of distribution of the variable (frequency
of linguistic units) within the text;
(b) theoretical criteria for evaluating the ratios of statistical

and probabilistic properties of language units.

We are confidently believe that the mentioned educa-
tional tool will be helpful in studying the structure of texts

in Turkic languages, including Kazakh, objectively using
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quantitative methods.

The results of this study have a wide range of applica-
tions in the fields of linguistics, computational linguistics,
and education. Below are some of the possibilities for im-
proving existing tools and developing new approaches using
the data(?3!,

1. NLP (Natural Language Processing) in Kazakh

The study provides an important basis for developing

technologies for automatic processing of Kazakh texts.

The system of encoding words and their morphological

characteristics can be integrated into the following tasks:

o Identification of word classes: creating more accurate
models for automatic detection of word classes in text.
This is especially important for the Kazakh language,
which has a rich morphological structure.

e Morphological analysis: Developing algorithms for
analyzing and generating word forms taking into ac-
count the morphemic composition, categories, and
meanings of words.

e Syntactic analysis: improving systems that build de-
pendency trees or perform other types of syntactic
analysis.

e Machine translation: Improving the quality of ma-
chine translation from Kazakh to other languages and
vice versa by integrating data on word frequency and
morphological structure.

2. Language learning

The results of the research will be used to create modern

teaching materials to improve the teaching of Kazakh as

an analytical and foreign language. Examples:

e Textbooks and dictionaries: including statistical data
on word frequency and morphological forms in text-
books to better understand the structure of the lan-
guage.

e Online courses: developing interactive courses for
learning the language using practical examples based
on real texts.

e Adaptive learning: creating adaptive learning pro-
grams that focus on the most frequently used words
and constructions using frequency data.

3. Lexicographic database
Creating a new generation of dictionaries and reference

books that take into account not only the lexical mean-
ing of words, but also their morphological structure, fre-

quency, and contextual features:

e Electronic dictionaries: adding information on mor-
phological types and frequency of use of words to
improve search functions.

e Specialized dictionaries: developing dictionaries for
scientific, technical or literary texts focused on spe-
cific categories of words.

e Corpus linguistics: creating an annotated corpus of
texts using the proposed coding system, allowing for
deeper study of the language.

4. Comparative study of Turkic languages

The results of the study can serve as a basis for a compar-

ative analysis of the Kazakh language with other Turkic

languages. This is especially important:

e Identifying similarities and differences: comparing
the morphological and lexical features of the Kazakh
language with other Turkic languages.

e Developing universal models: Creating linguistic
models applicable to all Turkic languages based on
the identified patterns.

5. Automate text analysis

Using the proposed coding system opens up possibilities

for the automatic analysis of large texts:

e Text analytics: identifying key themes, trends and
patterns based on word frequency and morphological
characteristics.

e Stylistic analysis: identification of stylistic features
of texts (e.g. fiction, scientific, professional) taking
into account the distribution of word classes and their
forms.

5. Conclusion

Thus, the program of conventional marking of nouns,
verbs and adjectives from the main vocabulary of the Kazakh
language, i.e., the identification of signs and codes for their
types, creates an opportunity to apply the statistical method
in the morphological structure of the Kazakh language. We
are confident that such a program can be implemented in the
described way for other word classes of the Kazakh language,
taking into account their specific features. The model of the
program we propose is a result of theoretical research, so
it has not yet been fully implemented in practice. But such

statistical studies will be carried out for the Kazakh language
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in the near future?4!.

The article presents the results of statistical analysis of
the lexical and morphological composition of the Kazakh
language. The proposed coding system allows for effec-
tive classification of words and their forms, which opens up
new possibilities for automatic text processing and linguistic
research?],

The main achievements of the study include the follow-

ing:

1. Develop a universal coding system that can adapt to dif-
ferent classes of words.

2. Obtain statistical data on the frequency and morphologi-
cal forms of words.

3. Create a basis for natural science programming in the
Kazakh language, linguistic teaching and comparative

research of Turkic languages.

In the future, the analysis will be expanded to other
classes of words (e.g. pronouns, adverbs) and comparative
studies with other Turkic languages. This will allow for a
deeper understanding of the structure of the Kazakh language
and the creation of universal models applicable to a wide
range of languages.

Thus, this study is an important step in the develop-
ment of modern linguistics and computational linguistics and
opens up new prospects for the study and use of the Kazakh
language in the digital age.
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