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ABSTRACT

Despite considerable efforts invested in English language teaching, the prevalence of spelling errors poses a significant

obstacle for English as a Foreign Language (EFL) learners due to the intricate nature of the English writing system, which

is characterized by a lack of direct, one-to-one correspondence between spoken and written forms. Additionally, the lack

of emphasis on developing writing skills exacerbates this issue. Various language learning tasks, such as text generation,

machine translation, and long-text summarization, now widely employ Artificial Intelligence Large Language Models

(AI-LLMs). This study aims to harness LLM-Generative Pre-training Transformer (GPT) (Language Model GPT) for

writing skills to mitigate spelling errors by providing automated feedback, spelling assistance, and opportunities for regular

practice. It also aims to gauge the perceptions and attitudes of EFL learners toward using LLM-GPT as a reinforcement

approach to minimize spelling errors and improve writing proficiency. A total of 60 EFL students would be involved and a

between-subject design method using control and experimental groups would be used in this study. The findings of the

study indicated that learners who were taught using LLM_GPT application outscored their counterparts in another group

and easily remembered the spelling of words as shown in the post-test session. Moreover, the learners felt the LLM_GPT

application had a positive impact on learning spelling of words.
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1. Introduction

Students in the fields of humanities and social sciences

regard the English language as the main factor that hinders

academic success. They make errors in all learning skills

when they attempt to acquire a language other than their

mother tongue, which labels them non-native speakers. Such

errors are tolerated by the language’s teachers since learn-

ers are in continuous progress of learning. However, these

errors should be diminished in advanced levels of language

learning because the English as a Foreign Language (EFL)

learners themselves should shoulder the onus to improve

their linguistic performance and minimize such errors. On

top of that are Spelling errors, which represent one of the

main obstacles EFL learners encounter during their learn-

ing journey. Learners need extensive/massive exercises to

master spelling as there is no correspondence between writ-

ten and spoken forms in the English language [1]. With the

diffusion of artificial intelligence (AI) tools, many studies

prove their suitability in many language learning tasks such

as text generation, machine translation, and text summariza-

tion. According to [2, 3], their performance in responding to

tasks contributes significantly to language learning. This

study aims to mitigate spelling errors by applying Large

Language Model (LLM-Chat Generative Pre-training Trans-

former (ChatGPT)). This application is characterized by

adaptable functions (customization) that give learners in-

stant and immediate feedback and adaptive language learn-

ing activities in an enjoyable AI learning environment. It

also aims to gauge the learner’s perception about using LLM

application to mitigate spelling errors.

2. Literature Review

Out of four English language learning skills, writing

is often overlooked and receives less attention compared

to other skills, despite its crucial role in communication.

Students in all levels of English learning struggle to master

writing skills, leading to generally lower scores in writing

courses. The complexity of the English spelling system, with

no direct one-to-one correspondence between spelling and

pronunciation, presents a significant challenge for both teach-

ers and learners [4]. Additionally, the less attention given to

this skill in traditional teaching approaches resulted in low

performance in it [5]. This challenge presents an opportunity

for researchers to explore the practical use of AI applications

as reinforcement strategies to address this issue. AI is one of

the most amazing fields of computer science that constructs

machines that can think and act intelligently, similar to hu-

mans. It has the potential to radically change how we think,

live, and work. The era of AI promises countless ways to

improve the quality of life. It has become a prevalent tech-

nology used in almost all fields, such as healthcare, finance,

transportation, astronomy, etc. AI is capable of learning,

adapting, and making decisions on its own, making it an

oriental tool for solving complicated problems [6–8].

Current generation is obsessed with AI applications

due to their accuracy and promptness in achieving tasks. In

learning language, AI has applications called AI language

models (AI-LM), which are currently used in many language

learning tasks such as text generation, machine translation,

and text summarization [9]. These models, such as Generative

Pre-training Transformer 3 (GPT-3), have become potent in

achieving stunning performance in many areas of language

tasks. Radford et al. [10] introduced the Transformer language

Model (TLM). It is used in understanding some language

tasks such as natural language inference and answering ques-

tions. Its performance in responding to tasks is a good ad-

dition to learning a language. Brown et al. [11] introduced

the GPT-3 language model in translation and summariza-

tion. They came up with the idea that this model shows

great performance and enhances achieving the tasks related

to translating text between different languages and summa-

rizing long texts. Devlin et al. [12] introduced a model called

BERT Language, which showed strong performance in many

tasks such as natural language understanding and sentiment

analysis. XLNet is another model used by Yang et al. [13]

in writing a research paper. This model can understand the

meaning of a word in a context and consider the relationship

between words in a sentence, which leads to comprehending

the meaning of a whole text. This model becomes useful

in achieving tasks such as summarizing long texts. Another

amazing application of IT is Natural Language Processing

(NLP), which allows computers to interpret texts and gen-

erate speech. It also supports virtual assistants such as Siri

and Alex which have the function to understand and respond

to spoken commands [6].

Huge amounts of text data rely on these language mod-
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els. By applying neural networks to learn and generate

human-like text, they can perform various language tasks

and have triggered potential applications in the concerned

fields. Therefore, AI applications progress rapidly in learn-

ing and acquiring languages because of the dire need of

advances in deep learning and creative applications of algo-

rithms to enhance language learning and increase computing

power. The systems of these applications are supported by

algorithms and neural networks that help to learn from a

vast amount of data, enabling machines to perform cognitive

tasks with precision and speed, often surpassing human ca-

pabilities [14, 15]. AI applications are used actively to bridge

the gap in learning a language. Unanimously, research

has shown that language learners who use AI-driven tools

demonstrate language acquisition proficiency compared to

those who use traditional learning methods. Moreover, using

these tools effectively enhances engagement and motivation

by providing learners with instant feedback and adaptive lan-

guage learning activities [16]. Examples of these applications

are Machine learning and natural language processing (NLP)

which created applications in language acquisition that help

learners practice speaking and receive instant feedback in

grammar and pronunciation. They also enhance autonomous

learning, which is the major goal of language acquisition in

general [17]. Gupta et al. [18], in their studies, have shown that

learners perceive chatbot applications as useful language

learning resources, as they offer conversational practice and

immediate feedback. Another study by Zhai [19] stresses the

importance of incorporating the AI dialogue system into the

teachers’ daily teaching routine. This system can be used

to assist students in searching for information, providing

automatic guidance and feedback, and answering routine

questions during the class discussion forum. Livingstone [4]

stresses the suitability of computer applications to correct

the second and foreign language errors made by learners.

He concludes that the use of high-quality multimedia ap-

plications and programs, to a significant extent, stimulates

and fosters language learning. Reinforcement learning is

a machine learning approach that helps learners achieve

learning goals in a complex and uncertain environment. It

allows the tools of machines and software to automatically

determine the ideal behavior within a specific context to

maximize performance. It is a method of trial-and-error

learning, meaning it does not always yield the optimal solu-

tion. Its nature depends on the interaction between the tool

and the environment. It chooses actions, observes rewards,

learns from these experiences, and then adjusts its strategy

to gain the maximum cumulative reward and become skilled

at achieving the environment’s goals [14].

Chen et al. [20] investigated the impact of AI-powered

assessment tools on language education. They discovered

that these tools, especially those based on structural AI frame-

works, greatly improve students’ language learning achieve-

ments. The analysis further indicated that formative-iterative

assessments, brief intervention periods, and their use in sec-

ondary education settings play a crucial role in the effective-

ness of AI-driven assessments. These results highlight the

ability of AI to streamline and customize language assess-

ments, ultimately enhancing educational methodologies. Lee

et al. [21] conducted a meta-analysis on AI-supported individ-

ualized language learning, revealing its beneficial effects

on language development. The study emphasized that AI-

driven systems, particularly those utilizing machine learn-

ing and hybrid models, outperform traditional rule-based

approaches. These AI-powered methods deliver tailored in-

struction by evaluating learners’ progress and suggesting

personalized learning strategies, ultimately improving lan-

guage proficiency.

Karataş et al. [22] conducted a qualitative case study on

the use of AI applications, including ChatGPT, in foreign

language education. The research, which involved univer-

sity students in Turkey, revealed that AI tools had a positive

impact on learning, particularly in writing, grammar, and

vocabulary development. Students reported higher moti-

vation and engagement, crediting these improvements to

the flexibility and accessibility of AI in diverse learning ac-

tivities. This study offers important insights into both the

advantages and challenges of integrating AI technologies

into language instruction. Qiao et al. [23] conducted research

in China to investigate the effects of AI-based instructions

on speaking skills and self-regulation among EFL students.

The study, which involved AI applications such as Duolingo,

found that students who received AI-driven instructions ex-

hibited notable improvements in speaking proficiency and

self-regulation compared to those taught through traditional

methods. These results indicate that AI technologies can

effectively enhance speaking abilities and encourage self-

directed learning among language learners.
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With all these studies, there is still a dire need for more

research to make the best use of AI integration in language

acquisition. In a nutshell, the future of AI applications in sec-

ond language acquisition looks promising, and it offers excit-

ing chances for autonomous and effective language learning

experiences.

Study goals

The study aims to achieve the following objectives:

1- To investigate the impact of using LLM-ChatGPT on

writing skills to minimize spelling errors by providing

automated feedback, spelling assistance, and opportuni-

ties for regular practice compared to traditional ways of

teaching spelling.

2- To gauge the students’ perceptions and attitudes of us-

ing LLM-GPT as a reinforcement approach to minimize

spelling errors and improve writing proficiency.

The finding concludes that using LLM-ChatGPT is an

effective tool that enhances writing and minimizes spelling

errors. It sharpens the learners’ memory and makes them

remember the words’ spellings by providing them with auto-

mated feedback, spelling assistance and chances for regular

practice.

Study Questions

1- What is the impact of using LLM-ChatGPT on minimiz-

ing spelling errors? Is it more effective than the tradi-

tional way of teaching spelling?

2- What is the learners’ attitude/perception of using LLM-

ChatGPT in teaching spelling skills?

Tests

In the pre-test, all participants attended a paper-based

spelling test. The researcher would dictate sentences includ-

ing all 50 words, with a maximum score of 50, to evaluate

their existing spelling performance. Each misspelled word

would receive a -1 point. The total number of misspelled

words was subtracted from 50 to determine the final score.

At the post-test session, the two groups will be given the

same content with the same words in order to know which

group outscored the other. The researcher would use manual

rubrics to rate the participants’ performance in both tests.

GPT and ChatGPT

GPT is a large language model developed by experts in

AI research labs. It is an advanced and powerful technology

capable of generating human-like text. ChatGPT, created

by San Francisco-based OpenAI, is a conversational AI sys-

tem designed to process and respond to natural language. It

is engineered to understand human language and generate

relevant, useful responses to various tasks [24].

ChatGPT is synonymous with instructGPT, which is

trained to follow instructions and complete specific tasks

promptly with detailed responses [25]. It also includes a cus-

tomization feature, allowing users to refine outputs by pro-

viding specific instructions [26, 27]. Katar et al. [28] found that

researchers use GPT-3 as an adjunct tool to generate abstracts

summarizing the main point of their research.

Undoubtedly, ChatGPT-3 is a double-edged sword; it

is beneficial when used wisely and ethically at academic

and scientific levels. On the other hand, misuse of ChatGPT

results in many unpreferable consequences such as plagia-

rism and makes the users not self-reliant. It also negatively

affects the human ability to think and judge [29]. To control

its use, Qasem [29] suggested that this software should be

integrated with all academic platforms to possibly cope with

this application and curtail the percentage of those misusing

it. McCollough et al. [30] believe that, currently, GPT exhibits

considerable promise in the realm of academic tasks. How-

ever, future integration into academic activities necessitates

ongoing development and refinement to enhance its func-

tionality and alignment with the requirements of educational

needs. The researchers [31–33] explain the nature of ChatGPT,

highlight some IT tools that are currently used in many learn-

ing environments, and approve the suitability of these tools

to improve learning and enhance academic skills.

This study will use ChatGPT as a reinforcement tool

to reduce spelling errors among EFL learners. We feed

the software with 50 commonly misspelled words. The

customization feature of the application is designed to direct

the learners’ focus toward identifying misspelled words and

providing them with opportunities for correction. In the

event of two consecutive unsuccessful attempts, the applica-

tion offers learners the correct spelling of words during the

third trial. This trial-and-error approach, in conjunction with
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the utilization of the ChatGPT application, is envisioned to

promote an engaging and captivating learning atmosphere,

ultimately facilitating learning and reducing spelling errors

among learners.

Procedures and Methodology

In terms of ethical considerations, the researchers ad-

hered to the principles outlined in the Helsinki Declaration.

They got consent letters from the chairman of the English

department to conduct this study on students. Also, they got

oral consent from the selected students who showed readi-

ness to get involved in this study. They were affirmed that

their identities would be concealed and their scores would

be used only for research purposes.

There are 75 EFL students in all sections of the Writ-

ing II course, and 60 of them have agreed to participate

in this study. They are enrolled in the second semester in

the Department of English, King Khalid University (KKU).

The selection of these individuals was executed randomly,

with each student being assigned to one of the two groups

in an unbiased fashion. The method chosen in this study is

a between-subject design using control and experimental

groups. A pre-test and post-test design were used to explore

if students’ spelling errors could be diminished when using

LLM-ChatGPT as a reinforcing teaching tool and to find

out if there were any significant differences between the

two groups’ achievements. To identify the most challeng-

ing words for students, a set of 50 common words learners

always misspell will be selected and used in this study. The

study runs into three sessions; in session one, all students

would be in pre-test to measure their performance in spelling.

The pre-test shows no significant differences in the mean

score of the control and experimental groups. The second

session would be allotted to the control group (N = 32)

who will receive traditional writing instruction with spelling

error feedback (dictating the words within sentences and

writing the feedback on the same papers). Meanwhile, the

experimental group (N = 28) will receive training on how

to open a free account in ChatGPT, which is accessible to

all. Additionally, they will be trained to use ChatGPT as

a writing enhancement tool, focusing on reducing spelling

errors. These words will be fed to GPT. During the training

sessions, the teacher will dictate the words within sentences,

and students will write them on their ChatGPT portal. GPT

software will inform students about misspelled words and

provide two attempts for correction. Should the initial at-

tempts prove unsuccessful, GPT in the third iteration will

provide the accurate spelling of the words, thereby serving

as a remedial measure to enhance students’ spelling word

memory retention. During the third session, a post-test will

be administered to both groups, aimed at assessing the extent

to which the application of GPT contributes to the improve-

ment of writing skills and the reduction of spelling errors

among students who have utilized this software in contrast

to their counterparts in the control group who have not used

this application. To gather student feedback, a question-

naire will be distributed to the experimental group, seeking

insights into how the program positively influences their

spelling skill. It has 20 items which are modified from the

Unified Theory of Advance and use of Technology (UTAUT)

created by Venkatesh et al. [34]. The integration of GPT into

the language learning process within the context of this re-

search aspires to serve as a catalyst for the enhancement of

pedagogical methods in writing instruction. It seeks to em-

power EFL learners at KKU by cultivating their proficiency

in writing, with a specific emphasis on augmenting their

spelling accuracy [35].

Session 2

In the second session, the researcher would prepare 50

simple sentences, each containing a word from the list pro-

vided in Figure 1A. The participants would attend sessions

for nine hours (three classes for each group). The students in

the control group would receive traditional methods of teach-

ing spelling, while the students in the experimental group

would be trained on how to create individual accounts in

GPT portal, how to use facilities of the program, and how to

use customization function to give instruction to the software

in order to respond to their orders.

To help GPT software respond to needed tasks (cor-

recting spelling errors), we provide specific and accurate

instructions as follows:

• What would you like ChatGPT to know about you to provide better responses (Figure 1A)?
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1- Drill English language learners on how to write words with correct spelling.

2- The words I need students to practice writing with correct spelling are below:

Knowledge, library, lighting, maintenance, noticeable, occasion, occasionally, official, parallel, parliament, pastime, pigeon,

possession, preferable, principle, privilege, ignorance, immediate, independent, indispensable, intelligence, judgment,

belief, calendar, category, cemetery, changeable, acceptable, accidentally, accommodate, acquire, a lot, foreign, fourth,

questionnaire, receive, recommend, referred, reference relevant, religious, restaurant, schedule, sensible, separate, special,

success, too, two, tomorrow.

• How would you like ChatGPT to respond (Figure 1B)?

1- Students should be restricted to using only the provided 50 words.

2- Find the misspelled words.

3- Underline the misspelled words.

4- Give students two chances to correct the words.

5- Do not give the correct spelling of the word when giving feedback.

6- Give the students the correct spelling on the third chance.

7- In the send message box do not underline the misspelled words with red color.

(A)

(B)

Figure 1. (A). What would you like ChatGPT to know about you to provide better responses? (B). How would you like ChatGPT to

respond?

Students will be asked to preserve the provided instruc-

tions when writing sentences, which will be orally dictated

by the researcher, within the designated space allocated for

message input. If written incorrectly, the program will in-

form them about their wrong attempts and give them another

chance for correction. If the second attempt is incorrect,

it will provide the correct spelling and encourage them to

continue with the next sentences (Figure 2).
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(A)

(B)

(C)

(D)

Figure 2. (A) GPT 1st remark to the participant. (B) GPT 2nd remark to the participants. (C) GPT gives correct spelling in the third

chance. (D) Spelling correction process.

The above flowchart process for improving writing

skills begins with the student attempting a spelling task. We

check their spelling, and if there are no misspellings, the

process moves forward. However, if there are errors, they

are highlighted, and the student is asked to try again. If the

second attempt is correct, the process continues; otherwise,
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the errors are highlighted again, and the student is asked for

a third try. If the third try is correct, the process proceeds,

but if not, an automatic correction mechanism intervenes,

correcting any remaining errors. The process concludes by

recording the final spelling, whether corrected automatically

or not.

Data Analysis

To know the means and standard deviation of learners’

achievement in the tests, SPSS software was used to analyze

the data. Similarly, a T-test was used to analyze the tests’

scores in the two groups. A post hoc test was also conducted

to know and compare the differences between the groups.

The learners’ perception of using GPT as an enforce-

ment approach of enhancing spelling skills was investigated

through a questionnaire distributed to the participants (ex-

perimental group) hand to hand in the class. A total of 28

participants answered the survey questions.

3. Result

For normality and homogeneity of the sample, Levene’s

test on the pre-test was used to check whether there was a

significant difference between the experimental and control

groups. As shown in Table 1, a value of 1.506 indicates that

the variability between the groups is approximately the same,

and the participants were homogenous before the study was

conducted. In Table 2, the T-test shows that the participants

in the experimental group who used LLM-ChatGPT to learn

spelling scored high marks (M = 13.81, SD = 2.89) compared

to those in the control group who did not use it (M = 11.1,

SD = 1.89). That means there were significant differences

between the two groups. In a nutshell, using LLM-ChatGPT

had a significant impact on enhancing spelling skills and

reducing spelling errors, and the scores of learners who used

GPT were significantly different from their counterparts who

were taught using traditional methods.

Table 1. Homogeneity of sample.

Levene’s Statistic Df1 Df2 Sig

Pre-Test of homogeneity 1.506 2 27 0.230

Table 2. Statistical analysis of T-test.

SPSS Analysis
Experimental Group = 28 Control Group = 32

M SD M SD

Pre-test 9.79 3.3 8.82 2.87

Post-test 13.81 2.89 11.1 1.89

Questionnaire

As mentioned earlier, spelling errors are a common

phenomenon among EFL learners. Scholars continuously

work on developing tools to overcome this problem. LLM-

ChatGPT is an enforcement learning approach used in this

study to minimize spelling errors among EFL learners. The

study substantiates the effectiveness of this application, with

participants exhibiting positive sensitivity toward its use. To

gauge the learners’ attitude/perception toward using Chat-

GPT in reducing spelling errors, a questionnaire was dis-

tributed to the students in the experimental group (Table

3). The questionnaire contains 20 items considering the

UTAUT-1 model which is modified by Hassan et al. [33]. The

constructs include effort expectancy (1–5), performance ex-

pectancy (6–8), social influence (9–10), facilitating condi-

tions (11–16), and behavioral condition (16–20). These con-

structs are implicitly incorporated in an integrated mode. A

Likert scale is used to indicate the learners’ responses, with

the following codes:

1- Strongly Disagree, 2- Disagree, 3- Neutral, 4- Agree, and

5- Strongly Agree.
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Table 3. Questionnaire analysis of the experimental group.

N. Items 1 2 3 4 5 M SD

1 ChatGPT application is useful in Writing’s courses. 4

14%

5

17%

4

14%

13

46%

2

7%
4.19 0.765

2 ChatGPT applications help me reducing spelling errors. 1

4%

3

10%

4

14%

19

68%

1

4%
4.24 0.76

3 I can use ChatGPT application to enhancing other language skills. 1

4%

2

7%

8

28%

15

54%

4

14%
4.23 0.86

4
Using ChatGPT application increases the chance to score high

grades in writing.
1

4%

3

11%

3

11%

18

64%

3

11%
4.19 0.69

5 Using ChatGPT did not improve my performance in writing. 14

50%

3

11%

1

4%

8

28%

2

8%
2.50 1.19

6
The use of GTPchat application did not improve my academic

performance.
15

54%

4

14%

2

7%

5

18%

2

8%
2.48 1.17

7 I become skillful in using ChatGPT applications. 1

4%

2

8%

2

8%

19

68%

5

18%
4.45 0.912

8 Application of ChatGPT is easy to use. 3

11%

4

14%

1

11%

17

61%

3

11%
4.50 0.81

9
Teachers and senior students in my department encourage me to use

ChatGPT applications.
0 0 6

21%

17

61%

5

18%
4.09 0.83

10 ChatGPT application needs group work working together. 15

18%

7

25%

3

11%

1

4.%

2

8%
2.66 1.13

11 I have full control over using GPT applications 00 6

21%

7

25%

9

32%

6

21%
4.43 0.914

12 I had enough sources to use this application. 6

21%

7

25%

7

25%

4

14%

4

14%
3.72 0.92

13 I am aware of how to use ChatGPT to minimize spelling errors. 1

4%

4

14%

4

14%

14

50%

5

18%
4.46 0.82

14
The prerequisite of ChatGPT application is to be skillful in

computer skills
1

4%

1

4%

1

4%

17

61%

8

29%
4.37 0.85

15
I had difficulties in using ChatGPT application because it had

complicated tasks.
19

68%

3

11%

1

4%

4

14%

1

4%
3.26 1.09

16 ChatGPT application is harmonious with other aspects of learning 3

11%

3

11%

5

18%

12

43%

5

18%
3.22 1.11

17 Using ChatGPT application suits my learning style. 1

4%

1

4%

2

8%

10

36%

16

57%
3.17 1.13

18 It is a good idea to use ChatGPT to diminish spelling errors. 2

8%

2

8%

2

8%

5

18%

17

61%
4.44 0.76

19 Incorporating ChatGPT makes learning more interesting 1

4%
0 1

4%

5

18%

21

75%
4.39 0.910

20 For me, ChatGPT application is depressing. 21

75%

5

18%
0 1

4%

1

4%
2.49 1.15

Generally, the participants in the questionnaire show

a positive attitude toward using LLM-ChatGPT to improve

writing skills and minimize spelling errors. In items 1–5

related to effort expectancy’s construct, they strongly agree

that ChatGPT is useful and helps improve spelling skills

in particular and other language skills in general. In per-

formance expectancy construct (items 6–8), they felt that

ChatGPT application is easy. They became skillful in its ap-

plication and ready to use it in other academic activities. In

social influence construct (items 9–10), they strongly agreed

that their senior colleagues and teachers always encourage

them to use the application in academic activities. Regarding

the facilitating condition construct (items 11–16), they con-

firmed having control over using the application and having

the required resources to use it. In the construct of behav-

ioral condition (items 16–20), the participant felt that the

idea of using ChatGPT in learning is stunning and pleasant.

The positive attitude the participants showed in using this

application lays a foundation for generalizing its use in all

language learning skills.

4. Discussion

Concerning the first research question, “What is the

impact of using LLM-ChatGPT on minimizing spelling er-

rors? Is it more effective than the traditional way of teaching

spelling?” the study examines the impact of using LLM-

ChatGPT on minimizing spelling errors. The results indicate

that using LLM-ChatGPT has an effect on enhancing spelling

skills and reducing spelling errors. It also reveals a clear
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positive impact of using LLM_GPT on improving spelling

skills because it provides learners with automated feedback,

spelling assistance, and opportunities for regular practice

compared to the traditional way of teaching spelling.

This finding aligns with the work of Radford et al. [10],

who introduced the TLM model and demonstrated its ef-

fectiveness in helping language learners with tasks such as

answering questions and natural language inference. Simi-

larly, Brown et al. [11] in their GPT-3 model highlighted its

success in tasks such as translation and summarization. The

study also aligns with the BERT language model of Delvin

et al. [12] who go beyond surface language structure to deep

language structure. The study also aligns with the XLNet

model of Yang et al. [13] in writing a research paper.

In addition, the study supports the NLP model of Le-

Cun et al. [6], which enables computers to interpret text and

generate speech, facilitating virtual assistants such as Siri

and Alex. Finally, the study agrees with the idea of Living-

stone [4] who stresses that AI applications are particularly

effective in correcting second/foreign-language errors, em-

phasizing the role of high-quality multimedia programs in

fostering language learning.

The LLM-ChatGPT application, while demonstrating

its utility, also presents a potential downside associated with

misuse. Such misuse can lead to unfavorable academic out-

comes, notably the erosion of learners’ self-reliance and an

adverse impact on their critical thinking abilities. Qasem [29]

suggested that there should be control over using AI appli-

cations in general such as integrating them with academic

platforms and implying some restrictions to curtail the per-

centage of those misusing them. Oguz et al. [31] said that

ChatGPT has a promising future but it needs further im-

provement in its functions to suit learning language policy.

Regarding the second research question, “What is

the learners’ attitude/perception of using LLM-ChatGPT in

teaching spelling skills?” the result shows a positive attitude

toward implementing LLM-ChatGPT in learning writing and

reducing spelling errors. They affirmed that the application

was interesting and they utilized this software to enhance

their spelling skill. The result confirmed this perception and

is aligned with the studies mentioned above.

5. Conclusion

The study displays the effectiveness of using LLM-

ChatGPT on enhancing writing skills and reducing spelling

errors. The participants remember the spelling of words bet-

ter when using this software because it gives them automated

feedback, spelling assistance, and opportunities for regular

practice. Foreign/Second-language teachers may find value

in the outcomes of this study and choose to incorporate them

into their pedagogical strategies, leveraging the findings to

bolster the spelling proficiencies of their students. Before

that, students should get a university prerequisite course on

how to use AI tools in learning. That would pave the road

for them to incorporate these tools into the learning process.

Limitations

The study is not devoid of limitations, and these con-

straints could be addressed by researchers who share an in-

terest in this domain. Some of these are;

1- The study did not include the impact of using LLM-

ChatGPT to enhance autonomous learning. Therefore,

some researchers may tackle this issue in future research.

2- This research focused on a limited number of words fed

into the software. In further research, it is necessary to

investigate the effect of using this application to drill

students to correct the spelling errors in a whole text.

3- The instructors’ perception/attitude is not measured in

this study. Therefore, further studies are needed to inves-

tigate the perception of instructors on using LLM-GPT

chat to minimize spelling errors among EFL learners.
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