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ABSTRACT

This study investigates the ability of ESL instructors to differentiate between AI machine-generated and student-

generated translations and assesses their confidence in doing so. Twenty instructors evaluated 44 translations (22 student-

generated, 22 machine-generated), classifying each as either machine- or student-produced. In total, 434 valid responses

were analyzed using a Generalized Linear Mixed Model (GLMM) in R. The responses were coded as 0 (incorrect/unsure)

and 1 (correct) to determine whether instructors’ correct identification of machine-generated translations was statistically

significant. The results revealed a low identification rate, with instructors having only a 28% probability of correctly

distinguishing machine translations, which was significantly below the 50% expected by random chance. Despite this low

success rate, 90% of instructors expressed confidence in their ability to detect machine translation. The findings suggest a

gap between instructors’ perceived and actual abilities, indicating that reliance on instructors’ judgments may no longer

be sufficient for detecting machine translation use. Moreover, instructors may need to prioritize in-class assessments,

especially when the focus is on tapping into students’ raw abilities, while take-home assignments should incorporate

active post-editing to foster critical engagement with machine translation. These adjustments are crucial for maintaining

academic integrity, equipping students with the skills needed to navigate both human and machine-generated translations,

and preparing them for the evolving translation marketplace.
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1. Introduction

The integration of artificial intelligence (AI) with ma-

chine translation around 2014 led to the development of neu-

ral machine translation, which has significantly improved

the quality of machine-generated translations [1]. Neural ma-

chine translation utilizes deep neural networks, a form of

AI, to learn linguistic patterns from large corpora and pre-

dict translations. Neural machine translation functions as

a fully integrated system, autonomously acquiring seman-

tic meanings and translation knowledge directly from its

training data [1]. Since the transition to neural machine trans-

lation, translation quality has been steadily improving. For

instance, Hassan et al. [2] found that their Chinese-to-English

neural machine translation achieved human-level quality in

sentence-level translations. Similarly, Wang et al. [1] noted

that such translations more closely mimic human-like flu-

ency. Google Translate (GT) adopted neural machine trans-

lation in 2016, making its translations increasingly natural

and accurate [3].

As improvements in machine translation technology

have progressed, there has been an increasing reliance on

these tools by English as a second language (ESL) stu-

dents across various educational contexts and for diverse

purposes [4, 5]. Additionally, research shows that students fre-

quently use machine translation tools, even when instructed

not to do so [6, 7]. This raises important questions as to how

educators can navigate this evolving reality. AI-based ma-

chine translation is a relatively new and rapidly evolving

field, and its integration into ESL education remains a fertile

ground for research. A key issue is whether instructors can

effectively detect AI-based machine translations in ESL stu-

dents’ work. While several studies have assessed instructors’

ability to identify AI-generated writings in general [8–10], few

have focused specifically on instructors’ability to distinguish

between AI-generated and student-generated translations.

Although AI detector tools exist, they are not always

reliable as AI-based machine translation systems continue to

evolve and produce increasingly human-like outputs [11]. Re-

search has shown that AI detectors frequently yield false pos-

itives and negatives [12–14]. Furthermore, the general assump-

tion among instructors is that they can detect AI-generated

text, but what if they cannot? If instructors are unable to

detect AI content, this raises concerns about the validity of

current assessment methods. In such cases, integrating AI

tools into the classroom for guided instruction, rather than

banning their use, may be a more effective approach. Also,

a shift toward in-class assessments rather than take-home

assignments could help ensure that students’ language profi-

ciency is being accurately evaluated.

Given that GT is both the most widely used AI-based

machine translation tool among students [15] and the most

commonly researched platform [4], the current study focuses

on investigating instructors’ ability to distinguish between

machine-generated and student-generated translations using

GT as the primary tool for comparison. The present research

is guided by the following research questions: 1) Can ESL

instructors detect whether a translation has been generated by

a student or by a machine? 2) How confident are instructors

in their ability to differentiate between student-generated and

machine-generated translations?

2. Literature Review

2.1. Instructors’ Perceptions of Machine Trans-

lation Tools

Given that the objective of this study is to investigate

instructors’ ability to differentiate between machine and ESL

student translations, it is important to consider the existing

literature on instructors’ perceptions of and engagement with

machine translation tools in the context of second language

education, as well as their familiarity with these tools.

In terms of use and familiarity, the literature suggests

that a significant portion of instructors regularly use machine

translation tools for personal or teaching purposes, though

the frequency of use varies. Ata and Debreli [16] found that

26% of Turkish EFL instructors never used machine trans-

lation, and among those who did use the tools, a majority

(82.4%) usedmachine translation only a few times per month,

indicating limited engagement. In contrast, Jolley and Mai-

mone [17] reported higher usage rates among Spanish instruc-

tors, with 82.05% using free online machine translation tools

for personal or teaching purposes, though very few (7.69%)

assigned tasks requiring their students to use machine trans-

lation tools, and a majority of instructors (73%) had never

received formal machine translation-related training in the

past. Meanwhile, Liu et al. [18] highlighted that 53.4% of

instructors understood the machine translation mechanism,

and 60% could use it proficiently.
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When examining perceptions of machine translation

quality, studies suggested that instructors viewed machine

translation as particularly accurate for shorter segments of

text such as individual words, and less reliable for longer

segments [17]. Moreover, both Liu et al. [18] and Ata and De-

breli [16] reported higher instructor satisfaction with machine

translation when translating from English, as opposed to

translating into English (such as English to Turkish/Chinese

versus Turkish/Chinese to English), perhaps due to machine

translation systems being better equipped to decode English

source texts, given the larger amount of training data avail-

able in English.

As for ethical concerns, a consistent finding across the

studies was that ethicality largely depends on the context

in which machine translation is used. Ata and Debreli [16]

found that 70% of instructors believed that the ethicality

of machine translation depended on how it was used in as-

signments, a sentiment echoed by Jolley and Maimone [17],

with 82% of instructors agreeing that context determined

whether machine translation use constituted cheating. Mean-

while, Liu et al. [18] showed that 46% of instructors were

concerned about the ethical implications of using machine

translation in graded assignments, while 47% believed that

ethicality depended on the extent of modifications made to

the machine-translated text, with greater post-editing being

associated with higher ethical acceptability.

Despite these ethical concerns, there was broad agree-

ment that machine translation use in translation education

is unavoidable and should be embraced with appropriate

guidelines. Liu et al. [18] found that 80% of instructors sup-

ported integrating machine translation and post-editing skills

into translation curricula to prepare students for the evolv-

ing translation technology. While machine translation was

generally viewed as a valuable tool, instructors cautioned

against over-reliance, warning that it could hinder learning

if students use it solely to “spoon-feed” answers without

critical engagement.

In conclusion, the studies indicate a general consensus

among instructors that machine translation tools, while use-

ful, have limitations in terms of accuracy for longer texts

and are better suited for shorter segments or specific trans-

lation directions. This demonstrates that instructors are fa-

miliar with these tools and acknowledge their usefulness,

even though many have not received formal training in their

use. Instructors remain divided on the ethicality of machine

translation use, largely depending on how the tools are de-

ployed in academic contexts. However, there is broad recog-

nition by instructors that machine translation tools are in-

creasingly essential in translation education, as reflected by

the widespread agreement on the need to integrate these

technologies into curricula.

2.2. Students’ Perceptions of Machine Transla-

tion Tools

Students across multiple contexts exhibit a strong in-

clination towards using machine translation tools in their

translation tasks, particularly due to the ease and efficiency

with regard to using these tools. For example, over 60% of

Chinese students [18] and 69% of Turkish students [19] consis-

tently used machine translation for assignments, with many

even recommending its use. Almusharraf and Bailey [4] re-

ported that both Saudi and Korean students valued machine

translation for its availability and quick translation processes,

particularly for short segments. Additionally, nearly half of

the students in Liu et al. [18] preferred to post-edit the outputs

rather than use them directly. Similarly, Aslan [19] found that

students often used machine translation to verify their own

translations. Almusharraf and Bailey [4] also highlighted the

tool’s role in helping students with vocabulary acquisition

and language comprehension, especially for beginner and

intermediate learners.

Students generally perceive machine translation qual-

ity to be more reliable for shorter texts such as individual

words or sentences, but less accurate when it comes to longer

or more complex texts [18, 19]. While machine translation is

valued for its efficiency and convenience, students recognize

its limitations, particularly in handling advanced linguistic

structures, metaphors, and religious or literary texts [4, 18].

Despite these accuracy concerns, many students continue

to view machine translation as useful in supporting their

translation tasks, especially when they use it critically for

verification and when they post-edit [4, 18].

Students generally recognize the ethical considerations

surrounding machine translation use, with many believing

that the degree of post-editing influences whether or not

its use is ethical [18, 19]. Some students expressed the view

that as long as they actively improve machine translation

outputs and apply their own judgment, using machine trans-
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lation is acceptable [18]. However, there are concerns about

over-reliance, with students acknowledging that machine

translation should not be a substitute for critical thinking,

especially in educational contexts [4].

A common call for better integration of machine trans-

lation training into curricula was noted. Liu et al. [18] and

Aslan [19] highlighted the lack of formal machine transla-

tion training among students, advocating for its inclusion

in translation courses. Almusharraf and Bailey [4] echoed

this sentiment, suggesting that guided practice would help

students use machine translation more effectively without

becoming overly reliant on it.

2.3. Previous Empirical Studies on Instructors’

Ability to Detect Machine Translation Use

The present study aims to investigate instructors’ability

to distinguish between ESL student-generated translations

and those produced by GT. Since there has been substan-

tial improvement in GT quality after Google adopted neural

machine translation in 2016 [3], we review relevant studies

published after 2016. Studies directly comparing instructors’

detection of machine translation in students’ translations are

limited. Most existing research focuses on instructors’ detec-

tion of machine translation use in students’ writings rather

than in translations.

To the best of our knowledge, the Master’s Thesis by

Nygård [20] and the work of Innes [21] are the only studies

directly aligned with the present research, as they specifi-

cally examined instructors’ ability to distinguish between

student translations and those produced by a machine. In

Nygård’s [20] study, 18 Norwegian upper secondary school

teachers were tasked with identifying whether Norwegian-

English translations were produced by students or by ma-

chine translation tools such as GT and ChatGPT. The study

found that teachers correctly identified machine translations

53% of the time. Teachers struggled the most with identi-

fying translations made by ChatGPT (46% accuracy). The

qualitative data revealed that teachers often relied on fea-

tures such as organization, grammar, and idiomaticity when

making correct judgments, but were misled by word choice

and register, leading to incorrect assessments.

Innes [21] provides another direct comparison of trans-

lations by students and machine translation systems. In this

study, 17 native English teachers were asked to distinguish

between human translations and machine translations of

Japanese news stories. Teachers were able to correctly iden-

tify the machine translations 74.04% of the time. The study

highlighted linguistic features such as passive voice and inap-

propriate pronoun use as markers of machine translation use.

The overall conclusion was that increasing sophistication in

machine translation could make detection more challenging

in the future.

Maimone and Jolley [22] explored a similar area but with

a focus on detecting machine translations within student-

written texts rather than students’ translations. In their study,

26 intermediate-level Spanish learners produced texts, ei-

ther with or without the aid of GT. Thirty-one college in-

structors of Spanish were then tasked with distinguishing

between machine-assisted and non-machine writing samples

produced by the Spanish learners. The results showed that in-

structors could accurately distinguish machine-assisted texts

73% of the time, with higher accuracy in terms of identify-

ing non-machine writing (82.76%) compared with machine-

assisted writing (63%). Notably, the instructors relied on

vocabulary and grammatical structures that they deemed be-

yond the typical level of L2 learners in detecting machine

translation use in students’ writings.

Similarly, Stapleton and Leung Ka Kin [23] compared

instructors’ evaluations of machine translations and students’

writings in the Chinese-to-English context. The study in-

volved collecting 26 English and 22 Chinese compositions

from 6 primary students in Hong Kong. The Chinese compo-

sitions were translated into English using GT and then eval-

uated alongside the original English compositions. The in-

structors often rated the GT output higher than the students’s

generated compositions, with only two out of twelve instruc-

tors suspecting that machine translation had been used. The

preference by teachers with regard to the GT versions might

be explained by the fact that the participants are primary-

level students who are writing in their L2.

In terms of assessing the ability of educators to dif-

ferentiate between AI-generated and human-written texts,

particularly when the task involves writing on a specific

topic rather than translating into a specific language, the lit-

erature indicates notable challenges in detecting AI use. For

instance, Hostetter et al. [10] demonstrated that both college

students and faculty struggled to detect AI-generated writing,

with detection rates no better than chance. Similarly, Avila-
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Chauvet and Mejía [8] found that both teachers and students

were unable to reliably identify the origin of written texts.

Waltzer et al. [24] further noted that as the quality of student-

written texts improves, it becomes increasingly difficult to

distinguish them fromAI-generated writings.

To sum up, it seems that the current literature suggests

that when students write in or translate into their L2, in-

structors are generally more successful at detecting machine

translation use. This is likely due to the fact that producing

language in the L2 tends to result in non-native-like errors,

which are more easily distinguishable from machine transla-

tions, as machine translation models do not typically make

such mistakes. Features such as vocabulary and grammatical

structures that are beyond the typical level of L2 learners also

make it easier for instructors to detect machine translation

use [21, 22]. In contrast, the present study explores instruc-

tors’ ability to detect machine use in L2 to L1 translation,

where participants produce writings in their native language,

providing a different challenge for instructors. In addition,

most of the reviewed studies compare machine translations

to students’ writings, not to their translations. This is typi-

cally done by having one group of students write in their L1

and another group write on the same topic in their L2. Re-

searchers then translate the L1 version into L2 using machine

translation and compare it to the L2 version produced by the

students. Conversely, the current study asks participants to

translate an L2 text into their L1 and then uses machine trans-

lation to translate the same L2 text into L1. Instructors are

then tasked with detecting machine use in the L1 translations.

3. Methodology

3.1. Participants

The study involved 22 university professors. Theywere

asked to evaluate translations and determine whether each

one was student-generated or machine-generated. This group

comprised 12 females and 10 males, with 15 holding PhDs

and 7 holding master’s degrees, all in language-related fields.

Each instructor had at least six years of teaching experience

in ESL education. However, 69% of the instructors indicated

that they had never received any prior training in machine

translation.

Additionally, the translations assessed by the instruc-

tors were produced by 20 university students enrolled in a

final-year translation project course. These participants, 16

males and 4 females, were majoring in English and Transla-

tion at a Saudi university. Their ages ranged from 22 to 25

years. The students were selected through convenient sam-

pling, as they were the available students registered for the

translation project class in that semester. Students enrolled in

this advanced course had already completed essential intro-

ductory courses in translation and related language subjects.

This background ensured they had a solid understanding of

both the source and target languages.

3.2. Materials

The materials for this study consisted of 22 human-

translated sentences from 20 different students. These trans-

lations originated from in-class assignments where students

were required to translate entire paragraphs from English to

Arabic. These paragraphs varied in their features.

For instance, one of the texts, titled “Chinese Immi-

grants during the Industrial Era,” begins with: “During the

industrial era, immigrants from various parts ofAsia and East-

ern and Southern Europe came to the U.S. in even greater

numbers than those fromWestern Europe.” This text is histor-

ical and informational, characterized by descriptive language

and a chronological structure.

Another text narrates the story of Scott Douglas, an in-

dividual who struggled with addiction. It begins with: “Two

years ago, Scott Douglas died of a heroin overdose. Why,

then, is his father, who is a persistent opponent of drugs,

calling for all drugs to be legalised?” This text adopts a

conversational and argumentative style, incorporating per-

suasive language and rhetorical questions.

In addition to the translations produced by the stu-

dents, the same sentences were translated using GT, creating

a dataset of 44 translations: 22 human-generated and 22

machine-generated. Therefore, each instructor-participant

made 44 translation judgments, resulting in a total of 968

possible responses.

3.3. Procedure

To facilitate translation evaluations, the materials were

divided into three separate Google Forms. This approach

helped minimize fatigue among the instructor participants.

The forms were distributed electronically, allowing the in-
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structors to complete them at their own pace. After submit-

ting one form, an instructor would receive the next, continu-

ing until all three forms were completed. To prevent order

effects from influencing the instructors’ judgments, the se-

quence of the forms and the order of translations within each

form—human versus machine—were randomized. After the

instructors read the translations, they were presented with

this question:

Which of the following is true:

a) The first translation seems like it’s machine-

generated;

b) The second translation seems like it’s machine-

generated;

c) Not sure.

Upon completion of the evaluation forms and to assess

the instructors’ self-perceived confidence in distinguishing

between machine-generated and student-generated transla-

tions, they were asked a follow-up question. The question

read:

In general, when reading translated sentences from En-

glish to Arabic, how confident are you that you can usually

tell whether it was translated by a machine or by a student?

a) I think I can usually tell the difference;

b) I think I usually cannot tell the difference;

c) I am unsure about my ability to tell the difference.

4. Results

Participants had the option to respond to or skip any

trial. Therefore, out of 968 possible trials, 434 responses

were recorded. Of these, 32% were correct identifications of

machine translation, 44% were incorrect identifications, and

25% indicated being unsure (see Figure 1). The responses

were then coded as 0 (unsure/incorrect) and 1 (correct) to

test whether the proportion of correct identifications was

statistically significant. The analysis was conducted using a

Generalized Linear Mixed Model (GLMM) in R, employing

the glmer function from the lme4 package with a binomial

family. This statistical method was chosen to account for the

random effects associated with the repeated measures from

individual instructors.

As Table 1 shows, the estimated intercept was -0.948,

with a standard error of 0.229. The negative value of the inter-

cept suggests that, on average, instructors were significantly

less likely than not to correctly identify machine translations

(z = −4.127, p < 0.001). Converting the log-odds of −0.948

to a probability using the exp function indicates that instruc-

tors, on average, have a 28% chance of correctly identifying

machine translations, which is significantly below the 50%

expected as a result of random guessing.

Figure 1. Number and percentage of each identification type.

On the question of what instructors think of their ability

to detect machine translations compared with human transla-

tions, 20 instructors responded to the question (see Figure

2). Of these, 18 (90%) believed that they can usually tell the

difference, and only 2 (10%) were unsure about their ability

to tell the difference.

Figure 2. Percentage of Perceived Ability vs. Actual Performance.

5. Discussion

The goal of this research was to evaluate the ability of

ESL instructors to accurately distinguish between AI-based

machine-generated and student-generated translations. Addi-

tionally, it aimed to determine how confident instructors were

in their ability to make such distinctions. This inquiry was

guided by two research questions: 1) Can ESL instructors

accurately detect whether a translation has been generated by

a student or by a machine? and 2) How confident are instruc-

tors in their ability to differentiate between student-generated
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Table 1. Model Estimates.

Term Estimate Standard Error z-Value p

Machine −0.948 0.229 −4.127 < 0.001*

*p < 0.001 indicates statistical significance, meaning the accuracy rate of identifying machine translations was significantly lower than would be expected by random chance

(50%).

and machine-generated translations?

The findings indicated that instructors generally strug-

gled when it came to accurately identifying machine-

generated translations, with a success rate significantly below

the 50% expected by random chance. Specifically, instruc-

tors were able to correctly identify machine translations in

only 32% of cases, with a 28% probability of accurate identi-

fication. This shows a substantial difficulty in distinguishing

between the two types of translation. Despite their low suc-

cess rate, the majority of instructors (90%) reported a high

level of confidence in their ability to discern the difference

between machine-generated and human-generated transla-

tions.

Instructor participants in previous studies demonstrated

higher accuracy rates in detecting machine translations. For

example, Innes [21] reported an identification rate of 74%,

and Nygård [20] reported a slightly lower but still relatively

high rate of 53%. Although these findings may initially ap-

pear to contrast with those of the current study, they actually

reinforce a broader understanding of machine translation.

In the current study, students translated from L2 to L1,

meaning that the final output was in their native language.

In contrast, both Innes [21] and Nygård [20] had participants

translate into their L2. Since machine translation systems

often produce outputs with human-like fluency [1], it is easier

to detect machine use when comparing it to students’ L2

writing than when comparing it to their L1 writing. Machine-

generated translations are less prone to the types of non-

native errors that instructors typically rely on for detection

in students’ L2 writings. In fact, when students wrote in

their L2, instructors in Stapleton and Leung Ka Kin [23] rated

machine-generated texts higher than student-generated ones.

Therefore, it is expected that the success rate in identify-

ing machine translation tools will be lower when the task

involves students writing in their L1.

Another explanation lies in the length of the transla-

tion segments. In addition to having participants translate

from L1 to L2, in Innes [21] and Nygård [20], the segments

were paragraph-length, whereas in the current study, stu-

dents translated shorter segments of only two to three sen-

tences. Previous research suggests that machine translation

errors become more apparent with longer contexts, as longer

segments provide more opportunities for errors in terms of

cohesion and coherence to appear. For instance, Hassan

et al. [2] found that machine translation could achieve near-

human quality at the sentence level. However, Läubli et

al. [25] attempted to replicate Hassan et al.’s findings with

larger segments and discovered that human translations were

rated more favorably than machine translations. These re-

sults were attributed to machine translation difficulties in

maintaining textual cohesion and coherence across longer

segments [25]. Consequently, instructors may find it easier

to distinguish L2-L1 machine translations from human ones

when dealing with longer passages.

The current study revealed that most instructors

were unable to accurately differentiate between machine-

generated and student translations despite their confidence in

doing so. This aligns with the results ofWaltzer et al. [24], who

found that instructors’ confidence in detecting AI-generated

texts was such a poor indicator of actual performance that it

was essentially useless. This might highlight a gap in instruc-

tors’ awareness of the advancements in machine translation

quality, suggesting that machine translation is improving at

a rate that surpasses teachers’ expectations. Indeed, previ-

ous studies have suggested that machine translation systems

are nearing human-professional parity [2, 26], so if machine

translation is arguably becoming indistinguishable from pro-

fessional translators, it will easily catch up to the students’

level.

The discrepancy between perception and actual per-

formance raises questions about how such tools should be

integrated into translation education. Reliance on instruc-

tors’ judgments to detect machine translation use might not

be a reliable means of addressing these ethical concerns,

further supporting the argument advocated by Liu et al. [18]

that machine translation and post-editing skills should be

formally integrated into translation curricula. Instructors

have traditionally relied on various observable indicators to
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distinguish machine translation outputs from L2 learner writ-

ing. Early studies, such as that of Anderson [27], identified

frequent machine translation errors, including homograph

confusion, mistranslated prepositions, untranslated words,

and improper verb tenses. Similarly, Luton [28] noted that

machine translation systems struggled with idiomatic ex-

pressions, translating proper nouns incorrectly, and leaving

some words untranslated. Steding [29] categorized machine

translation errors into four main areas: spelling, vocabulary,

grammar, and style, highlighting mistakes such as untrans-

lated words and unexpected lexical choices. Correa [30] syn-

thesized a list of common machine translation errors from

earlier research, including literal translations, grammatical

inaccuracies, awkward phrasing, and the inability to han-

dle idioms or cultural references. More recently, Innes [21]

found that raters could identify machine translation use by

noticing issues such as improper use of passive voice and

prepositional errors.

However, as machine translation systems continue to

advance, these once-reliable indicators are becoming out-

dated. In fact, as Maimone and Jolley [22] and Ducar and

Schocket [6] suggested, current machine translation can some-

times be identified not by its flaws, but by how too advanced

the writing appears to be compared to what is typically ex-

pected from student writing. The level of sophistication in

machine translation outputs can exceed learners’ assumed

capabilities, raising suspicion when the text seems beyond

the student’s proficiency level. Ducar and Schocket [6] iden-

tified several indicators of machine translation use, such as

excessive use of sophisticated vocabulary, correct usage of

complex structures, the absence of common learner errors

such as prepositional mistakes, and producing verb tenses

that have not yet been studied. Along these lines, Yamada [11]

further suggested that it is now harder to recognize the subtle

errors in the fluent-sounding outputs of machine translation

systems. This shift challenges traditional detection meth-

ods and highlights the growing complexity of distinguishing

human from machine translations.

The low success rate of 32% in identifying machine

translations raises concerns about the reliability of take-home

translation assignments, where students may use machine

translation without detection. This finding necessitates a

rethinking of traditional assessment methods with regard to

translation, with the need for a greater emphasis on in-class

assessments that limit students’ access to machine transla-

tion tools. Furthermore, since research suggests that students

are likely to use machine translation even when explicitly

instructed not to do so [6], take-home assignments should be

designed to integrate machine translation effectively, such as

by requiring students to post-edit such translations. Despite

this, very few instructors (7.69%) assign tasks requiring stu-

dents to use machine translation tools [17], underscoring the

need to promote active engagement with these technologies.

Such integration allows students to learn to critically engage

with and refine machine-generated texts rather than blindly

relying on them.

6. Conclusion and Pedagogical Rec-

ommendations

This study sought to evaluate ESL instructors’ ability

to accurately distinguish between machine-generated and

student-generated translations and to gauge their confidence

in doing so. The findings suggest that instructors struggled

to accurately identify machine translations, with a success

rate significantly lower than expected by chance. Despite

this, instructors expressed high confidence in their ability to

discern between the two, highlighting a disconnect between

their perceived and actual performance. This discrepancy

points to the growing sophistication of machine translation

systems, which are increasingly achieving human-like flu-

ency, making it difficult to detect machine translation use

based on traditional indicators.

The implications of these findings are important for

translation education. Relying solely on instructors’ judg-

ment to detect machine translation use may no longer be

an effective strategy. Additionally, instructors should not

attempt to ban machine translation tools entirely, as students

are increasingly relying on them and are likely to use them re-

gardless of restrictions [6]. Instead, there is a need to formally

integrate machine translation and post-editing skills into the

curriculum, ensuring that both students and instructors are

equipped to navigate this evolving landscape. Specifically,

instructors can implement dedicated machine translation ses-

sions that teach students how to assess and refine machine

translations. Instructors should display samples of machine-

generated translations in class, guiding students in refining

the output collaboratively. This approach allows instructors
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to highlight shortcomings of machine translation, such as

literal translations, incorrect collocations, and a lack of con-

textual awareness. Additionally, instructors can integrate

comparative analysis exercises, where students compare hu-

man and machine translations, discuss errors, and reflect on

the role of post-editing in professional translation settings.

From an assessment perspective, traditional take-home

translation assignments, where students may have unre-

stricted access to machine translation tools, may no longer

serve as effective assessment methods. To address this, ed-

ucators should consider incorporating in-class assessments,

where students translate short passages without machine as-

sistance, allowing instructors to assess their raw translation

abilities. Also, take-home tasks should focus on post-editing

machine translations which foster critical engagement with

the tools rather than passive reliance on them. As machine

translation continues to advance, adapting teaching practices

and assessment strategies will be crucial for maintaining aca-

demic integrity and ensuring that students develop the skills

necessary to navigate both human and machine-generated

translations.

7. Limitations and Future Research

One limitation of the current study is the use of con-

venience sampling, as the participants were drawn from a

pool of instructors and students who work and study at the

same university as the researcher, potentially leading to a

sample with shared characteristics. Future research should

consider recruiting a broader and more diverse sample to

achieve more generalizable findings.

Additionally, previous studies, such as those of

Innes [21] and Nygård [20], examined L1 to L2 translation

and reported high success rates in teachers’ identification

of machine-generated translations. In contrast, the current

study found lower identification rates in the L2 to L1 direc-

tion, suggesting that translation into one’s native language

presents distinct challenges for detection. More research

is needed to explore this L2 to L1 direction further and to

verify whether the findings of this study are consistent across

different language pairs and contexts.

Another limitation relates to the length of the transla-

tion segments. Participants in this study translated relatively

short texts (two to three sentences). Previous research sug-

gests that machine translation errors become more evident

in longer segments, where issues of cohesion and coherence

arise. Future studies should investigate how instructors per-

form with longer passages, particularly when students are

translating into their dominant language (L2 to L1). Fur-

thermore, the study did not analyze the specific linguistic

markers that may have misled instructors when classifying

translations. Exploring why instructors misidentify transla-

tions—such as particular lexical, syntactic, or stylistic fea-

tures that contribute to misclassification—could strengthen

future analyses.

Moreover, instructors’ familiarity with machine trans-

lation tools was not deeply explored in this study, leaving

it unclear whether prior experience enhances detection ac-

curacy. Future research should examine whether instructors

with greater exposure to MT systems perform better in dis-

tinguishing human from machine translations.

Finally, since the majority of instructors in the current

study (69%) had not received formal machine translation-

related training, it could be beneficial to explore whether

more experienced and trained instructors would perform dif-

ferently. Factors such as prior training or experience with

machine translation are fertile ground for investigating the

ability to detect machine translation.
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