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ABSTRACT

Deaf and hard-of-hearing individuals communicate with signs such as hand signals, gestures, facial expressions,

and body movements. This medium of communication is called sign language, which is a non-verbal, visual means of

communication. However, some non-deaf and non-hard-of-hearing individuals do not understand sign language; those

who understand it use it to communicate with deaf and hard-of-hearing individuals. Some active users of social media are

deaf and hard-of-hearing individuals; therefore, it is necessary to develop technological tools that will guarantee effective

communication between deaf & hard-of-hearing individuals and non-deaf & non-hard-of-hearing individuals, especially

across various social media platforms. Sentiment analysis of sign language is one such technological tool that helps to

communicate the polarity expressed in sign language. Amultimodal approach to sentiment analysis of sign language is

the focus of this study, which uses a multimodal sign language dataset to train two Deep Learning models. The dataset

consists of video clips of sentence-level sign language and textual equivalents. The dataset trains a deep convolutional

neural network model called VGG16 for visual modality. The other Deep Learning model, which the dataset trains, is

Bidirectional Encoder Representation from Transformer, BERT for textual modality. The results of the performance metrics

showed that the multimodal approach performed better than the single-modality text-based approach.
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1. Introduction

Sentiment analysis identifies the polarity (positive, neu-

tral, or negative) or emotional states (anger, sadness, happi-

ness, disgust, fear, surprise, etc.) expressed in written text,

spoken words, or visual expressions. While written text and

spoken words are typically in a specific natural language,

visual expression, especially in sign language, is a medium

of communication exclusively used by the deaf and hard-

of-hearing individuals, relying on hand gestures and facial

expressions.

Deaf and hard-of-hearing individuals are integral to

our society. According to the World Health Organization

(WHO), they constitute about 5 percent of the world pop-

ulation [1]. Therefore, developing automated tools that will

help in communication between the deaf & hard-of-hearing

individuals and non-deaf & non-hard-of-hearing individuals

has become very necessary [2].

Like various natural language processing tasks, var-

ious automated tasks can be performed in sign language.

These include sign language recognition [3], sign language

translation [4], and sign language sentiment analysis/emotion

recognition [5].

Gloss in sign language is the basic unit of sign language

information. Therefore, complete words will be composed

of several glosses [6]. A task involving a single gloss in a sign

language presentation video is called Isolated Sign Language

Recognition (ISLR), whereas Continuous Sign Language

Recognition (CSLR) involves multiple glosses in a sign lan-

guage presentation video [6]. To facilitate communication

between signers and non-signers, sign language must be con-

verted into an equivalent natural language. Sign language

recognition transforms sign language into the textual modal-

ity of the equivalent natural language, while sign language

translation converts it into the audio or text modalities, and

vice versa [5, 7].

After converting sign language into its natural language

equivalent in either textual or audio form, non-signers can

understand what signers are communicating. However, rec-

ognizing the sentiment of sign language is another essential

task. Most studies have recognized sentiment or emotion in

sign language primarily through facial expressions [8]. More-

over, adopting a multimodal approach to sentiment under-

standing, which considers both the recognized sign language

(text) and visual expressions (facial expressions), is a more

effective approach to sentiment understanding because senti-

ment information is available in both modalities.

The significant contributions of this study are twofold;

firstly, this study transforms an existing sentence-level sign

language translation and recognition dataset, created by

Elakkiya and Natarajan [9], into a multimodal sign language

sentiment recognition dataset, which includes both visual

and textual modalities. The transformation process involved

adding a new metadata, “Sentiment,” which was labeled and

used to perform multimodal sentence-level sentiment anal-

ysis of sign language. The video of the sign language was

used for the visual modality, while the “Sentences” metadata

was used for the textual modality. The class label of the new

sentence-level multimodal sign language dataset is the Sen-

timent metadata. Secondly, this study performs multimodal

sentiment analysis of sign language using textual and visual

modalities, which have not been done in previous studies.

1.1. Problems Statement

This study solves the following problems:

• Signers and non-signers are unable to communicate

Signers and non-signers are not able to communicate

with each other because they cannot understand each

other. As a result, non-signers need a human inter-

preter or an automated tool, which this study provides.

This will help to understand the thoughts, opinions,

and sentiments expressed by singers.

• Low-resourced sign languages

Sign language can be considered a low-resourced lan-

guage due to the unavailability of technological re-

sources for sign language. Therefore, developing tech-

nological tools for sentence-level sentiment analysis

of sign language is a step toward making it a high-

resourced language.

• Signer’s digital divide

Without technological tools like sentence-level senti-

ment analysis for sign language, signers are left be-

hind in global online communication, via different

social media platforms. However, the existence of a

sentiment analysis tool for sign language promotes

inclusion, as it enables signers to be easily understood

by non-signers, fostering better global communica-

tion.

• Information loss in other modalities
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Like natural languages, information in sentence-level

sign language can be embedded in multiple modalities.

Therefore, considering only one modality may result

in the loss of information present in other modalities.

• Sign language faces the danger of extinction

The absence of sentence-level sentiment analysis for

sign language discourages non-signers from learning

it, which can lead to sign language extinction due to a

declining number of learners. Therefore, if the num-

ber of people using sign language for communication

is declining, sign language faces the risk of extinction.

1.2. The Aim and Objectives of the Study

The study aims to perform a multimodal sentence-level

sentiment analysis of sign language with the following ob-

jectives:

• Download the sentence-level sign language dataset,

ISL-CSLTR, which was created for sign language

translation and recognition.

• Transform the dataset into a multimodal sentiment

analysis dataset by adding the metadata “Sentiment”

and using the natural language processing automated

tool, TextBlob, to label it and afterwards validate the

sentiment label manually.

• Use the modified sign language dataset to train and

validate two Deep Learning models, which are a deep

convolutional neural network model (VGG-16) for

the visual modality of the dataset and a BERT lan-

guage model for the textual modality of the dataset.

• Use a decision-level (feature-level) fusion technique

to combine the results of the training and validation

of the two models.

• Evaluate the performance of the training and valida-

tion using various performance metrics.

1.3. Significance of the Study

Based on the problem that this study solves, together

with its aim and objectives, the importance of this study

includes the following: bridges the communication gap be-

tween signers and non-signers; makes sign language a high-

resourced sign language [10]; signers inclusiveness [11]; effec-

tive sign language sentiment analysis through modality in-

clusion [5]; preservation of sign language from extinction [12].

2. Materials and Methods

2.1. Overview of Sign Language Studies

Globally, there are about 135 different sign languages,

each country or region having its own [5]. The available

sign languages include the following: American Sign Lan-

guage, Indian Sign Language, Chinese Sign Language, etc [3].

Each sign language has its own set of signs and gestures

for different alphabets, words, and sentences. The primary

components of sign language are hand gestures and facial

expressions [5].

Two classes of signals in sign language exist, which

are manual signals and non-manual signals. Manual signals

use hand shape, position, location, and movement, while

non-manual signals use other parts of the body, such as eye

gaze and movement, lip patterns, mouthing, body move-

ment, and orientation [5]. Furthermore, manual signals are

used for words, phrases, and sentences, while non-manual

signals are used to demonstrate grammatical and emotional

information [13]. Information that is provided by non-manual

signals helps to complement manual signals; this allows for

comprehensive and accurate messages in sign language [5, 14].

Manual and non-signals provide information, which are in

different modalities, therefore, the combined manual and

non-manual signals form a multimodal approach to sentence-

level sign language.

Different studies on sign language, as revealed in the

literature fall into three main categories, which are: sign lan-

guage recognition, sign language translation, and sign lan-

guage datasets [5]. Sign language recognition, as shown in Fig-

ure 1, can further be classified into hand gesture recognition,

facial recognition, and combined recognition. Sign language

recognition has been studied from four angles: background,

gesture, special hardware utilization, and continuity [5].

Figure 1. An Overview of Sign Language Studies.
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Sign language recognition and translation determine

the natural language equivalent of sign language in textual

and audio modalities, respectively, which have been exten-

sively researched [1, 15–17]. Furthermore, some datasets for

sign language recognition and translation are available [9, 18].

However, few studies have focused on understanding the

sentiments and emotions in sign languages [2]. This informs

the motivation for this study.

2.2. Sign Language Recognition

The sign language processing task that identifies the

textual equivalent of sign language at the word or sentence

level is called sign language recognition. It transforms a

piece of sign language into text [6]. The device used for the

sign language determines the approach that this sign lan-

guage processing task uses [3]. The approaches are the vision-

based approach, which uses images or videos that a video

camera captures, and the glove-based approach, which uses

data gloves, a special device that captures hand poses and

movements [3].

Different studies have used different approaches for

this task; some have used the vision-based approach, such

as Mariappan et al. (2019) and Kamal et al. (2017) [19, 20],

while others have used the data gloves approach, such as

Abhishek et al. (2016) and Xiao et al. (2019) [21, 22]. Data

gloves contain many sensors, and they are worn as hand

gloves on both hands. Though the data glove approach has

high speed and high precision advantages due to its large

number of sensors [23], it is expensive and may not be within

the reach of the average deaf individual [3]. Furthermore,

its complexity has made its usage limited, compared to the

vision-based approach [6].

Both the vision-based and data gloves approaches con-

sist of the following stages: image acquisition, image pre-

processing, feature extraction, sign classification, and sign

translation [3, 6, 19].

Different machine learning and Deep Learning models

have been used for sign language recognition, together with

sign language recognition datasets [20]. For example, SVM

has been used to recognize Chinese sign language alphabets

and isolated words [24], while CNNs have been used to recog-

nize Chinese sign language isolated words and continuous

sentences [25, 26]. Furthermore, Transformers, like Bidirec-

tional Encoder Representation from Transformer (BERT),

have been used for sign language recognition [6, 27].

Sign language recognition datasets are in different

forms, shapes, and sizes. These datasets can be used to rec-

ognize alphabets, words, or continuous sentences in different

sign languages. Some datasets are for alphabet recognition,

which are called fingerspelling datasets, such as the Ameri-

can fingerspelling dataset [28]. Other datasets combine signs

of single words and continuous sentences for specific coun-

tries, for example, the Danish sign language dataset by and

the German sign language dataset [29, 30]. All sign language

recognition datasets contain video clips of signers.

The challenges of sign language recognition are signer-

independent conditions, short length of videos, lack of con-

sideration for unseen sentences, multi-signer condition, in-

ability to recognize sign language outside the dataset, high

model complexity, and lack of online recognition [6].

2.3. Sign Language Translation

The transformation of sign language into either spoken

language or written text, or vice versa, or both is called sign

language translation task [5, 7]. It consists of the following

processes: mapping sign language to spoken language text,

mapping spoken language text to sign language, mapping

speech in each language to its equivalent sign language, and

mapping sign language to speech [7]. While sign language

recognition converts sign language to text, sign language

translation provides a broader task by converting sign lan-

guage to text or speech and vice versa. The use of neural

networks, generative models, and custom datasets is required

for sign language translation tasks [5].

However, sign language production has been used in

the literature as a task that involves mapping text or speech

in a natural language to sign language [31]. This means that

sign language production is part of sign language translation,

but sign language production is not part of sign language

recognition.

Different sign language translation systems have been

developed; they include the following: a mobile platform

that translates American Sign Language into speech [32], an

automatic speech/text-to-sign language system that first con-

verts speech to text and then translates the text to Arabian

sign language [33].
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2.4. Sign Language Sentiment Analysis/Emo-

tion Recognition

Facial expression features, like eye gaze, eyebrows,

eye blinks, and mouth movements, can be used to communi-

cate human emotions and sentiments. These facial expres-

sion features help to determine the emotion and sentiment

expressed in sign language [34]. Grammatical Facial Expres-

sions (GFEs) are a group of facial expressions, that sign

language uses to support grammatical construction and elim-

ination of sign ambiguity in sign language [35].

Deep Learning models have shown more superiority in

recognizing facial expressions and determining the emotions

or sentiments expressed by the singer than traditional ma-

chine learning—for example, multi-region ensemble CNNs,

CNN-Recurrent Neural Networks (CNN-RNN), and deep

CNN methods for learning from noisy labels, using facial ex-

pression recognition [8, 36, 37]. Similarly, this study has trained

VGG16, a deep CNN, for the visual modality of a sign lan-

guage dataset.

The facial expression recognitionmodel is a joint frame-

work, which consists of two models that are used for cap-

turing temporal appearance features from image sequence,

and for extracting temporal geometry features from facial

landmark points [38].

A comprehensive survey of facial attribute analysis re-

vealed two Deep Learning-based issues that are related to

facial attributes: Facial Attribute Estimation (FAE) and Fa-

cial Attribute Manipulation (FAM) [39]. The Facial Attribute

Estimation (FAE) was used to verify if a particular facial

attribute is present in an image, while FacialAttribute Manip-

ulation (FAM) was used to synthesize or remove a particular

facial attribute.

Furthermore, Kinect has been used to propose an emo-

tion recognition system, which uses a 3D point cloud to

remove non-facial points and surface curvature features to

recognize three types of emotions [40]. When tested with a

support vector machine, it achieved an accuracy of 77.4%,

with about 707 image segments.

2.5. Multimodal Approach to Sign Language

Sentiment Understanding

A multimodal approach can be used to enhance the

understanding of sentiment and emotion expressed in sign

language. This involves a combination of manual and non-

manual signals [33]. However, few studies have considered

the multimodal approach to sentiment understanding in sign

language [14]; they include the following:

• Hidden Markov Model (HMM) was used to develop

a multimodal system that simultaneously recognizes

hand gestures and head movements [41].

• Hierarchical Conditional Random Fields (H-CRF)

and Support Vector Machines (SVM) were used as

a framework to identify hand gestures and facial ex-

pressions [42].

• Three cameras were used to capture different orienta-

tions for a multimodal framework [43].

• Global hand locations/motions and local hand ges-

ture details with a Hierarchical Attention Network

and Latent Space (LS-HAN) were used for a multi-

modal framework of continuous sign language recog-

nition [44].

• Manual and non-manual signs were used to combine

a sequential belief network for sign language recogni-

tion [45].

• A combination of facial expressions captured by

Kinect and hand gestures captured by Leap Motion

with a public dataset of Indian sign language was used

to train HMM and Bayesian classification [35].

Accurate sign language recognition requires a multi-

modal approach that combines facial recognition with hand

gesture recognition. Similarly, accurate emotion and sen-

timent recognition in sign language require a multimodal

approach that combines the visual components of sign lan-

guage with the recognized textual equivalent for sentiment

understanding.

Based on evidence from the reviewed literature, we did

not see any study that combined the videos of sign language

and the equivalent text to conduct multimodal sentiment

analysis of sign language; this is where this study advances

previous research.

2.6. Methods

The methods used for the multimodal sentence-level

sentiment analysis of sign language include the following:

a method for accessing and modifying the ISL-CSLTR: In-

dian Sign Language Dataset for Continuous Sign Language

Translation and Recognition dataset, from a sign language
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recognition and translation dataset to multimodal sign lan-

guage sentiment recognition dataset. Another method used

in this study is the method for the integration/fusion of the

different modalities of the dataset.

2.6.1. Dataset Description

The ISL-CSLTR dataset was created for Indian sign

language translation and recognition tasks, which is avail-

able in Mendeley public repository [13]. However, as part of

the contribution of this study, we modified the dataset so

that it could be used for multimodal sentiment analysis. The

modification of the dataset involved adding metadata, Senti-

ment, which was annotated and labeled using an automated

tool, TextBlob, together with the text of each sentence-level

sign language provided in the Sentences metadata of the

dataset. The annotation and labeling of the Sentiment meta-

data helped to determine the sentiment of each sentence-level

sign language video clip of the ISL-CSLTR dataset; this was

done manually with the help of two signers. To reduce bias

and errors from the labelling of the automated tool, TextBlob,

manual validation of the labelling of the TextBlob was done.

This validation involves two human annotators, who inde-

pendently determined the sentiment of the recognized text.

The final validated sentiment was obtained using the tech-

nique of majority voting of the labels of TextBlob and the

two independent annotators. The modified CSV file of the

dataset, which was used for training, has the following meta-

data/attributes: SN, Sentences, Filename, and Sentiment.

The description of each of these metadata of the dataset are

as follows: SN is the serial number for each of the instances

of sentence level sign language dataset, Sentences is the text

equivalent of the sentence level sign language, Filename is

the name of the MP4 video clip for the sentence level sign

language, and Sentiment is the combined sentiment polarity

of the text and video of the sentence-level sign language

dataset. Initially, this CSV file contains a total of 492 in-

stances of data; however, after all the sentence-level sign

language video clips were downloaded, the frames/images

of the sign language video clips generated from the sign lan-

guage video clips using the Python library, CV2, the dataset

was expanded to 4,193 instances of data. The distribution

of the sentiment polarities of the images/frames is shown in

Figure 2, which shows that the dataset is not biased, based

on the distribution of the dataset. This was used to train

visual and textual modalities. Part of the preprocessing task

done on the dataset before the training involved ensuring that

the relevant metadata like Sentiment and Sentences were not

blank.

Figure 2. Distribution of Images/Frames based on Sentiment Po-

larities.

2.6.2. Fusion Techniques

Fusion techniques describe how the different modali-

ties, such as textual and visual modalities, are combined.

Though there are different techniques for fusion, in this

study, we have used the late/decision-level feature tech-

nique. This is because of the simplicity and ease of use

of the late/decision-level fusion technique [46].

The late/decision-level fusion technique independently

extracts the features of each modality of the dataset, trains an

appropriate model for that modality, and combines the results

of the training of the different modalities to obtain the predic-

tion result. Figure 3 illustrates this fusion technique, which

is our proposed framework for multimodal sentence-level

sentiment analysis of sign language.

Figure 3. Late/Decision Level Fusion Technique.

2.7. Model Training and Validations

After pre-processing the dataset, it was split into train-

ing and validation sets in the ratio of 4:1. Afterwards, the

VGG-16 and BERT models were trained independently for

the visual and textual modalities, respectively. Deep Learn-

ing models were chosen over other traditional machine learn-

ing models based on high performance and ability to handle

large and unstructured datasets, like texts and images [47].
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The results of this independent training were combined using

the late/decision-level fusion technique. The method of av-

eraging was used in the late/decision level fusion technique

to combine the results of the independent training of the two

models.

2.8. Declaration of Generative AI and AI-

Assisted Technologies in the Writing Pro-

cess

During the preparation of this work, the author used

copy editing tools in ChatGPT and Grammarly to improve

language and readability. This was used in the following

manner: after writing the paper, different sections of the pa-

per were copied and used to ask ChatGPT to fix and correct

grammatical errors in the text. Similarly, Grammarly was

used for the same purpose of copy editing. After using these

tools, the author(s) reviewed and edited the content as needed

and took full responsibility for the content of the publication.

3. Results

The training and validation datasets were split in the

ratio of 4:1, respectively; after the training and validation

for the visual modality, the following performance metrics

were recorded for 50 epochs: Loss, Accuracy, Val_Loss, and

Val_Accuracy. Table 1, Table 2, and Table 3 show the re-

sults recorded for the visual modality, textual modality, and

multimodality, respectively. The result of the multimodality,

which was shown in Table 3, was obtained using the average

of the results for the visual and textual modalities. Further-

more, the visualization of the various performance metrics

results for visual, textual, and multimodality are shown in

Figure 4, Figure 5, and Figure 6, respectively.

Table 1. Results of the Performance Metrics for Visual Modality.

Visual Modality

Epoch Loss Accuracy Val_Loss Val_Accuracy

1 0.0987 0.9645 0.0094 0.9976

2 0.0887 0.9684 1.81E−02 0.994

n 0.0793 0.9711 1.05E−02 0.9988

4 7.66E−02 0.9758 1.54E−02 0.9964

5 6.46E−02 0.9773 1.39E−02 0.9964

6 1.06E−01 0.9651 2.92E−02 0.9869

7 1.58E−01 0.9359 3.37E−02 0.9952

8 1.25E−01 0.9463 1.45E−02 0.9988

9 1.10E−01 0.9648 2.36E−02 0.994

10 1.38E−01 0.9439 7.90E−03 0.9988

11 1.38E−01 0.9377 1.16E−02 0.9864

12 1.38E−01 0.9332 2.57E−02 0.9869

13 1.20E−01 0.9478 4.50E−03 1

14 1.33E−01 0.9392 9.40E−03 0.9976

15 1.53E−01 0.9231 8.30E−03 0.9988

16 1.44E−01 0.9323 4.10E−03 1

17 1.25E−01 0.9377 1.30E−02 0.9952

18 8.94E−02 0.9597 3.40E−03 0.9988

19 9.66E−02 0.9559 1.16E−02 0.9964

20 1.32E−01 0.9422 2.19E−02 0.994

21 1.29E−01 0.941 3.20E−03 0.9988

22 1.88E−01 0.9067 1.45E−02 0.9964

23 1.57E−01 0.9237 3.60E−03 1

24 1.44E−01 0.9281 6.34E−02 0.9702

25 1.43E−01 0.9275 3.67E−02 0.9869

26 1.28E−01 0.9359 3.10E−02 0.9928

27 1.35E−01 0.9317 4.50E−03 0.9988

28 1.53E−01 0.9293 7.89E−02 0.9702

29 1.31E−01 0.9317 1.48E−01 0.9559
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Table 1. Cont.

Visual Modality

Epoch Loss Accuracy Val_Loss Val_Accuracy

30 1.42E−01 0.9273 2.01E−02 0.9928

31 1.50E−01 0.9237 5.29E−01 0.8153

32 1.71E−01 0.9165 6.44E−02 0.9821

33 1.44E−01 0.9335 4.04E−02 0.9821

34 1.51E−01 0.9329 4.64E−02 0.9785

35 1.45E−01 0.9293 2.60E−02 0.9905

36 1.48E−01 0.9299 1.36E−01 0.9654

37 2.13E−01 0.9031 7.22E−02 0.9714

38 1.43E−01 0.9431 1.27E−02 0.9964

39 1.46E−01 0.935 3.61E−02 0.9833

40 1.47E−01 0.9383 4.10E−03 1

41 2.14E−01 0.9267 1.24E−01 0.9583

42 1.49E−01 0.946 1.03E−01 0.9619

43 1.41E−01 0.9475 5.44E−02 0.9833

44 1.31E−01 0.9547 1.85E−02 0.9952

45 1.30E−01 0.9499 5.22E−02 0.9809

46 1.38E−01 0.9502 1.92E−02 0.994

47 1.24E−01 0.9547 1.08E−01 0.969

48 1.28E−01 0.9547 5.96E−02 0.9821

49 1.50E−01 0.9487 2.36E−02 0.9905

50 1.22E−01 0.958 2.70E−03 0.9988

Average 0.134912 0.941624 0.044498 0.985056

Table 2. Results of the Performance Metrics for Textual Modality.

Textual Modality

Epoch Loss Accuracy Val_Loss Val_Accuracy

1 1.0655 04858 0.8574 0.6445

2 0.9537 05295 0.8869 0.6445

3 0.9443 0.528 0.8758 0.6445

4 0.9446 0.5278 0.8494 0.6445

5 0.9478 0.5249 0.8816 0.6445

6 0.9426 0.5295 0.8596 0.6445

7 0.9416 0.5297 0.8792 0.6445

8 0.9436 0.5297 0.8945 0.6445

9 0.9468 0.5297 0.8716 0.6445

10 0.9415 0.5306 0.8696 0.6445

11 0.9434 0.5295 0.8865 0.6445

12 0.9423 0.5302 0.8706 0.6445

13 0.9421 0.5297 0.8646 0.6445

14 0.9442 0 5304 0.8515 0.6445

15 0.9433 0.5302 0.8741 0.6445

16 0.9424 05304 0.8873 0.6445

17 0.9409 0.5316 0.8827 0.6445

18 0.9432 0.5283 0.8675 0.6445

19 0.9412 0.5297 0.8612 0.6445

20 0.9403 0 5273 0.8545 0.6445

21 0.9417 0.5302 0.8602 0.6445

22 0.9412 0.5302 0.8546 0.6445

23 0.9412 0.5302 0.8634 0.6445

24 0.9426 0.5302 0.8837 0.6445
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Table 2. Cont.

Textual Modality

Epoch Loss Accuracy Val_Loss Val_Accuracy

25 0.9422 0.5302 0.8685 0.6445

26 0.941 0.5302 0.848 0.6445

27 0.9406 0.5304 0.8744 0.6445

28 0.9404 0.5304 0.8652 0.6445

29 0.9415 0.529 0.8616 0.6445

30 0.9415 0.5297 0.864 0.6445

31 0.9418 0.5304 0.8733 0.6445

32 0.9403 0 5304 0.8757 0.6445

33 0.9414 0.5304 0.8784 0.6445

34 0.9407 0.5304 0.8753 0.6445

35 0.9415 0 5304 0.8616 0.6445

36 0.9418 0.5295 0.8616 0.6445

37 0.9414 0.5304 0.8663 0.6445

38 0.94 0.5304 0.8628 0.6445

39 0.9404 0.5304 0.8643 0.6445

40 0.941 0.5304 0.8603 0.6445

41 0.9401 0.5302 0.8632 0.6445

42 0.941 0.5302 0.8642 0.6445

43 0.9422 0.5309 0.8533 0.6445

44 0.9404 0.5304 0.873 0.6445

45 0.9422 0.5304 0.8719 0.6445

46 0.9388 0.5304 0.8619 0.6445

47 0.9405 0.5299 0.8652 0.6445

48 0.9411 0.5304 0.863 0.6445

49 0.9392 0.5306 0.8557 0.6445

50 0.9398 0.5304 0.8733 0.6445

Average 0.944496 0.529002 0.86788 0.6445

Table 3. Results of the Performance Metrics for the Multimodality.

Multimodality (Visual and Textual)

Epoch Loss Accuracy Val_Loss Val_Accuracy

1 0.5821 0.72515 0.4334 0.82105

2 0.5212 0.74895 0.4525 0.81925

3 0.5118 0.74955 0.44315 0.82165

4 0.5106 0.7518 0.4324 0.82045

5 0.5062 0.7511 0.44775 0.82045

6 0.52405 0.7473 0.4444 0.8157

7 0.55 0.7328 0.45645 0.81985

8 0.5343 0.738 0.4545 0.82165

9 0.52835 0.74725 0.4476 0.81925

10 0.5396 0.73725 0.43875 0.82165

11 0.54055 0.7336 0.44905 0.81545

12 0.54005 0.7317 0.44815 0.8157

13 0.5309 0.73875 0.43455 0.82225

14 0.53875 0.7348 0.43045 0.82105

15 0.5479 0.72665 0.4412 0.82165

16 0.543 0.73135 0.4457 0.82225

17 0.5329 0.73465 0.44785 0.81985

18 0.5163 0.744 0.43545 0.82165

19 0.5189 0.7428 0.4364 0.82045
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Table 3. Cont.

Multimodality (Visual and Textual)

Epoch Loss Accuracy Val_Loss Val_Accuracy

201 0.53605 0.73475 0.4382 0.81925

21 0.53515 0.7356 0.4317 0.82165

22 0.56465 0.71845 0.43455 0.82045

23 0.54895 0.72695 0.4335 0.82225

24 0.54335 0.72915 0.47355 0.80735

25 0.5426 0.72885 0.4526 0.8157

26 0.5346 0.73305 0.4395 0.81865

27 0.5377 0.73105 0.43945 0.82165

28 0.5466 0.72985 0.47205 0.80735

29 0.536 0.73035 0.50485 0.8002

30 0.54155 0.7285 0.44205 0.81865

31 0.54575 0.72705 0.7009 0.7299

32 0.55565 0.72345 0.47005 0.8133

33 0.5428 0.73195 0.4594 0.8133

34 0.5457 0.73165 0.46085 0.8115

35 0.54335 0.72985 0.4438 0.8175

36 0.5449 0.7297 0.49885 0.80495

37 0.5774 0.71675 0.46925 0.80795

38 0.54145 0.73675 0.43775 0.82045

39 0.54335 0.7327 0.4502 0.8139

40 0.5438 0.73435 0.4322 0.82225

41 0.57705 0.72845 0.49355 0.8014

42 0.5449 0.7381 0.48335 0.8032

43 0.54145 0.7392 0.45385 0.8139

44 0.53585 0.74255 0.44575 0.81985

45 0.5362 0.74015 0.46205 0.8127

46 0.53855 0.7403 0.44055 0.81925

47 0.5323 0.7423 0.48645 0.80675

48 0.53435 0.74255 0.4613 0.8133

49 0.5447 0.73965 0.43965 0.8175

50 0.53105 0.7442 0.438 0.82165

Average 0.539704 0.735313 0.456189 0.814778

Figure 4. Visualization of the Results of the Performance Metrics

for Visual Modality.

4. Discussion

Though the values of all the performance metrics range

between 0 and 1, for optimal performance, the Loss and

Val_Loss performance metrics should be close to 0, while

Accuracy and Val_Accuracy performance metrics should be

close to 1. Based on the chosenmodels for the twomodalities,

Table 1 and Table 2 show the results for all the performance

metrics for the visual and textual modalities, respectively.

The results show that the averages of the performance met-

rics for the visual modality are better than the averages of the

performance metrics for the textual modality. Furthermore,

from Tables 2 and 3, the results for all the averages of the

performance metrics for the multimodality perform better

than the averages for the performance metrics of the textual

modality. These results show that visual-based sentence-

level sentiment analysis of sign language performs better

than text-based sentence-level sentiment analysis of sign

language. These results are the same as results obtained
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in similar studies, which show better performance metrics,

like F1 score and AUC score, for multimodal classification

studies than unimodal classification studies [48, 49]. Further-

more, multimodal sentence-level sentiment analysis of sign

language performs better than unimodal text-based sentence-

level sentiment analysis of sign language [34]. For the Bert-

forSequenceClassification pre-trained model, the confusion

matrix and classification report are shown below in Figures

7 and 8.

Figure 5. Visualization of the Results of the Performance Metrics

for Textual Modality.

Figure 6. Visualization of the Results of the Performance Metrics

for the Multimodality.

Figure 7. Confusion Matrix for the BertforSequenceClassification

Pre-Trained Model.

Figure 8. Classification Report for the BertforSequenceClassifica-

tion Pre-Trained Model.

5. Conclusions

This study conducted a multimodal, sentence-level sen-

timent analysis of sign language by modifying an existing

dataset and leveraging both visual and textual modalities.

Using the averaging technique in the late fusion method,

the study determined the predicted sentiments. The results

confirm that, although the visual modality outperforms the

textual modality individually, combining both in a multi-

modal approach yields better sentiment analysis than relying

on the textual modality alone. This outcome highlights that

sign language is inherently a visual means of communica-

tion, but integrating visual components with translated text

offers more accurate sentiment information than using the

translated text alone.
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