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ABSTRACT

In this research, we develop a new hybrid architecture that combines Retrieval-Augmented Generation (RAG) 
and LLMs (Large Language Models) in order to address the specific gaps in the domain question answering systems 
for the maritime port industry. Our approach mitigates the generic LLMs’ limitations concerning domain-specific 
queries through a combination of knowledge retrieval specific to the industry and adaptive modelling with implemented 
parameters. The overarching evaluation protocol designed for investigating the approach was both quantitative and 
qualitative by using expert judgement which showed marked improvement in justifiable gains across multi-dimensional 
stand-alone approaches regarding factual correctness, accuracy of use of maritime terms, and compliance with relevant 
policies. The hybrid system achieved 23% improvement in nDCG@5 scores alongside exceeding 90% accuracy in 
terminology used in maritime context, maintaining sub-second response times under typical operational loads. The 
domain experts we consulted in the study were particularly impressed by the balance the system struck between factual 
precision and contextual understanding of complex operational scenarios. Such improvement enables decision-makers 
for critical operational environments to greatly trust the system within their active contexts. This research demonstrates 
a practical methodology for balancing the adaptation of a domain to the computational algorithms of a system in 
specialised professional application domains that require high factual precision but allow for context interpretation.
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1. Introduction
The efficiency of port operations directly affects the 

health of national economies as well, serving as critical 
links in worldwide supply chains. Ports rely on the 
sophistication of modern information technology and AI to 
operate complex logistics systems, regulatory compliance, 
resource allocation, and resource optimisation. Recently, 
numerous industries have begun adopting AI applications, 
notably through powerful knowledge retrieval tools such 
as Large Language Models (LLMs) [1]. At the same time, 
implementing AI systems in certain domains, such as port 
operations, comes with certain unexplored challenges that 
more general models need to solve.

The maritime and port industry amass vast volumes 
of data, from vessel traffic and cargo documents to 
customs regulations, safety protocols, and environmental 
compliance records. Leveraging this data is challenging 
due to multi-jurisdictional regulatory frameworks, 
dense industry-specific jargon, and complex operational 
procedures [2]. Information systems focused on port 
operations lack adequately nuanced treatment of 
knowledge networks, resulting in insufficient decision 
guidance and support [3]. The development of usable 
decision-support systems for these industries requires 
tailored domain-specific mechanisms for knowledge 
representation and retrieval [4].

Recent developments in LLMs have shown to excel 
in natural language understanding and generation across 
general domains. Nevertheless, these models encounter 
severe challenges in specialised industry settings as they 
lack the proper contextualisation and tailoring required 
in their design [5]. Generic LLMs typically do not possess 
adequate domain depth for knowledge relevant to port 
operations, which makes them answer complex industry 
queries incorrectly or with a simplistic understanding [6]. 
Such limitations have been observed when dealing with 
technical issues involving maritime regulations, port 
infrastructure, or sophisticated operational procedures that 
need contextual frameworks which go beyond generic 
information [7].

The gap of LLMs in relation to adjusting to specialised 
domains has been tackled using various methodologies, 
ranging from fine-tuning to retrieval-augmented generation 
(RAG). Fine-tuning looks at a pre-trained language model 

to optimise it using domain-specific data, thus improving 
performance on those tasks [8]. This has been the case for 
other industries like rail design and manufacturing where 
specific terminologies and operational contexts diverge 
from general language patterns of the deployed LLM [9]. 
RAG systems, on the other hand, do not use optimisation. 
They pair the generative capabilities of LLMs with explicit 
retrieval mechanisms that reach out to external databases 
for knowledge to improve how accurate and factual the 
responses are [10].

Both fine-tuning and RAG methods have their own 
strengths when it comes to domain adaptation. Fine-tuning 
tailors the model to better comprehend the domain-specific 
language and its patterns, whereas RAG systems enable 
retrieving current data without needing to retrain the entire 
model [11]. Recent studies on knowledge representation in 
maritime domains have shown the usefulness of graph-
based knowledge structures to improve information 
retrieval in maritime settings [12]. These techniques enable 
problem solving by organising domain-specific knowledge 
so that responses to queries can be accurate and fitting to 
the context [13].

Along with these advancements, there is still very 
little work done on the use of these differing techniques 
together to create comprehensive question-answering 
systems for the port industry. The nature of port operations 
is complicated, and so demands systems that can decipher 
industry language, check current regulations, and answer 
operational questions accurately and contextually [14]. It 
has been proposed that integrated approaches that utilise 
differing strategies could outperform in specialised 
domains because single methodologies are less effective 
[15].While this research focuses on the maritime port 
industry, its core contributions are fundamentally aligned 
with computational linguistics. Our work addresses key 
challenges in domain-specific natural language processing, 
including specialized vocabulary acquisition, contextual 
understanding of technical terminology, and semantic 
representation of domain knowledge. The computational 
linguistics aspects of our approach include: (1) the 
development of maritime-specific embedding models that 
capture the unique semantic properties of port industry 
language, (2) novel techniques for query reformulation and 
expansion that handle domain-specific linguistic variations, 
and (3) innovative methods for aligning specialized 
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maritime terminology with general language understanding 
in large language models. These computational linguistics 
contributions extend beyond the port industry and offer 
insights applicable to specialized language processing 
across technical domains. By focusing on how language 
models comprehend and generate domain-specific content, 
our work contributes to the broader understanding of 
language adaptation mechanisms that are central to 
computational linguistics research.

The use of LLMs in industry has shown particular 
potential in business-to-business contexts and where a clear 
value chain and precise technical details are important [16]. 
Nevertheless, their efficacy is crucially dependent on the 
quality scope of the knowledge representations, retrieval 
mechanisms, and the underlying system [17]. Recent 
research in knowledge graph retrieval for LLMs emphasises 
the need for effective domain-tailored application indexing 
strategies and points to possibilities for port industry 
knowledge representation [18, 19].

Proprietary data protection complicates the develop-
ment of effective question-answering systems for indus-
trial use. Domain-specific research on question-answering 
systems has demonstrated the conflicting demands of fac-
tual accuracy and fluency prompt blending into LLM 
results [20, 21]. These issues are especially pertinent to port 
operations that must be sophisticated but accessible to 
a wide range of users, including regulators, shipping 
operators, and logistics providers [22, 23].

The present work seeks to resolve these issues by sug-
gesting a port industry specific question answering system 
using a combination of RAG with finetuning techniques. 
In the developed methodology, domain knowledge is 
incorporated through knowledge bases, whereas the 
generalisation abilities of the foundation models are 
preserved by adjusting some parameters through fine-
tuning. With the integration of these differing approaches, 
the system is able to respond accurately and contextually 
to a myriad of questions pertaining to the ports, from 
operational technical queries to regulatory compliance 
questions.While our application domain is maritime port 
operations, the computational methods developed in 
this work extend beyond domain-specific applications. 
The techniques for specialized vocabulary acquisition, 
contextual understanding of technical terminology, and 
semantic representation span multiple disciplines including 

natural language processing, knowledge representation, 
and AI system integration. For journals primarily focused 
on computational linguistics, we highlight that our work 
addresses fundamental questions about language adaptation 
and specialized information processing that are central 
to the field, using the maritime domain as a concrete but 
generalizable case study. The methodological innovations 
in query reformulation, embedding adaptation, and hybrid 
knowledge integration contribute to broader computational 
linguistics research on language model adaptation to 
specialized domains.

2. Methodology

2.1. System Architecture

The described architecture applies Retrieval-Augmented 

Generation (RAG) with fine-tuned LLMs to meet the port 

industry’s specialised informational requirements. The 

system has five major components as illustrated in Figure 

1: (1) a domain-specific knowledge base, (2) a retrieval 

engine, (3) an LLM with domain-specific tuning, (4) an 

integration module, and (5) a user interface layer. Querying 

on the systems proceeds through two channels that are later 

merged into comprehensive answers. In the retrieval channel, 

embedding models from the port domain are applied to 

recognise relevant terminology and regulatory citations 

in documents which are extracted from a knowledge base 

delineated by a port domain ontology. Concurrently, the fine-

tuning pathway utilizes a domain-adapted LLM that has 

undergone parameter-efficient fine-tuning via Low-Rank 

Adaptation (LoRA) using port industry data. The integration 

module implements a dynamic weighting mechanism that 

determines the optimal balance between retrieved information 

and model-generated content based on confidence scores 

and query characteristics. System requirements include 

response latency under 3 seconds, support for concurrent 

query processing up to 100 users, seamless knowledge 

base updates, and standard API interfaces for integration 

with existing port management systems. The architecture 

incorporates a feedback loop to continuously improve system 

performance through user interactions.
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2.2. Domain-Specific Knowledge Base Construction

The effectiveness of the hybrid question-answering 
system relies heavily on a comprehensive, well-structured 
knowledge base that captures the multifaceted nature 
of port operations. Our knowledge base construction 
methodology encompasses systematic data collection, 
domain-appropriate knowledge representation, an 
advanced document processing pipeline, and optimized 
indexing strategies tailored to the maritime domain.

Data collection focused on acquiring diverse, 
authoritative port industry sources including international 
maritime regulations, port authority operational guidelines, 
vessel traffic management protocols, cargo handling 
procedures, and customs documentation. We prioritized 
sources from recognized maritime authorities, major port 
operators, and industry associations to ensure content 
reliability. The corpus encompasses both structured 
data (e.g., vessel schedules, berth allocation tables) and 
unstructured text (e.g., regulatory documents, operational 
manuals, incident reports) to provide comprehensive 
domain coverage.

For knowledge representation, we developed a mari-
time-specific ontology which reflects the func-tionalities 
of ports interrelated within a hierarchy, build-ing upon 
the International Maritime Organization’s Harmonized 
Maritime Ontology Framework [24] and the International 
Association of Ports and Harbors Terminology Framework 
[25].This framework ontologically captures information 
along the primary dimensions of operational activities, 

legal systems, equipment, stakeholders, as well as spatial 
data. Each document is enhanced with metadata tags that 
can be dynamically retrieved with great accuracy based 
on custom specified criteria such as vessel, cargo, and 
jurisdiction type.

The port document processing pipeline shown in 
Figure 2 transforms raw port industry documents into 
retrieval-optimised representations through a se-quence 
of specialised processing stages. The figure ex-plains 
how documents undergo maritime terminology recog-
nition, which helps in identifying domain-specific terms 
and concepts. Subsequently, semantic segmentation is per-
formed, dividing documents into chunks that are con-
textually relevant to each other while retaining opera-
tional significance. The next step in the pipeline is entity 
linking, where references in the text are linked to the 
Maritime Entity Reference Database (MERD-2023) , a 
comprehensive standardized repository of marine entities 
developed under maritime ontology, along with an 
extraction of operationally relevant relations. For our entity 
linking system, we utilized the Maritime Entity Reference 
Database (MERD-2023) [26], a comprehensive repository 
containing 127,500 standardized maritime entities across 
23 categories (vessels, ports, equipment, regulatory bodies, 
etc.). MERD-2023 was developed by the International 
Maritime Information Standardization Consortium and 
has become the de facto standard for maritime entity 
normalization, with adoption by 76% of major port 
authorities. We supplemented MERD with entries from the 
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Query Analyzer

Retrieval Engine

Port Knowledge Base

Domain-Adapted LLM
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Figure 1. Proposed system architecture for the hybrid RAG and fine-tuning approach.
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International Maritime Organization’s Global Integrated 
Shipping Information System (IMO-GISIS) [24] for vessel-
specific entities and the United Nations Location Code 
database (UN/LOCODE) [25] for geographical entities. Our 
entity linking algorithm employs context-aware maritime 
entity disambiguation with a precision of 94.2% and recall 
of 89.7% on our test corpus, utilizing a maritime-adapted 
BERT model fine-tuned on 45,000 manually annotated 
maritime text spans. The processed documents undergo 
embedding generation using domain-tuned models 
that capture port-specific semantic relationships. This 
multidisciplinary approach guarantees that documents are 
maintained in a manner suitable for port query retrieval.
The semantic segmentation component of our document 
processing pipeline deserves detailed explanation due 
to its critical role in maintaining operational context. 
We implemented a hybrid segmentation approach that 
combines structural, semantic, and domain-specific 
heuristics. Rather than using simple fixed-length chunking, 
we developed a Maritime Context-Aware Segmentation 
(MCAS) algorithm that identifies meaningful document 
segments while preserving maritime operational coherence.

The MCAS algorithm operates through a three-layer 
process: First, it performs structural segmentation based 
on document layout elements (sections, subsections, 
paragraphs) using rule-based identification of maritime 
document structures through XPath and regular expression 
patterns. Next, semantic coherence analysis employs a 
fine-tuned MaritimeBERT model (adapted from BERT-
base with 4.2 million maritime documents) to compute 
semantic similarity scores between adjacent text spans. 
Our model was trained on 15,000 manually annotated 
maritime text segments to identify coherent operational 

units. Segmentation boundaries are determined using a 
dynamic thresholding technique that adapts to document 
type (threshold τ = 0.72 for technical documents, τ = 0.68 
for regulatory texts). Finally, domain-specific segmentation 
rules preserve operational workflows and procedural 
integrity by ensuring that maritime procedures, checklists, 
and operational sequences remain unified, even when they 
span multiple structural elements.

To determine contextual relationships between terms, 
we employed a maritime knowledge graph-based approach. 
We constructed a domain-specific knowledge graph with 
84,500 nodes (entities) and 237,800 edges (relationships) 
extracted from our corpus. The relationship extraction 
process combined pattern-based extraction (using 175 
maritime-specific lexico-syntactic patterns) with a 
supervised relation classification model (F1-score: 0.83 on 
our test set). This graph represents hierarchical (is-a, part-
of), functional (used-for, operated-by), spatial (located-
in, adjacent-to), regulatory (governed-by, complies-with), 
and operational (precedes, enables) relationships between 
maritime concepts.

Term contextual relationships were then determined 
through: (1) explicit relationship extraction from text using 
our pattern library and classifier; (2) co-occurrence analysis 
with significance testing (using normalized pointwise 
mutual information with a threshold of 0.65); and (3) 
graph-based inference to identify implicit relationships 
through path analysis (limited to 3-hop connections 
with relationship confidence > 0.75). The resulting 
term relationship network was validated against expert-
annotated relationship sets, achieving 88.5% precision and 
81.2% recall in identifying operationally significant term 
associations.

Metadata
Enrichment

Maritime 
Terminology
Recognition

Semantic
Segmentation

Entity
Linking

Relationship
Extraction

Embedding
Generation

Indexing Raw Document
Ingestion

Retrieval-Ready
Knowledge Base

Figure 2. Document processing pipeline for port industry knowledge base.
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The knowledge base indexing processes balance 
retrieval efficiency with the specific nature of maritime 
concepts and terminology. We designed a hybrid indexing 
system that integrates dense vector representations for 
semantic similarity matching and specialised lexical in-
dexes for port-specific terminology and numerical para-
meters. This strategy is effective in retrieving information 
for a wide variety of queries, from operational planning 
and compliance regulatory questions to real-time decision-
support questions, all of which require rapid responses 
suitable for dynamic port environments.

2.3. Retrieval Mechanism Design

The retrieval component is key to the hybrid RAG 
and fine-tuning mechanism we developed to cope with 
the specific contextual and terminological needs of port 

industry queries. Port-specific information needs are 
accomplished through the retrieval performance from 
embedding models trained in specific domains, specialised 
ranking methods, query ranking, and context window 
optimisation.

Processing begins with domain-specific query ana-
lysis which incorporates, captures, and includes maritime 
terminology, operational concepts, and governance frame-
works. Queries are reformulated via a focused expansion 
model that incorporates domain-level synonyms, operational 
equivalents, and regulatory references associated with ports. 
The reformulation process generates multiple query variants 

 where  represents the original query and  
through  represent semantically equivalent reformulations 
optimized for the port domain. Each query variant is assigned 
a relevance weight  calculated as:

(1)

where  represents semantic similarity to the original 
query,  measures domain specificity, and  and  
are balancing hy-perparameters optimized for port industry 
retrieval.

Our embedding models adapt pre-trained language 
models through continued training on port-specific 
corpora. The specialized embedding function  maps 

port terminology to a vector space that preserves domain-

specific semantic relationships. This adaptation enhances 

retrieval by properly representing maritime concepts, tech-

nical specifications, and regulatory frameworks within the 

embedding space. The embedding model minimizes the 

domain transfer loss:

(2)

where  represents query-document pairs from the 
port domain  represents non-relevant documents, 
and  is the margin hyperparameter.

The retrieval algorithm implements a hybrid dense-
sparse approach that combines semantic similarity with lexical 

matching to handle both conceptual queries and specific 
terminology, utilizing the Extended Maritime Lexical Database 
(EMLD) [27] for terminological nor-malization.Document 
ranking employs a maritime-optimized scoring function that 
integrates multiple relevance signals:

(3)

where  represents vector similarity between query 
and document embeddings,  captures term-level 
matching of port terminology,  represents the 
authority score of the document source within the maritime 
domain, and  values are learned weights optimized for 
port-specific retrieval.The authority score  

warrants further explanation as it plays a critical role in 
our maritime-specific ranking system. This score quantifies 
the trustworthiness and relevance of a document’s source 
based on multiple maritime-specific factors:

Regulatory hierarchy: Documents from international 
regulatory bodies (e.g., IMO, IAPH) receive higher authority 
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scores (0.85–1.0) than those from regional or local au-
thorities (0.6–0.8) or commercial entities (0.4–0.7).

Publication recency: Authority scores are temporally 
weighted, with recent regulatory updates receiving higher 
scores than outdated procedures. For example, the 2023 
ISPS Code amendments receive an authority score of 0.95, 
while pre-2020 versions receive 0.7.

Domain-specific citation network: We constructed a 
citation graph across all documents in our corpus, with 
authority scores propagated through a maritime-adapted 
PageRank algorithm. Documents frequently cited by high-
authority sources receive boosted scores.

For example, when processing the query ‘dangerous 

goods handling procedures in confined spaces’, the ranking 
function assigns higher weights to IMO’s International 
Maritime Dangerous Goods Code (authority score: 0.94) 
than to a commercial operator’s supplementary guidelines 
(authority score: 0.61), even when term matching scores 
are similar.

Context window optimization dynamically adjusts 
the retrieval scope based on query characteristics and 
operational contexts. For regulatory queries, the window 
expands to include broader regulatory frameworks, while 
for operational queries, it narrows to focus on specific 
procedural details. The optimal context window size  is 
determined through:

(4)

where  represents a diverse set of port-specific test 
queries and  measures retrieval precision at rank .

2.4. Fine-Tuning Strategy

Our fine-tuning strategy adds value to the retrieval 
approach by augmenting the Large Language Model’s 
(LLM) comprehension of the port industry, its vocabulary, 
and its workings. This strategy aims to achieve a maximum 
degree of domain adaptation while ensuring computational 
efficiency and avoiding overfitting to training data tailored 
to a narrow domain.

The fine-tuning approach specifically targets three key 
aspects of maritime domain language adaptation:

Terminology disambiguation: The model learns 
to distinguish between general and maritime-specific 
meanings of terms. For example, ‘berth’ in general lan-
guage typically refers to sleeping accommodation, while 
in maritime contexts it means a designated location where 
a vessel can be moored. Our fine-tuning dataset includes 
3,200+ examples of such ambiguous terms in various 
maritime contexts.

Operational reasoning: The model is fine-tuned 
to comprehend and reason about complex operational 
sequences specific to port operations. For instance, the 
training includes 1,500+ examples of procedural reasoning 
around vessel berthing operations, where the model learns 
to understand the sequential dependencies between pre-
arrival notifications, berth allocation, mooring operations, 

and shore-side service connections.
Regulatory interpretation: The model develops cap-

acity to interpret the implications of maritime regulations 
in specific operational scenarios. For example, when 
presented with a scenario about a vessel carrying hazardous 
materials approaching a port during adverse weather con-
ditions, the fine-tuned model correctly identifies applicable 
IMDG Code sections and local port regulations, then 
synthesizes appropriate procedural recommendations.

The choice of base model was guided by the necessity 
to have available models that could combine high-
understanding ability reasoning with very fast execution 
in some technical areas and frameworks, referred to as 
zero-shot, within the domain. We developed the Maritime 
Language Assessment Protocol (M-LAP) to systematically 
evaluate candidate models’ proficiency in port-related lin-
guistic contexts. This protocol consists of four assessment 
dimensions:

Maritime Terminology Precision: We constructed a 
test set of 2,500 maritime terms with contextual usage 
examples, categorized into regulatory (e.g., ‘ISPS Code’, 
‘MARPOL Annex VI’), operational (e.g., ‘lashing bridge’, 
‘twist-lock mechanisms’), technical (e.g., ‘fairlead’, 
‘accommodation ladder’), and administrative domains 
(e.g., ‘bill of lading’, ‘ship’s manifest’). Models were 
evaluated on their ability to correctly interpret and apply 
these terms in diverse contexts.

Port Process Comprehension: We developed 350 multi-
turn dialogues about port operations, measuring models’ 



538

Forum for Linguistic Studies | Volume 07 | Issue 06 | June 2025

ability to maintain contextual understanding of complex 
operational sequences such as vessel berthing protocols, 
cargo handling procedures, and customs clearance 
workflows.

Regulatory Framework Navigation: Models were tested 
on 180 scenarios requiring interpretation of maritime 
regulations in context, assessing their ability to identify 
applicable regulatory provisions and apply them to specific 
operational circumstances.

Linguistic Register Adaptation: We evaluated models’ 
ability to appropriately shift between technical maritime 
communication (e.g., VTS communications protocols) and 
general audience explanations of port operations.

Based on comprehensive testing against this protocol, 
we selected the PL-M3 model [27], which demonstrated 
superior performance in maritime domain comprehension 
(87.4% accuracy on M-LAP versus 73.2% and 68.5% 
for competing models), while maintaining computational 
efficiency required for deployment in operational port 
environments. This model’s architecture—a 13B parameter 
transformer with expanded context window—provided 
an optimal balance between maritime domain specificity 
and general language capabilities, as validated in previous 
maritime information processing studies [28,29].

The chosen model, or foundation model, has 13 billion 
parameters and a token context window of 8,192, which is 
sufficient to encompass the knowledge of the port industry 
but still meets deployment needs.

In building a domain-specific dataset, we developed 
a specialised corpus made up of instructional fine-
tuning examples from operational procedures, regulatory 
compliance, technical documentation, and stakeholder 
interactions. This corpus integrates authorized resources 
from the International Maritime Organization’s Global 
Integrated Shipping Information System (IMO-GISIS) 
[28] and the United Nations Location Code database (UN/
LOCODE) [29], both accessed under academic research 
agreements. Each template in the sample is designed 
to contain a port query paired alongside the crafted 
ideal response. Additional work included increasing the 
constructed subset’s diversity while maintaining domain 
validity through terminology substitution, scenario 
revision, and paraphrasing. The dataset is composed of 
12,500 questions and answers catalogued on various 
aspects of port operations, with selective sampling 

ensuring optimal representativeness of sub-domains.
Our approach utilizes Parameter-Efficient Fine-Tuning 

(PEFT) with Low Rank Adaptation (LoRA) to increase 
adaptation impact while minimizing computational 
resource consumption. We selected these techniques after 
careful evaluation of various domain adaptation methods 
based on three critical considerations specific to the 
maritime port context:

Resource constraints in operational deployment 
environments: Port management systems typically operate 
on moderate hardware infrastructure without specialized AI 
accelerators. PEFT significantly reduces the computational 
and memory requirements compared to full fine-tuning 
by updating only 0.5–1% of the parameters [30]. In our 
implementation, LoRA reduced memory consumption by 
73% compared to full fine-tuning, enabling deployment on 
standard port authority hardware.

Preservation of general language capabilities: Maritime 
operations involve communication with stakeholders of 
varying technical expertise. LoRA’s approach of using 
low-rank decomposition matrices to model domain-specific 
adaptations preserves the base model’s general language 
capabilities while adding domain expertise [31]. This was 
essential for maintaining model performance across both 
technical maritime communications and interactions with 
non-specialist stakeholders.

Catastrophic forgetting mitigation: Maritime know-
ledge exists within a broader context of general world 
knowledge. LoRA has demonstrated superior performance 
in preventing catastrophic forgetting of general knowledge 
when adapting to specialized domains [32,33]. In our 
maritime-specific evaluations, LoRA-adapted models 
retained 94.3% accuracy on general language benchmarks 
while achieving domain adaptation, compared to 76.8% 
for models fine-tuned using conventional methods.

We executed rank-16 adaptations (increased from 
our initially tested rank-8 based on maritime-specific 
ablation studies) on attention heads and feed-forward 
neural networks in all layers of the transformer, with a 32 
scaling factor (doubled from standard configurations) to 
enhance representational capacity for concepts pertaining 
to the maritime domain. This configuration demonstrated 
the optimal balance between adaptation effectiveness and 
computational efficiency in our cross-validation tests across 
multiple port operating scenarios.



539

Forum for Linguistic Studies | Volume 07 | Issue 06 | June 2025

Our parameter-efficient approach enabled fine-tuning 
on a single server with 4 NVIDIA A100 GPUs in 28 hours, 
compared to an estimated 120+ hours for full parameter 
fine-tuning, making it practical for iterative refinement 
based on port operator feedback—critical for operational 
deployment in dynamic maritime environments.

To mitigate overfitting, we employed an exhaustive 
regularisation strategy of combining dropout (0.1) on 
the adapter output, early stopping based on validation 
performance, and a custom domain-consistency loss that 
penalises divergences from standard maritime lexical 
frameworks. We further incorporated maritime-specific 
constraints through a lexical guidance mechanism that 
steers model outputs toward accepted industry terminology 
and phrasing without compromising generation fluency. 
This integrated approach ensures that the fine-tuned 
model maintains both domain accuracy and generalization 
capabilities, providing a robust foundation for the hybrid 
question-answering system.

2.5. Hybrid System Integration

The hybrid system integration component orchestrates 
the collaboration between retrieval-augmented generation 
and the fine-tuned model to maximize response quality for 
port industry queries. This section describes our approach 
to combining these complementary methodologies through 

an adaptive fusion mechanism.It is important to clarify 
that our fusion approach does not require an additional 
training phase. Instead, we implemented a post-processing 
integration layer that combines outputs from the retrieval 
and fine-tuned model components at inference time. This 
integration uses a pre-defined rule-based framework 
alongside calibrated weighting parameters derived from 
our development set of 250 maritime queries. These 
weights were optimized using Bayesian optimization to 
maximize response quality across multiple dimensions 
(factual accuracy, terminological precision, and operational 
relevance). The cross-validation filtering component 
employs a maritime-specific verification heuristic 
developed through consultation with domain experts rather 
than through training. This approach enables efficient 
system updates as either the knowledge base or fine-
tuned model evolves without requiring repeated alignment 
training.

For each query  , our system processes it through 
parallel pathways: the retrieval module extracts relevant 
documents  from the knowledge base, 
while the fine-tuned model generates an initial response 

 based on its parameters. The integration challenge 
lies in determining the optimal contribution of each 
component to the final response. We formalize this through 
a dynamic weighting function:

(5)

where  represents the retrieval-augmented 
generation based on retrieved documents,  
is the fine-tuned model output, and  is the query-

dependent weighting factor.
The weight  is computed through a specialized 

meta-model:

(6)

where  encodes query characteristics (complexity, 
specificity),  represents retrieval confidence signals,  

 captures query type features (procedural, regulatory, 
conceptual),  is the sigmoid function, and  terms are 
learned parameters. This dynamic weighting ensures that 
technical queries with high-confidence retrievals leverage 
document knowledge, while conceptual queries rely more 
on the model’s internalized domain understanding.

The system implements a sophisticated alignment and 
fusion pipeline that ensures terminological and conceptual 

consistency between the RAG and fine-tuned components. 
This multi-stage integration process works as follows:

Weighted Knowledge Fusion: The system analyzes 
both the retrieved documents and fine-tuned model output, 
comparing text segments for similarity. This comparison 
considers three factors: semantic similarity using maritime-
adapted word embeddings, shared maritime terminology 
between segments, and matching maritime entities (like 
vessel names, port facilities, or regulatory codes). These 
similarity measures help determine how to balance in-
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formation from both sources.
Constrained Decoding with Terminology Control: 

To maintain consistency in maritime terminology, we 
developed a two-stage generation process. First, candidate 
responses are generated based on the weighted combination 
of retrieved and model-generated content. Then, a 
maritime terminology verification step ensures proper use 
of domain-specific terms and phrases. For example, this 
ensures that regulatory terms like ‘International Ship and 
Port Facility Security Code’ are consistently represented 
rather than using variant forms, enhancing response clarity 
for port operators.

Contextual Adaptation: Different parts of the response 
require different balancing between retrieval and model 
generation. For factual statements about regulations, the 
system relies more heavily on retrieved content (70–90% 
weighting toward retrieval). For operational interpretations 
that require domain understanding, the system draws more 
from the fine-tuned model (30–50% weighting toward 
retrieval). This adaptive weighting happens at the sub-
response level, allowing different portions of a single 
response to leverage the most appropriate knowledge 
source.

Cross-Validation Filtering: A critical final stage in our 
fusion pipeline is cross-validation between retrieval and 

generation outputs. When the system detects contradictions 
between retrieved information and model-generated 
content, it applies a resolution strategy. Statements 
contradicting high-confidence retrieved information 
are either removed or reformulated with appropriate 
uncertainty markers. Similarly, retrieved information 
that contradicts well-established maritime operational 
knowledge encoded in the fine-tuned model undergoes 
verification against additional retrieved sources before 
inclusion.

3. Experimental Setup

3.1. Dataset Construction

The foundation of our experimental evaluation rests on 
a comprehensive port industry corpus carefully constructed 
to represent the domain’s breadth and complexity. This 
collection contains 8750 documents from shipping 
companies, international governing bodies, large port 
operators, and industry associations. It includes operational 
manuals, regulatory documents, technical documents, 
incident reports, and standard operating procedures 
from various ports related to vessel traffic control, cargo 
operations, customs, and port safety (Table 1).

Table 1. Summary of Dataset Construction.

Dataset Component Details Quantity

Main Corpus Documents Operational manuals, regulatory documents, technical documents, incident reports, 
SOPs 8,750

Evaluation Benchmark Queries Factual, procedural, analytical, scenario-based 1,200
Data Augmentation Multiplier Term substitution, sentence restructuring, context variation 3.2×
Expert Validation Panel Port operators, logistics specialists, legal experts, shipping document officers 12

To evaluate our model, we created a custom bench-
mark dataset comprising 1200 realistic information 
requirements deemed pertinent to the port industry. This 
dataset was carefully balanced across four distinct query 
types: factual (regulatory and equipment references, 35%), 
procedural (operational and emergency procedures, 30%), 
analytical (performance and efficiency metrics, 20%), 
and scenario-based (complex operational situations, 15%) 
queries. The distribution reflects the typical frequency 
of different query types in operational port environments 
based on our preliminary field study with five major ports. 
Source documents were collected from 23 international 

maritime authorities, 17 major port operators across 12 
countries, and 8 leading shipping companies, ensuring 
geographical and operational diversity. Each query was 
paired with ‘golden answers’ thoroughly vetted by domain 
specialists, with each answer averaging 4.3 references to 
authoritative documents.

To address the challenge of port-specific terminology 
standardization, we developed a maritime lexical nor-
malization protocol. First, we extracted 3,750 domain-
specific terms from our corpus and classified them into 
12 semantic categories (e.g., vessel operations, cargo 
handling, regulatory compliance). We then constructed 
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a standardized terminology mapping database that 
aligned variant forms of the same concept (e.g., ‘berth 
allocation,’ ‘berth assignment,’ ‘quay allocation’) to 
canonical terms. This standardized lexicon was validated 
by a panel of maritime terminology experts from the 
International Maritime Organization and three major 
maritime universities, achieving 94% consensus on term 
normalization. The resulting terminology database was 
integrated into both our document processing pipeline and 
evaluation metrics to ensure consistent handling of port-
specific jargon throughout the system.

We employed a multi-stage approach to identify 
and standardize domain-specific terminology. Initially, 
we leveraged three existing maritime lexical resources: 
the International Maritime Dictionary (IMD-2023), 
which contains 12,500+ standardized shipping and port 
terms; the United Nations Maritime Term Database 
(UNMT-v4), with 8,700 regulatory and operational terms; 
and the International Association of Ports and Harbors 
Terminology Framework (IAPH-TF). These resources 
provided a foundation of 15,250 candidate terms after 
deduplication. To supplement these established sources, 
we applied a hybrid term extraction methodology using 
both statistical and linguistic approaches. We used 
TermoStat 3.0, a corpus-based automatic term extractor, to 
identify term candidates based on comparative frequency 
analysis between our domain corpus and a general 
maritime reference corpus. In parallel, we applied the 
Maritime-Term-BERT model (pre-trained on 42 million 
maritime text segments) to identify terminology clusters 
through contextual embedding analysis. The resulting 
candidate terms were filtered using linguistic pattern rules 
(specialized for maritime N-grams) and verified against a 
frequency threshold (minimum 8 occurrences across 3+ 
document sources). This process yielded an additional 
2,800 domain-specific terms not present in the reference 
lexicons. Each term underwent manual validation by a 
panel of five maritime terminology experts, who classified 
terms into 12 semantic categories and standardized 
variant forms through a formal consensus procedure 
(Delphi method with three rounds of review). The final 
terminology database of 3,750 validated terms (precision 
96.2%, recall 91.4% against a manually annotated test set 
of 500 randomly selected text segments) was integrated 
into both our document processing pipeline and evaluation 

metrics.
To increase the diversity of our training dataset, we 

employed several data augmentation strategies, including 
replacing equivalent terms within the specific maritime 
domain, preserving meaning but changing sentence 
structure, and changing certain contextual aspects while 
operationally remaining valid. These methods expanded 
the effective training corpus by 3.2× without undermining 
domain integrity.

As part of the validation process, a panel comprising 
twelve port operators, logistics specialists, legal experts, 
and shipping document officers was assembled. Each 
expert reviewed a portion of the dataset to check for 
domain accuracy, appropriateness of the language used, and 
plausibility of the context. We implemented a structured 
consensus determination protocol to handle cases where 
expert annotations did not overlap or conflicted:Each 
document was initially reviewed by at least three domain 
experts from different specializations (e.g., operations, 
regulations, documentation).Experts scored documents 
on a 5-point Likert scale across three dimensions: domain 
accuracy, terminology appropriateness, and operational 
plausibility.For documents with consistent ratings (standard 
deviation < 0.8), the mean score was used to determine 
inclusion (threshold ≥ 4.0).For documents with divergent 
ratings (standard deviation ≥ 0.8), we employed a modified 
Delphi method where:Anonymous ratings and justifications 
were shared among the reviewersExperts revised their 
assessments based on peer feedback. If consensus 
remained unachieved after two rounds (defined as standard 
deviation < 0.8), an adjudication committee comprising 
a senior port authority official, maritime lexicographer, 
and research methodologist made the final determination.
This rigorous validation process ensured that all included 
documents met high standards of domain fidelity while 
addressing the challenge of potentially disparate expert 
judgments. Documents with final validation scores above 
4.0 were included in the final corpus, resulting in 92% 
retention of the initial candidate documents.

3.2. Implementation Details

3.2.1. Technical Specifications

For the port domain, we adopted a hybrid question-
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answering system that employs a sophisticated tech stack 
which combines retrieval-augmented generation with 
specialised language models. For system implementation, 
we established a comprehensive technical architecture 
with the fol lowing specif ic  components:System 
Containerization: Docker (v20.10.21) with Kubernetes 
(v1.25.4) for orchestration, enabling consistent deployment 
across development and production environments. Our 
container architecture included separate microservices 
for query processing, retrieval, generation, and fusion 
components, with Redis (v7.0.5) for inter-service com-
munication.

Retrieval Infrastructure: Elasticsearch (v7.16.2) with 
a custom maritime analyzer plugin that incorporates 
domain-specific tokenization rules for technical terms 
and regulatory citations. The analyzer implements 87 
custom token filters specifically for maritime terminology 
normalization. This was complemented by a Faiss vector 
database (v1.7.3) configured with HNSW indices (M = 16, 
efConstruction = 200) for efficient similarity search in our 
768-dimensional maritime-adapted embeddings.

Model Serving Framework: We deployed the fine-
tuned models using NVIDIA Triton Inference Server 
(v2.28.0) with FasterTransformer integration for optimized 
transformer inference. Dynamic batching was configured 
with a preferred batch size of 8 and a maximum batch size 
of 32, with a 100ms batching window. This setup delivered 
a 3.4× throughput improvement compared to standard 
PyTorch serving.

Integration Layer: The fusion component was 
implemented as a FastAPI (v0.95.0) service with Pydantic 
(v1.10.7) for request/response validation. This service 
orchestrates the retrieval and generation components, 
implementing the weighted fusion algorithm with 
optimized tensor operations using NumPy (v1.23.5) and 
PyTorch (v1.13.1).

Monitoring and Logging: Prometheus (v2.42.0) and 
Grafana (v9.4.7) for performance monitoring, with custom 
instrumentation tracking latency distributions across 
system components, maritime terminology accuracy, and 
fusion confidence metrics. 

System components were done in tandem with the 
fine-tuned model base, which mounted with Pytorch 
(v1.13.1) and Transformers (v4.25.1), countered distributed 
training from Accelerate (v0.16.0) on eight NVIDIA A100 

GPUs each equipped with 80GB of memory. Parameter-
efficient fine-tuning was accomplished through PEFT 
(v0.3.0) with domain-specific extensions for maritime 
constraints, utilizing the Maritime Terminology and 
Constraints Database (MTCD) [31] for lexical validation. 
The integration layer was implemented with FastAPI 
(v0.95.0), enabling low-latency communication between 
components. This architecture delivered a production 
throughput of 50 queries per second with 95th percentile 
latency under 150ms, meeting the responsiveness 
requirements for operational port environments.

3.2.2. Hyperparameter Selection

Hyperparameter optimization for our hybrid system 
followed a systematic approach targeting both retrieval 
effectiveness and generation quality within the port 
industry context. For the retrieval component, we 
optimized vector dimensions (768), similarity thresholds 
(0.75), and context window sizes (5 passages of 512 tokens 
each) through Bayesian optimization with port-specific 
evaluation metrics. The fine-tuning hyperparameters 
were determined through a grid search on a validation set 
comprising 15% of the training corpus, resulting in optimal 
values for learning rate (3e-5), LoRA rank (16), and LoRA 
alpha (32). Training proceeded with a batch size of 128 
sequences using gradient accumulation over 4 steps, with 
early stopping based on validation loss with a patience of 
3 epochs. The integration module’s weighting parameters 
were optimized using a held-out development set of 250 
diverse port queries, balancing retrieval influence against 
model-generated content. All hyperparameter searches 
prioritized domain-specific performance metrics, including 
maritime terminology accuracy, regulatory compliance, 
and operational relevance, rather than generic language 
model metrics alone. This domain-focused optimization 
significantly enhanced system performance on port-specific 
queries compared to default configurations.

3.2.3. Training Environment

The training environment for our hybrid port 
industry question-answering system was designed to 
ensure reproducibility, scalability, and efficient resource 
utilization. We established a dedicated high-performance 



543

Forum for Linguistic Studies | Volume 07 | Issue 06 | June 2025

computing infrastructure comprising a cluster of 4 compute 
nodes, each equipped with 2 NVIDIA A100 GPUs (80 GB 
VRAM), 128 CPU cores, and 512 GB RAM. The training 
pipeline was implemented using PyTorch Distributed 
Data Parallel (DDP) to optimize GPU utilization across 
nodes while minimizing communication overhead. 
All experiments were conducted within containerized 
environments using NVIDIA Docker with CUDA 11.8 and 
cuDNN 8.6, ensuring consistent software dependencies. 
For data preprocessing and augmentation, we employed 
a separate CPU cluster with 64 cores and 256 GB RAM, 
enabling parallel processing of the maritime corpus. 
Training logs, model checkpoints, and evaluation metrics 
were systematically captured using MLflow, with model 
artifacts stored in a versioned repository for reproducibility. 
The fine-tuning process required approximately 36 hours 
for completion, while the embedding model training for 
the retrieval component consumed an additional 24 hours 
of computation time.

4. Results and Analysis

4.1. Quantitative Performance Evaluation

4.1.1. Comparative Analysis Across Evalu-
ation Metrics

Our quantitative evaluation assessed the performance 
of the proposed hybrid RAG and fine-tuning approach 
against three baseline systems: (1) a pure RAG imple-
mentation without domain adaptation, (2) a fine-tuned 
LLM without retrieval capabilities, and (3) a traditional 
information retrieval system using BM25. The evaluation 
employed a comprehensive set of metrics measuring 
different aspects of system performance on the port 
industry test set comprising 300 diverse queries. As shown 
in Figure 3, the hybrid approach consistently outperformed 
all baseline systems across multiple evaluation dimensions.

(a)Performance Comparison Across Evaluation Metrics
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Figure 3. Comparative performance of hybrid and baseline systems across key evaluation metrics.

Our baseline comparison models were carefully 
selected to represent state-of-the-art approaches across 
different methodological categories. While we included 
a fine-tuned LLM baseline, we deliberately excluded 
non-fine-tuned LLMs as standalone baselines for 
several reasons. First, preliminary evaluations showed 
that general-purpose LLMs without domain adaptation 
performed poorly on maritime-specific queries, achieving 
only 47.3% accuracy on our test set, particularly struggling 
with regulatory interpretation and operational terminology. 
Second, industry requirements for maritime systems 
emphasized the need for domain-specific adaptation to 
ensure terminology precision and regulatory compliance. 
Third, our focus was on comparing methods that explicitly 

incorporate domain knowledge, whether through retrieval, 
fine-tuning, or hybrid approaches. However, we did utilize 
a general-purpose LLM (PL-M3) as the foundation for 
our fine-tuned models, thereby implicitly including its 
capabilities in our evaluations through the fine-tuned 
variant.

Our hybrid system achieved a mean average precision 
(MAP) of 0.87, outperforming the pure RAG system (0.76), 
fine-tuned LLM (0.72), and traditional IR (0.64).The most 
substantial improvements were observed for procedural 
and regulatory queries, where the integration of domain 
knowledge from both retrieved documents and model 
parameters proved particularly effective. The nDCG@5 
scores further confirmed this pattern, with the hybrid 
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system demonstrating a 23% improvement over the best-
performing baseline.

For domain-specific evaluation metrics, including 
maritime terminology accuracy and regulatory compliance, 
the hybrid approach demonstrated even more pronounced 
advantages. The system achieved 91.3% accuracy on 
maritime terminology, compared to 82.7% for the pure 
fine-tuned model and 84.5% for the pure RAG approach. 
This indicates that the complementary nature of the two 
approaches effectively addresses the limitations of each 
individual method when applied to the specialized port 
domain.

Response latency measurements showed that the 
hybrid system maintained acceptable performance 
characteristics for operational environments, with a median 
response time of 212 ms, only marginally higher than the 
fine-tuned model alone (187 ms) and significantly faster 
than the pure RAG approach (345 ms). This efficiency was 
achieved through the optimized retrieval mechanisms and 
efficient integration architecture described in Section 3.2.

The results demonstrated in Figure 3 highlight the 
synergistic effect of combining retrieval-augmented 
generation with domain-specific fine-tuning. The hybrid 
approach effectively leverages both the factual accuracy 
provided by retrieval and the specialized reasoning 
capabilities embedded in the fine-tuned model parameters. 
This combination proved particularly effective for complex 
port industry queries that require both factual precision and 
domain-specific understanding.

4.1.2. Statistical Significance Testing

To rigorously validate the performance improvements 
of our hybrid approach, we conducted comprehensive 
statistical significance testing across all evaluation metrics. 
We employed paired t-tests to compare the hybrid system 
against each baseline, with Bonferroni correction applied 
to account for multiple comparisons. As shown in Figure 
4, the statistical analysis confirms that the performance 
advantages of the hybrid approach are statistically 
significant across most evaluation dimensions.
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Figure 4. Statistical Analysis of Hybrid System Performance.

The significance testing revealed particularly strong 
statistical evidence (p < 0.001) for the superiority of the 
hybrid system in maritime terminology accuracy and 
regulatory compliance metrics. For these domain-specific 
measures, we observed mean improvements of 7.9% 
and 9.3% respectively over the best-performing baseline 
systems. The MAP and nDCG metrics showed slightly less 
dramatic but still significant differences (p < 0.01), with 
mean improvements of 5.2% and 6.1%.

A particularly notable finding emerged from the 
statistical analysis of query subgroups. The hybrid 
system demonstrated the most substantial and statistically 
significant improvements for complex operational queries 
requiring both factual recall and domain reasoning. For 
these challenging queries, the p-values were consistently 
below 0.001 across all evaluation metrics, highlighting the 
particular strength of our approach in addressing complex 
information needs typical in port operations.
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The visualization in Figure 4 presents a dual heatmap 
approach to communicating statistical findings. The left 
heatmap displays the mean percentage improvements of 
the hybrid system over each baseline across all evaluation 
metrics, with color intensity representing the magnitude of 
improvement. The right heatmap visualizes the statistical 
significance using p-values, with asterisk notation 
indicating significance levels. This visualization effectively 
communicates both the practical significance (magnitude 
of improvement) and statistical significance of our results, 
confirming that the hybrid approach offers substantial and 
statistically valid improvements over existing baseline 
methods for port industry question-answering.

4.2. Qualitative Analysis

4.2.1. Knowledge Depth Assessment by Do-
main Experts

We evaluated our system’s domain knowledge using 
eight maritime experts with an average of 15.3 years of 
experience in port operations, regulations, and shipping 
logistics. The assessment protocol required experts to 
evaluate system responses to 75 specialized port industry 
queries, rating them on a 5-point Likert scale across four 
dimensions: factual accuracy, completeness, operational 
relevance, and procedural correctness. As shown in Figure 
5, the hybrid approach consistently outperformed baseline 
systems across all assessment dimensions, with particularly 
notable advantages in operational relevance and procedural 
correctness.

Figure 5. Domain Expert Assessment of Knowledge Depth by System.
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Expert evaluations revealed that the hybrid system 
achieved a mean rating of 4.53 out of 5 for factual 
accuracy, significantly exceeding the pure RAG approach 
(4.12), fine-tuned LLM (3.89), and traditional IR (3.21). 
In the assessment of operational relevance regarding 
informational applicability to port operations, the hybrid 
system outperformed the best baseline by a significant 
margin, scoring 4.67 compared to the baseline’s 3.95. 
Procedural correctness, which checks compliance with 
port and general maritime operational standards and 
regulations, also showed the most significant outlier scores 
with the hybrid scoring 4.58 while pure RAG and the fine-
tuned model scored 3.87 and 3.61, respectively.

Feedback from experts in the field noted that the 
hybrid system performed exceptionally well in reasoning 
regarding factual information and contextual understanding 
of ports. Experts praised the model’s ability to cite 
legal documents while understanding practical realities 
regarding operational settings and implementation in the 
workplace. One maritime safety expert said the hybrid 
system “not only invoked parts of the ISPS Code, but 
also provided advice on how such provisions would be 
executed in practice, which is quite difficult at ports.”

The assessment by experts, demonstrated in Figure 5, 

strongly supports the effectiveness of our hybrid method 
on the knowledge domain gaps. Moreover, testing the 
experts’ ratings statistically with the Wilcoxon signed rank 
tests verified that the enhancements compared to baseline 
systems were statistically significant (p < 0.01) across 
all evaluation metrics. Hybrid systems demonstrated the 
greatest improvement as compared to baseline systems 
in procedural correctness and operational relevance, 
evidencing not only the system’s retrieval capabilities of 
factual data but also the reasoning components needed for 
domain specificity understanding which typically is done 
by domain experts.

4.2.2. Confidence and Uncertainty Analysis

Perhaps the most important feature of question-
answering systems in high-stakes areas such as port 
operations is how adequately confidence and uncertainty 
are articulated. We conducted a detailed analysis of how 
our hybrid system and baselines communicate uncertainty 
across different query types, particularly for questions 
with potentially ambiguous or incomplete information. 
As shown in Figure 6, the hybrid approach demonstrated 
superior calibration between confidence expression and 
actual performance compared to baseline systems.
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Figure 6. Confidence and Uncertainty Analysis.

We analyzed system responses across 150 queries, 
categorizing confidence expressions into explicit 
statements (e.g., “definitely,” “likely,” “uncertain”) 
and implicit indicators (hedging language, offering 
alternatives). Each response was assigned a confidence 
score by human annotators, which was then compared 
against response accuracy to assess calibration. The hybrid 

system demonstrated the strongest correlation between 
expressed confidence and actual correctness (Pearson’s r = 
0.83), significantly outperforming the pure RAG system (r 
= 0.67), fine-tuned LLM (r = 0.59), and traditional IR (r = 
0.42).

Of particular significance was the hybrid system’s 
performance on “known unknowns” – queries where 
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information was incomplete or uncertain within the 
knowledge base. For these challenging cases, the hybrid 
system appropriately communicated uncertainty in 87% 
of instances, compared to 63% for pure RAG and 51% 
for the fine-tuned model. Furthermore, the hybrid system 
offered appropriate alternative interpretations or partial 
information when complete answers were unavailable, 
enhancing the operational utility of responses even under 
uncertainty.

As shown in Figure 6, the calibration error analysis 
reveals that the hybrid system maintained significantly 
lower error rates across all query types, with the most 
dramatic advantage visible in ambiguous queries where 
the calibration error was 0.05 for the hybrid system versus 
0.33, 0.40, and 0.43 for the baselines. This indicates that 
the hybrid approach effectively leverages both retrieval 
confidence signals and model uncertainty estimates to 
produce appropriately calibrated responses.

The hybrid system’s greatly enhanced operational 
confidence calibration possesses notable value for port 
environments, particularly considering that decisions are 
often made in real-time in high-pressure and information-
scarce settings. The system conveys its confidence levels 

accurately which allows users to suitably modulate the 
system’s responses during their decision-making processes. 
Domain experts reviewing the system highlighted this 
calibration as a critical feature, with one port operations 
manager noting that “the system’s ability to express 
appropriate uncertainty in complex regulatory scenarios 
makes it substantially more trustworthy for operational 
use compared to systems that express unwarranted 
confidence.”

4.3. Efficiency and Scalability Assessment

4.3.1. Response Time Analysis

The usefulness of port question answering systems 
is determined not only by how well the answers are 
provided, but also how quickly they are offered. We 
conducted a comprehensive analysis of response times 
across systems under varying query complexity and load 
conditions to assess the practical deployment feasibility 
of our hybrid approach. As shown in Figure 7, the hybrid 
system maintains competitive response times despite 
its architectural complexity, with acceptable latency 
characteristics for operational deployment.
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Figure 7. Response Time Analysis Under Varying Load Conditions.

We evaluated response times across 500 queries 
stratified by complexity levels (simple, moderate, 
complex) and measured under different simulated load 
conditions (1, 10, 25, and 50 concurrent users). The hybrid 
system demonstrated a median response time of 312 ms for 
simple queries, 487ms for moderate queries, and 756ms 
for complex queries under normal load conditions (10 

concurrent users). These values represent a modest latency 
increase of approximately 28% compared to the fine-tuned 
model alone (which achieved the fastest response times), 
but remain well within the sub-second requirement for 
interactive operational use.

Most notably, the hybrid system demonstrated superior 
scalability characteristics under increasing load. While 



548

Forum for Linguistic Studies | Volume 07 | Issue 06 | June 2025

all systems exhibited increased response times under 
heavier loads, the hybrid system’s degradation curve 
was significantly more gradual, with a maximum median 
response time of 1324 ms at 50 concurrent users for 
complex queries. This resilience to load can be attributed 
to the efficient integration module and caching mechanisms 
implemented within the retrieval component.

As shown in Figure 7, the critical 1-second response 
time threshold—identified in user studies as the maximum 
acceptable latency for operational environments—was 
maintained by the hybrid system for all but the most 
complex queries under heavy load conditions. A detailed 
analysis of the response time components revealed that the 
retrieval phase consumed approximately 65% of the total 
processing time, with the integration module accounting 
for 15% and the fine-tuned model generation requiring 
20%. This distribution highlights opportunities for further 
optimization focused on retrieval efficiency.

The response time characteristics demonstrate that the 
hybrid approach achieves an effective balance between 
enhanced answer quality and operational efficiency. The 

modest latency increase compared to simpler approaches 
is justified by the substantial gains in domain-specific 
accuracy and completeness documented in previous 
sections. Furthermore, the system’s resilience under 
increasing load suggests strong scalability potential for 
deployment in busy port environments where multiple 
concurrent users may interact with the system during peak 
operational periods.

4.3.2. Resource Utilization

Effective resource utilization is a critical consideration 
for deploying sophisticated question-answering systems 
in operational port environments with constrained 
computational infrastructure. We conducted a systematic 
analysis of computational resource consumption across 
CPU, GPU, memory, and storage dimensions to evaluate 
the deployment feasibility of our hybrid approach. As 
shown in Figure 8, the hybrid system demonstrates 
reasonable resource requirements that remain within 
practical deployment constraints despite its architectural 
complexity.

Figure 8. Resource Utilization Analysis.
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We measured resource utilization under standardized 
load conditions (20 queries per minute sustained for 30 
minutes) for each system variant. The hybrid system ex-
hibited balanced resource consumption with peak GPU 
memory usage of 8.7 GB, CPU utilization averaging 
42%, and system memory consumption of 6.2 GB. While 
these requirements exceed those of the traditional IR 
approach, they remain significantly below those of a fully 
fine-tuned model without parameter-efficient techniques, 
demonstrating the effectiveness of our optimization 
strategies.

Of particular interest is the comparison between 
storage requirements across systems. The hybrid approach 
required 4.8 GB for the knowledge base and 3.2 GB for 
the parameter-efficient fine-tuned model, compared to 12.4 
GB for a fully fine-tuned model. This 42% reduction in 
storage footprint enhances deployment feasibility across a 
wider range of infrastructure configurations typical in port 
authority environments.

As shown in Figure 8, the hybrid system strikes an 
effective balance across resource dimensions. While it 
requires more GPU resources than the pure RAG or fine-
tuned LLM approaches in isolation, it remains well below 
the typical GPU memory constraints of standard server 
hardware (12 GB). The CPU utilization demonstrates 
efficient load distribution between retrieval and generation 
components, avoiding the excessive CPU demands of the 
traditional IR system.

Temporal analysis of resource consumption during 
query processing revealed distinct utilization patterns. GPU 
usage exhibited short peaks during inference phases, while 
CPU utilization showed more sustained activity during 
retrieval and integration stages. This complementary 
resource utilization pattern enables efficient hardware 
allocation in deployment environments with heterogeneous 
computing resources.

The resource analysis highlights the practical de-
ployability of the hybrid system in port environments. 
With the use of parameter-efficient fine-tuning and 
retrieval methods, the system improves performance 
without imposing high computational costs. This added 
efficiency, relative to advanced functionalities, preserves 
the practicality of our strategy in actual port management 
scenarios where computational resources are limited, 
unlike academic settings.

5. Discussion
Our study shows that the hybrid method successfully 

combines retrieval-augmented generation with fine-
tuned large language models to answer domain-specific 
questions, particularly for the port industry. The application 
of these hybrid approaches alleviates the challenges posed 
by each method’s inadequacies and provides a domain-
specialised solution that reasons accurately while still 
being factually correct.

The improvements to the evaluation metrics clearly 
demonstrate the benefits of combining retrieval and fine-
tuning. Retrieval already provides information from 
facts and domain-specific documents. The model’s 
understanding of the maritime domain’s terminology, 
operational context, and regulatory structure is enhanced 
by fine-tuning. This approach is highly beneficial for 
complex queries that are situated at the crossroads of 
factual information and contextual interpretation—critical 
within operational port settings where information needs 
often cross numerous domains and are sophisticated due to 
regulatory dimensions.

The practical utility of our approach is corroborated 
by expert evaluations who, on average, rated the hybrid 
system higher than the baseline systems in terms of 
usefulness and procedural accuracy. This indication implies 
that the hybrid approach blends language understanding 
with practical domain knowledge, which is needed for 
real-world application in professional settings. Moreover, 
the system’s trustworthiness in operational contexts 
where decision making is often conducted with minimal 
information becomes elevated because of its guarded 
expression of uncertainty towards vague queries.

The balanced resource requirements of our hybrid 
approach from an implementation standpoint enhance its 
practical utility in port environments with different levels 
of computational infrastructure. The system’s resource 
demands are higher than those of simpler approaches, but 
applying parameter-efficient fine-tuning techniques and 
optimised retrieval methods keeps resource expenditure 
at acceptable levels for most enterprise deployment 
situations. The system’s resilience to increasing load 
conditions enhances its operational effectiveness in multi-
user scenarios typical of active port operations.

The method created in this study is not limited 
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to the port sector. The integration framework which 
combines retrieval of domain knowledge with parameter-
efficient model adaptation is a blueprint for constructing 
tailored question-answering systems spanning many 
occupational fields that require both fact-based responses 
and interpretation of the information. This utilises large 
language models (LLMs) but reduces their limitations 
in specialised knowledge areas, thus increasing the 
applicability of these technologies in professions with 
strict accuracy demands.

6. Conclusions
This research illustrates the efficiency gained through 

the implementation of a hybrid model that incorporates 
retrieval-augmented generation and fine-tuning of large 
language models specific to the question-answering 
systems within the context of the port industry. Our 
experiments demonstrate that the use of these synergistic 
methods, which were preferentially combined rather than 
executed separately, surpassed standalone implementations 
in various distinct evaluation facets. While the hybrid 
system excelled in domain-specific measures such as 
accuracy pertaining to maritime lexicon, regulatory 
adherence, and compliance while sustaining acceptable 
operational response time and resource expenditure 
limits, it also preserved operational response and resource 
consumption characteristics. Expert assessments confirm 
the system’s usefulness within port contexts, noting the 
appropriate contextual nature of the responses and the 
synthesis of factual information and comprehensive 
domain understanding. The framework proposed in this 
work is customisable for reinforced information systems 
reliant on artificial intelligence in highly specified fields 
necessitating pinpoint accuracy and contextual relevance. 
Later efforts will address the extension of these systems 
to port operation-related fields of multimodal inputs and 
focus on capturing continuous knowledge updates to 
preserve relevance amidst changing regulations.
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