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ABSTRACT

The rapid rise of generative AI tools, such as ChatGPT and ChatPDF, presents new opportunities and challenges for

English as a Foreign Language (EFL) instruction. These tools can significantly enhance materials development, personalize

learning tasks, and support instructor efficiency. Despite increasing global interest, little empirical research has explored

how instructors in the Middle East, particularly Jordan, are adapting to these technologies. This study examines the

perceptions and practices of EFL instructors at Jordanian universities regarding the integration of generative AI in the

development of reading and writing materials. Using a mixed-methods approach, data were collected from 87 instructors

via structured surveys and 15 via in-depth interviews. Quantitative findings highlight both optimism and caution: while

AI is appreciated for its ability to save preparation time and improve material quality, concerns persist about ethical

misuse, content reliability, and overreliance among students. Thematic analysis of interviews revealed pressing needs for

institutional support, professional development, and clear policy frameworks. Findings suggest that, although instructors

are open to adopting AI, significant barriers related to training and pedagogical alignment remain. This study contributes to

the growing literature on AI in language education by providing context-specific insights for enhancing digital literacy,

informing policy design, and promoting responsible AI integration in EFL teaching across the region.
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1. Introduction

The rapid advancement of artificial intelligence (AI),

particularly in the form of generative AI technologies, is

transforming the educational landscape. These tools enable

human-like responses, automate instructional content, and

provide real-time assistance to learners across each subject

domain. In second-language education, such tools are in-

creasingly viewed as supporting reading comprehension, vo-

cabulary development, writing fluency, and learner engage-

ment [1, 2].

The potency of generativeAI in an English as a Foreign

Language (EFL) classroom is particularly enticing. Such

tools can assist instructors in the prompt drafting of reading

passages at various ability levels, providing scaffolding in

grammar and sentence structure, and aiding writing develop-

ment through systems of immediate feedback. Furthermore,

they can be coupled with a differentiated instruction model

that endorses learner autonomy and personalized learning

pathways [3, 4]. These relevant capabilities are now particu-

larly valued within teaching paradigms, increasingly more

so in tertiary contexts that are adjusting to greater diversity

among learners and growing curricular pressure.

AI is therefore being embedded within the framework

of a more general transformation toward future-oriented

schooling, where creativity, adaptability, and digital fluency

form the core of 21st-century skills. International policy

bodies such as UNESCO [5] and the OECD [6] have put for-

ward frameworks requiring AI’s responsible integration into

education at all levels. The recommendation on the ethics of

artificial intelligence issued by UNESCO urges the adoption

of AI strategies that are inclusive, equitable, and adhere to

the principles of human rights and academic integrity. Corre-

spondingly, the ”AI and the Future of Skills” report, authored

in 2023 by the OECD, emphasizes that any institution must

further develop the potential of AI while also addressing

risks such as bias, misinformation, and surveillance.

Many of these global trends are being implemented

with increasing demands on teachers, who themselves have

varied approaches to begin with. Whether an instructional

strategy will define the integration of AI in the curriculum

and culture depends on the teacher’s agency. More often, the

divide is guided by the teacher’s motivation, digital or com-

puter literacy, and ethical consciousness. Teachers, therefore,

aside from being implementers, are themselves critical stake-

holders with the power to decide when and howAI should

be adopted in the learning settings; hence, studying their

perceptions and experiences would inform the development

of sustainable strategies for adoption.

Concomitant to that expansion in the use of AI in ed-

ucation are a number of pressing pedagogical, ethical, and

structural issues. Among the issues raised have been over-

reliance on these tools, diminished critical thinking skills

among students, breaches of data privacy, and culturally in-

appropriate content produced by AI systems [7, 8]. Without

clear instructional guidelines and ethical frameworks, the

integration of AI into language education may risk fostering

surface-level learning and academic dishonesty. Scholars

argue that while AI holds the promise of reducing instructor

workload and supporting students, its benefits can only be

realized through informed and critical usage [9, 10].

The global research community has addressed these

concerns by examining the implementation of AI in vari-

ous educational settings. In the Gulf region, national initia-

tives—such as Saudi Arabia’s AI literacy programs—have

spurred rapid adoption and experimentation in universi-

ties [11]. Studies from Saudi Arabia and the United Arab

Emirates have shown that both faculty and students exhibit

cautious optimism toward AI tools but stress the need for

structured digital literacy training and ethical usage proto-

cols [12, 13]. In contrast, countries like Jordan are still in the

nascent stages of AI integration in higher education, with

few institutional policies or professional development oppor-

tunities available for instructors [14].

In the Jordanian context, English language instruction

plays a central role in higher education. Most universities

require English proficiency and offer multiple EFL courses

across disciplines. Even then, instructors often mention prob-

lems with outdated curricula, poor technological infrastruc-

ture, and a lack of time for content customization. Generative

AI might very well solve most of these issues if it were just

utilized, but little is known about how instructors currently
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think about or use such tools. Furthermore, with AI ethics

issues being scrutinized worldwide, as well as the credibility

of materials produced byAI, it becomes even more important

to understand how Jordanian instructors balance the risks

against the benefits of these technologies in their classrooms.

Most of the AI-in-education research in Jordan is rel-

atively novel and scarce in nature, with most of it focusing

on students’ attitudes toward AI and the technological ca-

pabilities of their institutions. There is a significant lack of

empirical studies that examine the day-to-day instructional

experiences of teachers, especially within the EFL domain,

who are increasingly told to innovate but without sufficient

guidance or resources [15, 16]. To address this gap in the liter-

ature, it remains unclear how instructors within this context

construe the pedagogical, ethical, and institutional differ-

ences that arise from the use of AI.

This study aims to bridge this gap by shining a light on

the perceptions, experiences, and practices of EFL teachers in

Jordanian universities with regard to the usage of generative

AI tools. In particular, the research endeavours to:

1. Investigate the perceptions of EFL teachers in Jordanian

universities about the use of generative AI for the devel-

opment of reading and writing materials.

2. Explore the advantages and disadvantages of implement-

ing AI in language classrooms.

3. Identify training and digital literacy gaps that may hinder

optimal AI adoption among the instructors.

By addressing these objectives, the study contributes

to the growing international conversation about AI in ed-

ucation by providing situated knowledge that can benefit

professional development, curriculum design, and policy in

Jordan and similar educational settings. Furthermore, this

study responds to calls from various international agencies

to ensure that AI integration into education is not only tech-

nically competent but also pedagogically effective, ethically

responsible, and culturally meaningful.

2. Literature Review

2.1. Generative AI and Language Education

Generative AI is the common name used to describe

AI systems capable of generating new content, such as text,

audio, images, or videos. In language education-dominated

areas, text-based generative AI tools such as ChatGPT and

Bard have gained popularity among learners and educators,

as these systems can engage in human-like dialogues, pin-

point grammatical errors, suggest lexical choices, and gener-

ate content on demand [10, 17].

Numerous studies have discussed the various ways in

which these tools aid the pedagogical process of establishing

English as a foreign language. For instance, studies have

found that environments enhanced with AI increase student

engagement, confidence, and language output [4, 18]. On the

other hand, ESL instructors use ChatGPT to create conversa-

tion prompts, vocabulary lists, and comprehension exercises

to suit individual learner needs [3]. However, some of these

materials, while grammatically sound, are said to lack cul-

tural or contextual interpretation and may reinforce biases if

used without moderation [7].

A study by Tapalova and Zhiyenbayeva [19] highlights

the importance of teacher intervention in AI-assisted class-

rooms, suggesting that AI-generated instructional content

requires an evaluative contextualization to remain pedagog-

ically relevant. Moorhouse and Kohnke [1] echo this senti-

ment, expressing concern that initial language teacher educa-

tion (ILTE) programs frequently fail to adequately prepare

teachers in working with AI, therefore creating a severe skill

gap in present classrooms. Turning to generative AI, it has

also been observed to disrupt traditional teaching methods

through interference in content creation and the presence of

teachers in the classroom [20].

New research stresses the use of generative AI as a

sociocultural practice embedded in teacher agency and insti-

tutional norms. Zaman et al. [21] mapped out how language

teachers in South Asia negotiate their use of AI tools amidst

a dearth in institutional support, remarking on how pedagog-

ical innovation is often stifled by top-down mandates and

infrastructure gaps. This type of work thus highlights the

value of contextualizing AI integration beyond mere techni-

cal or abstract individualist frameworks.

Integration of AI in educational settings is by no means

confined to technical fields. Indeed, a recent stream of stud-

ies has foregrounded its position within the social sciences

and humanities. For example, Lavidas et al. [22] explored

the factors that influence students’ intentions to adopt AI

applications for academic purposes within the humanities

and social sciences, demonstrating that attitude toward AI
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and digital readiness significantly sway adoption. The find-

ings thus reinforce the necessity of understanding both the

technological capability and user perspectives, as well as the

contextual variables—an emphasis that directly connects to

the present study.

2.2. Theoretical Frameworks: Technology Ac-

ceptance and Digital Literacy

Generally, introducing generative AI tools into edu-

cational settings has been considered through the lens of

the Technology Acceptance Model, whereby perceived use-

fulness and perceived ease of use are posited as the most

significant factors behind user acceptance [23]. The secondary

perceptions of entertainment that the instructor has about AI

may include whether it helps reduce the time spent on tasks

in teaching or increases the quality of teaching materials;

therefore, these form the basis of many secondary variables

considered in the study to gain insight into whether instruc-

tors utilize these tools in their teaching practice.

In the EFL setting, studies have extended the Tech-

nology Acceptance Model (TAM) to include factors such

as ethical awareness, digital self-efficacy, and institutional

support [15, 24]. The findings suggest that acceptance of AI

tools is hindered by a lack of training or because of ethical

risk considerations, even if teachers themselves see benefits

fromAI tools. Hence, digital literacy is, at least in part, both

ethical and pedagogical. For Luckin et al. [9], it is imperative

that training be provided to educators not just on how to use

AI but also on how to use it responsibly and effectively.

The psychological readiness of the instructor should

thus have been taken into account, including academic self-

efficacy and motivation in technology adoption. Karakose

et al. [25] bring forth this complex interplay in their study of

prospective teachers of mathematics, where structural equa-

tion modeling revealed educators’ attitudes, teacher anxiety,

and intention to live and use instructional technologies af-

ter graduation . Although their study is set in the Science,

Technology, Engineering, and Mathematics (STEM) field,

the motivational and psychological variables they talk about

carry over to all other areas and reinforce the need for putting

human-centered considerations in models for AI adoption.

Additionally, Balaskas [26] suggests an enhanced ver-

sion of TAM, which includes the ethical risk perception,

mostly in the settings where the AI-generated content might

inadvertently breach academic integrity standards. Their

research, based on Taiwanese university instructors, finds

that ethical risk perception serves as a significant moderator

between the perceived usefulness and the actual use of AI in

their classrooms. The importance of ethical and institutional

barriers to AI adoption forms the basis of the present study.

This study is based on an extended TAM that incorpo-

rates attitude, perceived benefit, perceived risk, and institu-

tional readiness. By doing so, it follows the recent calls by

Liang et al. [16] and Wang et al. [8] for more comprehensive

models that can account for the complexity of AI adoption

in education.

2.3. AI for Reading and Writing Instruction

The incorporation of generative AI in EFL reading

and writing instruction has gained considerable momentum.

Teachers are said to be using ChatGPT, ChatPDF, and similar

tools to compose leveled reading passages, scaffold compre-

hension activities, and provide formative feedback to stu-

dents on their writing [10, 27]. This ability to customize a prod-

uct quickly becomes especially important in mixed-ability

classrooms.

Several researchers have emphasized the role of AI in

improving writing instruction. Nazli et al. [28] found that stu-

dents who received AI-generated feedback demonstrated im-

proved grammatical accuracy and organizational skills. Sim-

ilarly, Alharbi [29] noted that AI-powered writing assistants

can help reduce anxiety among EFL students by providing

nonjudgmental, instant feedback, though overdependence

remains a concern.

However, issues of plagiarism and originality persist.

Feng [30] warns that students may begin to copy AI sugges-

tions without engaging in metacognitive reflection, which

could inhibit long-term skill development. Therefore, a hy-

brid model that combines teacher-guided instruction with AI

support is widely recommended [4, 12].

Song [31] investigated AI writing assistants in under-

graduate composition classes and concluded that scaffolded

instruction aroundAI use was crucial. Students who received

explicit guidance on how to evaluate and reviseAI-generated

text demonstrated higher writing gains than those who used

AI independently. Their findings support the importance of

embedding AI tools within structured pedagogical frame-

works.
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In the Jordanian context, research remains limited.

Abuzaid [14] found that while instructors experiment with AI

to develop supplementary reading and writing materials, they

often lack confidence in evaluating the cultural and academic

appropriateness of AI-generated content. Oweis [32] found

similar concerns in their study of digital writing in Jordanian

universities, where instructors expressed skepticism toward

AI’s relevance inArabic-English bilingual classrooms. These

findings reinforce the need for local training programs and

culturally sensitive pedagogical approches.

2.4. Ethical Concerns and Institutional Readi-

ness

One of the most pressing concerns surrounding the

adoption of AI in education is ethics. Instructors across

various studies have cited data privacy, content bias, author-

ship ambiguity, and student plagiarism as critical [7, 8]. These

concerns are particularly acute in the language classroom,

where originality and critical thinking are central learning

objectives.

Shamsuddinova [33], in a large-scale survey of Gulf in-

stitutions, found that although awareness of ethical issues

was high, most universities lacked clear guidelines or poli-

cies regarding the responsible use of AI. In contrast, Saudi

Arabia has launched national frameworks to encourage AI

literacy across academic institutions [11], whereas countries

like Jordan are still in the early stages of formal policy de-

velopment [14]. Teacher readiness is further constrained by

the lack of professional development (PD). Moorhouse and

Kohnke [1] report that most EFL instructors in their sam-

ple had never received formal AI training, relying instead

on self-experimentation and peer support. Without struc-

tured training modules, even instructors who are enthusiastic

about AI may struggle to integrate it effectively and ethi-

cally. Imran and Almusharraf [34] found that ongoing PD and

community-based mentoring led to higher confidence and

classroom adoption among Saudi EFL faculty.

2.5. Research Gap

Taken together, the existing literature reveals strong in-

terest and potential for generative AI in language education,

particularly in writing and reading instruction. However,

significant gaps remain in training, institutional support, and

region-specific research, particularly in the Jordanian context.

Instructors in Jordanian universities face unique challenges:

limited infrastructure, lack of formal policies, and absence

of AI-focused PD programs. Despite this, their perspectives

have remained underexplored. The study directly fills the gap

by providing empirical data on Jordanian EFL instructors’

perceptions and practices concerning generative AI tools.

It also contributes to theory by extending the TAM frame-

work to reflect ethical awareness and institutional readiness,

thereby allowing for a more refined understanding of AI

adoption within underrepresented educational contexts.

3. Methodology

3.1. Research Design

A design based on mixed methods with a convergent

perspective was employed, engaging both quantitative and

qualitative approaches during one data collection and anal-

ysis phase. This design was chosen in order to yield EFL

instructors’ perceptions and views, as well as to gain a more

comprehensive understanding of practice concerning the use

of generative AI tools in Jordanian universities. Quantita-

tive data provided statistical trends for the adoption of AI,

whereas qualitative interviews furnished further insights into

the contextual variables affecting beliefs and constraints.

This approach was taken because it offsets the limitations of

onemethod by the strengths of another, thereby increasing va-

lidity, triangulation, and explanatory depth of the findings [35].

Such a mixture of methods is best suited for educational tech-

nology adoption studies, where users’ behavior and attitude

must be contextualized by lived experiences. By infusing

descriptive statistical patterns with a narrative account, the

design ensured that the results would be both generalizable

and contextually relevant.

3.2. Participants and Sampling

The method for selecting participants was purpo-

sive and criterion-based sampling, with the target being

university-level EFL instructors who might have at least

basic exposure to AI tools. The study focuses on instructors

across ten Jordanian accredited universities, both public and

private, touching institutions in Amman, Irbid, Zarqa, and

the southern governorates. The inclusion criteria were: (1)
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current involvement in EFL instruction, (2) teaching at the

undergraduate or graduate level, and (3) familiarity with at

least one generativeAI tool, such as ChatGPT or Grammarly.

A total of 87 instructors completed the survey, and 15

instructors participated in follow-up semi-structured inter-

views. The sampling strategy ensured representation across

gender, teaching experience, academic qualification, and

institutional type.

Table 1 summarizes the participants’ demographic in-

formation. Efforts were made to avoid overrepresentation

from urban academic centers by allocating invitations pro-

portionally based on university size and location. Snowball

sampling via professional networks was also employed to

supplement underrepresented institutions.

Table 1. Participant demographic information.

Category Distribution

Gender 53% Female, 47% Male

Age Range 25–34 (28%), 35–44 (40%), 45+ (32%)

Teaching Experience
1–5 years (24%), 6–10 years (30%), 11+

years (46%)

Highest Degree Held Master’s (38%), Ph.D. (62%)

Previous AI Training Yes (23%), No (77%)

3.3. Instrument Development, Reliability, and

Validation

The survey instrument was constructed based on a

review of existing AI-in-education frameworks and instru-

ments [10, 16]. It comprised 20 closed-ended items across five

domains: demographic information, AI familiarity, usage

practices, perceived benefits, and perceived challenges.

Survey items were first drafted in English, then trans-

lated into Arabic using a back-translation process to ensure

linguistic and cultural equivalence. Three bilingual scholars

independently reviewed both versions to ensure that items

retained conceptual clarity and relevance.

An expert panel of three researchers in EFL and ed-

ucational technology reviewed the instrument for content

validity, item relevance, and alignment with the research

objectives. A pilot study with 10 instructors was conducted

to test face validity, clarity, and usability. Minor revisions

were made to item phrasing based on participant feedback.

The instrument’s internal consistency was measured

using Cronbach’s alpha, yielding an overall alpha of 0.84,

indicating high reliability. Table 2 presents sample survey

items.

Table 2. Sample survey questions.

Section Sample Question Scale

Demographics What is your highest academic qualification? Multiple choice

AI Familiarity How familiar are you with AI tools like ChatGPT? 5-point Likert (Not familiar–Very familiar)

Usage Practices How often do you use AI tools to develop reading materials? 5-point Likert (Never–Very Often)

Perceived Benefits AI tools improve the efficiency of lesson preparation. 5-point Likert (Strongly Disagree–Strongly Agree)

Perceived Challenges I worry about students over-relying on AI tools. 5-point Likert (Strongly Disagree–Strongly Agree)

The semi-structured interview protocol was developed

in parallel and aligned with survey themes. Open-ended ques-

tions probed participants lived experiences with AI in read-

ing and writing instruction, as well as their ethical concerns,

student reactions, and institutional preparedness. Sample

prompts included:

• “How have you used AI tools in your instructional plan-

ning or classroom teaching?”

• “What challenges have you encountered when integrating

AI?”

• “Does your institution support AI usage through training

or policy?”

Interviewswere pilotedwith two instructors and refined

based on duration, clarity, and sequencing logic. All inter-

views were conducted in either English orArabic, depending

on participant preference. Transcripts were translated as

needed and verified for accuracy by bilingual coders.

3.4. Ethical Considerations

Participants were informed of the study’s objectives, its

voluntary nature, and data confidentiality provisions. Digital

informed consent was collected at the start of the survey via

a checkbox and again via email for interview participants.

Each respondent was assigned a coded identifier (e.g.,

P17 for the survey and I-08 for the interviews) to pre-

serve anonymity. Data were stored on encrypted, password-
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protected drives accessible only to the research team. No

identifying data (e.g., university names or personal identi-

fiers) were reported.

Participants were given the right to withdraw at any

point without penalty, and interviewees were offered the

chance to review and revise their transcripts. Ethical com-

pliance was consistent with the Declaration of Helsinki’s

guidelines for social science research.

3.5. Data Collection Procedures

Data collection took place over a six-week period dur-

ing Fall 2024. The survey was administered via Google

Forms and distributed through official university mailing

lists, EFL department heads, and academic networks.

The average survey completion time was 12–15 min-

utes. To encourage participation, respondents were informed

that their input would contribute to the development of AI

policy in Jordanian education.

Interviews were conducted via Zoom or Microsoft

Teams, depending on participant availability. Each session

lasted 30 to 45 minutes, and all were audio-recorded with

explicit consent. Interviewers also maintained field notes

on tone, pauses, and contextual cues to support subsequent

thematic coding.

3.6. Data Analysis

Quantitative analysis was conducted using SPSS (v27).

Descriptive statistics (e.g., frequencies, means, percentages)

were computed for all items. To test the study’s hypotheses,

inferential statistics, including independent samples t-tests

and Pearson correlation coefficients, were applied—these

tested relationships between AI exposure, digital literacy,

ethical concerns, and the likelihood of adoption.

Prior to analysis, data were screened for normality,

missing values, and outliers. Reliability coefficients for each

subscale were within acceptable thresholds (α > 0.75).

Qualitative data were analyzed using Braun and

Clarke’s [36] six-phase thematic analysis framework: famil-

iarization, initial coding, theme development, theme review,

theme definition, and write-up. Transcripts were coded in

NVivo, with two researchers independently coding 30% of

the data. The inter-rater agreement was high (Cohen’s Kappa

= 0.82), indicating consistency in coding decisions.

Themes were then synthesized into conceptual cate-

gories such as “Efficiency and Engagement,” “Pedagogical

Concerns,” and “Institutional Readiness.” These themes

were cross-referenced with survey patterns for triangulation.

3.7. Methodological Limitations

While the mixed-methods design enriched the study’s

explanatory power, several limitations exist:

1. Self-report bias: Participants may over- or under-

reported their use of AI due to social desirability or con-

ceptual misunderstandings.

2. Volunteer bias: Interviewees may represent instructors

who are more interested or engaged in AI integration.

3. Contextual generalizability: Although data were col-

lected across multiple institutions, the findings may not

fully generalize to private colleges, vocational institu-

tions, or secondary education settings.

4. Rapidly evolving technology: As generative AI tools

evolve, the relevance of tools mentioned in this study

(e.g., ChatGPT) may shift in future classroom contexts.

Despite these limitations, the study offers a rigorous

and contextually grounded snapshot of generative AI adop-

tion among university-level EFL instructors in Jordan.

4. Results and Analysis

4.1. Survey Findings

A total of 87 EFL instructors completed the survey

(Appendix A). Descriptive and inferential analyses revealed

meaningful insights into how generative AI tools are per-

ceived and used in Jordanian EFL classrooms. The responses

highlighted varying levels of digital readiness, institutional

support, and perceived pedagogical value. Table 3 shows

the AI Familiarity and Usage percentages.

While 74% of respondents are familiar with tools such

as ChatGPT and Grammarly, only 41% report using them

frequently in their teaching practice. The relatively low con-

fidence level (32%) in applying AI tools is closely linked to

the fact that just 23% of instructors had received any form

of formal AI training. These figures reflect a readiness gap

that limits the translation of awareness into action.

Interestingly, instructors from private institutions
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showed marginally higher usage rates, possibly due to more

flexible adoption policies or newer infrastructures. However,

no significant gender differences were found in usage fre-

quency or training exposure, suggesting that the gaps are

institutional rather than demographic. Table 4 summarizes

the perceived benefits of generative AI.

Table 3. AI familiarity and usage.

Question Response Percentage

Familiar with AI tools like ChatGPT Yes 74%

Use AI tools regularly for material preparation Often / Very Often 41%

Received AI training Yes 23%

Confident using AI in teaching Confident / Very Confident 32%

Table 4. Perceived benefits of generative AI.

Statement Strongly Agree Agree Neutral Disagree Strongly Disagree

AI improves material quality 45% 36% 14% 5% 0%

AI saves preparation time 52% 30% 12% 6% 0%

AI enhances student engagement 38% 38% 18% 6% 0%

AI enables differentiated instruction 40% 34% 20% 6% 0%

Overall, instructors expressed strong optimism regard-

ing the pedagogical utility of generative AI. The most en-

dorsed benefits were time efficiency, followed by material

quality and support for differentiated instruction. These find-

ings align with studies from other EFL settings [31] where

instructors appreciate AI’s ability to streamline lesson plan-

ning and increase productivity. Table 5 reveals the perceived

challenges and concerns found.

Table 5. Perceived challenges and concerns.

Statement Strongly Agree Agree Neutral Disagree Strongly Disagree

Concern about overreliance on AI 40% 29% 20% 8% 3%

Doubts about AI content accuracy 28% 32% 22% 15% 3%

Difficulty in integrating AI into curriculum 25% 35% 30% 7% 3%

Lack of clear guidelines for ethical use 48% 33% 14% 5% 0%

Ethical concerns were a recurring theme. Nearly half of

the instructors strongly agreed that there is a lack of guidance

on ethical usage, while 69% acknowledged concerns about

overreliance on AI. The data show that despite enthusiasm

for efficiency, instructors remain wary of the risks associated

with uncritical or excessive use of AI.

4.2. Ethical and Training Gaps

Only 32% of respondents reported feeling ethically

confident when using AI tools in class. Additionally, 68%

indicated their institution had not provided any training or

formal communication regarding academic integrity and AI-

generated content.

This unstructured approach to AI integration suggests

that institutions are lagging behind the pace of technolog-

ical change, leaving instructors vulnerable to missteps or

inconsistent application of AI.

4.3. Correlation and Hypothesis Testing

The hypotheses tested revealed statistically significant

relationships: instructors who were digitally literate or had

formal training in AI were more likely to adopt these tools.

At the same time, higher levels of ethical concern predicted

lower adoption rates. These findings reinforce the theoreti-

cal validity of TAM extensions [26]. Table 6 summarizes the

results of the addressed hypotheses.
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“We urgently need workshops and insti-

tutional policy. Right now, everyone is exper-

imenting on their own, which is risky.” —

Instructor I-03
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Table 6. Hypotheses results.

Hypothesis Test Result

H1: Digital literacy → Positive perception of AI Pearson correlation r = 0.46, p = 0.004 (Supported)

H2: Prior AI training → Higher usage rate Independent t-test t(85) = 3.25, p = 0.002 (Supported)

H3: Ethical concerns → Lower AI adoption Pearson correlation r = -0.38, p = 0.006 (Supported)

4.4. Thematic Analysis of Interviews

Interviewees brought a more nuanced understanding of

institutional inaction and pedagogical uncertainty with their

unanimous mandate for training. Instructors often expressed

a willingness to innovate, but a lack of structural support left

them in frustration. See Table 7 for the summary of Emerg-

ing Themes. Also included some positive student outcomes

associated with responsible use of AI; that is, improvement

in writing confidence and engagement with reading mate-

rials, especially when students were being asked to reflect

critically on AI-generated content.

Table 7. Emerging themes from interview data.

Theme Description

Efficiency and Engagement Instructors cited time-saving and improved student motivation as major benefits

Pedagogical Concerns Concerns included overreliance, lack of critical thinking, and passive learning

Institutional Readiness Most instructors noted a lack of policy and training frameworks

4.5. Interpretation and Broader Implications

Instructors thus consider generative AI as a productiv-

ity tool, but may hesitate to use it because of the ambiguity

surrounding the best usage, ethical issues, and systemic sup-

port. This is a good reflection of that institutional adoption of

AI, representing those days of enthusiasm before readiness.

The study goes well with previous literature, revealing that

AI adoption in Jordanian EFL classrooms is mostly driven

by instructors and lacks alignment across departments or

institutions. This increases inconsistency and may prevent

long-term innovation. Similar conclusions were drawn by

Hoke [37], who emphasized the importance of emotional intel-

ligence and sustainability in AI-integrated education, and by

Wardat and Akour [38], who identified the impact of AI tools

on reducing speaking anxiety among EFL students in Jor-

dan, highlighting both potential and systemic gaps. Hence,

findings call for immediate attention to:

• Professional development programs in AI literacy.

• Ethical guidelines and curriculum alignment for class-

room use.

• Ongoing support structures, such as communities of prac-

tice, where facilitators can share best practices and collab-

oratively resolve challenges.

In terms of global AI adoption in education, this study

contributes to placing an emphasis on localized educator

voices from relatively under-researched regions, such asJor-

dan. The findings are a call for moving toward a balanced and

nurturing AI ecosystem, far beyond technology provision,

that includes edicts on policies, pedagogy, and ethics.

5. Conclusion

The use of generativeAI tools for preparing reading and

writing materials has been the subject of study, as the opin-

ions and practices of EFL instructors working at Jordanian

universities have been examined. The research employed a

mixed-methods approach, with a total of 87 survey partic-

ipants and 15 interviewees. Findings of the study showed

great excitement about AI’s potential as a pedagogical tool,

but also showed fear due to ethical, technical, and institu-

tional constraints.

Teachers generally viewed generative AI as a powerful

tool to support efficiency in areas related to lesson planning,

differentiation, and the actual generation of materials. These

tools were praised for their time-saving qualities, as well as

for providing flexible outputs tailored to the learners and

in accordance with the instructors’ core focus. On the con-

trary, the results highlighted issues associated with halting

excessive dependencies, content authenticity, diminished

critical thinking on the student’s part, and lack of formal
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and policy, it feels like we’re flying blind.” —

Instructor I-14
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training and ethics. The study found that most educators

were working without sufficient institutional support. Al-

though some pioneers have taken the initiative to explore AI

tools in isolation, good professional development programs,

pedagogical frameworks, and clear policy directives are ab-

sent; thus, questions prevail. This gap between promise and

preparedness risks relegating AI integration to superficial

application instead of meaningful pedagogical innovation.

Theoretically, the findings uphold the TAM while

broadening it to include ethical concerns and institutional

readiness as crucial factors in the adoption procedure. Prac-

tically, this study underlines the need for structured support

for instructors, which also includes relevant pedagogical and

ethical preparation, beyond mere technical training.

Based on the outcomes, the following recommenda-

tions were suggested toward fostering the responsible use of

generative AI in Jordanian English as a Foreign Language

teaching:

1. Develop National and Institutional AI Policies:

Establish clear guidelines on the ethical use of AI, aca-

demic integrity, and permissible classroom applications

to address instructors’ uncertainty and provide a legal

and pedagogical framework.

2. Offer Targeted Professional Development:

Universities should implement AI literacy training for

instructors that includes hands-on workshops, curriculum

integration strategies, and ethical use cases tailored to

EFL teaching.

3. Create Supportive Infrastructure:

Institutions should invest in digital infrastructure, cen-

tralized resource banks, and language-specific AI tools

to ensure equitable access and reduce individual experi-

mentation risks.

4. Encourage Blended AI-Human Pedagogies:

Promote teaching models where AI tools supplement but

do not replace the teacher’s role in scaffolding learn-

ing and promoting critical thinking. For example, AI-

generated writing can be used as a springboard for peer

review and reflection exercises.

5. Include AI Literacy in Pre-Service Teacher Education:

Teacher training programs should begin to embed AI-

related competencies into their curricula to ensure that

future instructors enter the profession with foundational

knowledge and ethical awareness.

6. Facilitate Cross-Institutional Collaboration:

Establish communities of practice across Jordanian uni-

versities to share resources, case studies, and implemen-

tation models to support AI-informed teaching.

7. Support Longitudinal Research:

Encourage further studies that assess the long-term im-

pacts of AI on student learning, academic integrity, and

teacher efficacy in the Arab EFL context.
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Appendix A

Section 1: Demographics

1. What is your gender?

◦ Male

◦ Female

◦ Prefer not to say

2. What is your age range?

◦ 25–34

◦ 35–44

◦ 45 and above

3. What is your highest academic qualification?

◦ Bachelor’s

◦ Master’s

◦ Ph.D.

4. How many years have you been teaching English?

◦ 1–5 years

◦ 6–10 years

◦ 11+ years

5. Have you attended any AI-related professional devel-

opment programs?

◦ Yes

◦ No

Section 2: Familiarity with AI Tools

6. How familiar are you with AI tools such as ChatGPT,

ChatPDF, or similar?

(5-point Likert scale: Not familiar – Very familiar)

7. How confident are you in usingAI tools for educational

purposes?

(5-point Likert scale: Not confident – Very confident)

8. Which AI tools have you used in your teaching prac-

tices?

◦ ChatGPT

◦ ChatPDF

◦ Other (please specify)

Section 3: Usage Practices

9. How often do you use AI tools to develop reading ma-

terials for your students?

(5-point Likert scale: Never – Very often)

10. How often do you use AI tools to assist in student writ-

ing activities?

(5-point Likert scale: Never – Very often)

11. For what purposes do you primarily use AI tools in

your teaching?

(Multiple choice; check all that apply)

• Material development

• Writing support

• Assessment feedback

• Other (please specify)

12. Do you provide your students with guidance on how

to responsibly use AI tools?

◦ Yes

◦ No

Section 4: Perceived Benefits

13. AI tools help me save time when preparing reading and

writing materials.

(5-point Likert scale: Strongly disagree – Strongly

agree)

14. AI tools improve the quality of reading passages and

writing prompts I create.

(5-point Likert scale: Strongly disagree – Strongly

agree)

15. AI-generated materials are helpful in customizing tasks

for different proficiency levels.

(5-point Likert scale: Strongly disagree – Strongly

agree)

16. AI tools enhance student engagement and motivation

in the classroom.

(5-point Likert scale: Strongly disagree – Strongly

agree)

Section 5: Perceived Challenges

17. I am concerned about the accuracy and appropriateness

of AI-generated content.

(5-point Likert scale: Strongly disagree – Strongly

agree)

18. I worry that students may become overly reliant on AI

tools for assignments.

(5-point Likert scale: Strongly disagree – Strongly

agree)

19. Integrating AI tools into existing curriculum structures

is challenging.

(5-point Likert scale: Strongly disagree – Strongly
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agree)

20. I feel confident in guiding students on ethical and re-

sponsible use of AI tools.

(5-point Likert scale: Strongly disagree – Strongly

agree)
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