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ABSTRACT

In this study, we propose a process-oriented framework centered on “editorial footprints,”  which we define as the 
observable steps in a writer’s drafting and revision process when using generative AI. Fifteen female undergraduate 
students completed two writing tasks using ChatGPT: one under a quick, minimal-effort condition and another under a 
thorough, high-effort condition. Participants edited a shared rough draft in Google Docs, while their entire interactions 
with ChatGPT were recorded and qualitatively analyzed. Results show that while the final text lengths were similar, 
students in the thorough condition made significantly more edits and employed a broader range of ChatGPT prompts, 
producing work with greater depth, logical coherence, and style consistency, which left more editorial footprints 
throughout the writing process. These findings reveal distinct patterns of engagement, prompting, and revision between 
the two conditions and demonstrate the limitations of current AI detectors, which overlook the full scope of the writing 
process.  Our discussion emphasizes that detection of AI-generated writing should incorporate analysis of the writer’s 
interaction histories and revision behaviors with generative AI tools. We further suggest that understanding these 
process-based indicators is essential not only for distinguishing AI-assisted writing but also for fostering educational 
practices that encourage meaningful, reflective engagement with AI in writing.
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1.	 Introduction
Since the emergence of ChatGPT in late 2022, edu-

cational institutions have attempted to ban its use citing 
concerns about academic dishonesty [1]. For example, the 
New York City Department of Education restricted access 
to ChatGPT on school devices and networks due to fears 
that students could exploit AI to bypass authentic learning 
and cheat on assignments [2]. Likewise, several universi-
ties around the world have begun revising their academic 
integrity policies to address AI-generated content more ex-
plicitly [3,4], while others have strengthened their plagiarism 
detection protocols by incorporating AI-detection software 
[5].

In response, researchers and developers have created 
AI-based “ChatGPT detectors” to distinguish human-writ-
ten text from AI-generated text [6-8]. For example, GPTZero 
is a tool that analyzes text for linguistic markers such as 
syntactic complexity and “burstiness” to estimate wheth-
er a passage was written by a human or generated by 
ChatGPT [9]. Other platforms, such as Turnitin’s AI-writing 
detection solution, apply machine learning algorithms to 
identify potential instances of AI-generated prose by scru-
tinizing semantic coherence and stylistic irregularities [10].

Although no formal report exists on the percentage of 
lecturers and professors using AI detectors in higher educa-
tion, a 2024 survey in the United States reported that 68% 
of K–12 teachers use these tools as they struggle with con-
cerns regarding students who use generative AI to cheat on 
assignments [11]. While these detection tools represent a sig-
nificant step toward mitigating academic dishonesty, critics 
note that the detectors remain susceptible to false positives 
and false negatives [12]. For example, texts that demonstrate 
strong logical organization and high linguistic quality risk 
being flagged as AI-generated [13]. Recent studies concur 
that identifying AI-generated text is inherently fallible and 
no current detection method can ensure complete accura-
cy [14,15]. This issue is especially concerning in academic 
environments where the stakes of a misclassification can 
be profound. From a student rights perspective, these false 
positives, in which genuinely human-produced work is la-
beled as AI-generated, can lead to unjust repercussions that 
range from lowered grades to formal disciplinary actions 
[6]. Although many institutions have turned to AI detectors 
to maintain academic integrity, the potential harm inflicted 

by incorrect judgments underscores the necessity of more 
nuanced, reliable detection practices that reduce the unin-
tended consequences of these emerging technologies.

Current detectors focus solely on analyzing a piece of 
writing after it is already complete. Writing, however, is 
not merely a static end product. Numerous scholars have 
argued that writing is a complex, iterative activity that ex-
tends far beyond the final artifact [16–18]. Writing is a process 
that includes stages of brainstorming, drafting, revising, 
and reflecting, each of which shapes the developing text 
in distinct ways [19]. Cognitive process theories of writing 
emphasize the significance of monitoring a piece of text 
through multiple edits since such revisions shed light on 
the writer’s thought processes, problem-solving strategies, 
and degree of engagement [17,20].

The choices that writers make during composition, as 
well as the nature and frequency of their revisions, can pro-
vide valuable insights into their underlying cognitive flow 
and motivations [18]. These are called “editorial footprints” 
[17]. Editorial footprints, or digital fingerprints as described 
by Salman and Alexandron [21], refer to the traceable record 
of a writer’s iterative process of planning, drafting, and re-
vising, which reveals their cognitive flow and engagement 
beyond the final text. The motivation for this research 
stems from the fact that purely outcome-focused detectors 
cannot capture these micro-level processes. Unlike current 
tools that analyze only a single, static version of a docu-
ment, a process-oriented detector could enable educators 
and researchers to identify unique markers of human au-
thorship by examining how a writer conceptualizes ideas, 
reorganizes content, and refines language over time [16,19]. 
This focus on process is a central tenet of modern com-
position theory and underscores the limitations of treating 
writing as an isolated, one-step task [22]. By tracking the 
writing process, researchers may better determine whether 
AI tools simply aided a student’s cognitive workflow or 
fully replaced it. This methodological shift, we believe, 
holds promise for creating more accurate and ethical ap-
proaches to detecting AI usage.

To assess the feasibility of a process-based approach 
to AI detection, we examined editorial footprints by track-
ing a writer’s iterative process. Our goal was to understand 
how varying levels of ChatGPT reliance affect students’ 
writing processes, editorial behaviors, and final outputs. 
Specifically, we focused on two writing conditions: one 
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in which students rely almost entirely on ChatGPT (the 
Quick Writing Condition), and another in which they use 
ChatGPT primarily for partial assistance (the Thorough 
Writing Condition). We compared these two extremes 
(quick vs. thorough) because they represent distinct writ-
ing processes—minimal interaction versus iterative refine-
ment. Identifying measurable differences in each process 
could shed light on features that a process-based detection 
method can leverage.

Our overarching research question was as follows: 
How do students behave differently in the writing process 
when they use ChatGPT for quick completion versus when 
they engage in thorough, high-quality writing? To address 
this question, we posed three sub-questions:

How does writing quality differ when students use 
ChatGPT primarily for quick task completion versus when 
they seek to produce a thorough, high-quality writing as-
signment?

How do edit counts and types differ when students use 
ChatGPT primarily for quick task completion versus when 
they aim to create a thorough, high-quality writing assign-
ment?

How do prompt counts and types differ when students 
use ChatGPT primarily for quick task completion versus 
when they strive to craft a thorough, high-quality writing 
assignment?

2.	 Methods

2.1.	 Participants

Fifteen female undergraduate students from two uni-
versities participated in this study; they majored in various 
fields of education, including Special Education, Early 
Childhood Education, Elementary Education, Computer 
Education, History Education, and Lifelong Education. 
Their ages ranged from 19 to 23 years, with a mean age of 
21.4 years (SD = 1.24). These students, enrolled at various 
academic levels from freshman to senior year, participated 
voluntarily. They were asked to self-report their writing 
ability on a scale from 1 (low) to 3 (high), yielding a mean 
score of 2.07 (SD = 0.70). Additionally, they were asked 
to rate their experience using ChatGPT on a scale from 1 
(never) to 3 (frequently), with a mean score of 2.2 (SD = 
0.77).

2.2.	 Research design

To control for individual variability, the study em-
ployed a within-subject experimental design examining 
how students utilize ChatGPT and characterize their writ-
ing and editing processes under different conditions. Fif-
teen students were asked to complete two writing tasks: a 
first task requiring low effort (Quick Writing condition), 
and a second task requiring high effort (Thorough Writing 
condition). Each participant completed both tasks in the 
specified order, allowing for the comparison of individual 
differences in ChatGPT use and writing behavior across 
these two conditions. This design enabled the examination 
of participants’ performance changes and behavior across 
both conditions.

2.3.	Assignment

 Prior to the writing tasks, participants received spe-
cific instructions. For the first task (Quick Writing), they 
were told, “For the first writing task, your primary goal 
is to complete the assignment. Imagine yourself as a stu-
dent who is not too excited about the assignment and just 
needs to submit one.” Upon completion of the first task, 
the second task (Thorough Writing) was administered, 
with instructions to “For the second writing task, your pri-
mary goal is to write a good essay. Imagine you are a stu-
dent wanting to receive a good grade on this assignment.” 
In both tasks, participants were informed they could use 
ChatGPT freely, according to their needs.

To maintain consistency in genre, style, and quality, 
participants were provided with a one-page rough draft 
created by the researchers to use as a starting point. This 
approach served two purposes. First, tracking revisions in 
standard word processors (e.g., MS Word, Google Docs) is 
not possible when beginning with a blank document, as all 
edits are lumped into a single time edit. However, if partic-
ipants edited a document initiated by someone else, more 
detailed editorial footprints were recorded—particularly in 
Google Docs. Second, providing a uniform rough draft al-
lowed for control over content and difficulty, ensuring that 
each participant worked on an assignment of comparable 
scope and complexity. No restrictions were imposed on 
text length or the time allocated for revisions. All partici-
pants received the same draft under both conditions, and 
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the order of tasks was kept consistent to minimize potential 
learning effects. The quick writing task was presented first, 
since participants were expected to spend less time and ex-
ert less cognitive effort. This was followed by the thorough 
writing task, where participants invested greater time and 
engaged in deeper cognitive processing.

2.4.	Data Collection

Data were collected using two online platforms. First, 
we used Google Docs to observe participants’ writing be-
haviors and collect writing data. Participants were given a 
450-word rough draft, which they had to use as the basis 
for their assignment. Each participant agreed to complete 
the assignment exclusively within the provided document, 
with revision history enabled to monitor the writing pro-
cess. Second, to examine the ways participants utilized 
ChatGPT, each participant was given a unique ChatGPT 
account and password. Their ChatGPT conversation his-
tory was automatically recorded. Upon notification of task 
completion by the participants, the researchers accessed 
the ChatGPT accounts, exported the content as a text file, 
and additionally captured all usage data through screen-
shots for backup purposes. This procedure was repeated 
for the second task. 

2.5.	Measurement and Analysis of Writing Be-
havior and Quality

To measure the quality of the writings, we evaluated 
text length, format quality, and content quality. For text 
length, we counted the number of letters, words, and para-
graphs, which were directly available from Google Docs. 
For format quality, we examined style (coherent or mixed), 
modifications to the title, inclusion of the author’s name, 
and the presence of any observable hallucinations. For 
content quality, we assessed student writing using three 
criteria: depth of content, logical coherence, and use of ref-
erences or specific examples. Two independent raters con-
ducted blind evaluations, and the average of their scores 
was used as the format and content quality score.

To analyze writing behavior, we investigated both the 
frequency and types of edits. For the number of edits, we 
counted how many times participants revised their text. 
For the types of edits, we tracked participants’ writing us-

ing Google Docs’ revision history.
To measure final-writing quality, we focused on text 

length, format quality, and content quality. Text length was 
recorded using the word processor’s automatic count. For-
mat quality was evaluated by examining style (coherent or 
mixed), modifications to the title, inclusion of the author’s 
name, and any observable hallucinations. Content quality 
was assessed on three criteria: content depth, logical coher-
ence, and the use of references or specific examples. Two 
independent raters conducted blind assessments, and the 
average of their ratings was used as the final score for both 
format and content quality.

2.6.	Measurement and Analysis of ChatGPT 
Use

To understand how participants used ChatGPT for the 
two assignments, we analyzed participants’ interactions 
with ChatGPT using Atlas.ti, a qualitative research soft-
ware. The researchers manually coded the data to catego-
rize the types of prompts participants used (e.g., “Revise 
title,” “Write conclusion,” “Give examples”). After initial 
coding, these categories were refined into second‐level 
codes, which formed the basis for subsequent analysis and 
interpretation.

For the visual representation, we assigned edge weights 
to indicate how frequently each code appeared in the dataset. 
Specifically, we tallied the number of times each code was 
referenced across participant data. This weighted approach 
not only revealed which types of prompts were utilized in 
writing but also illustrated the strength of these associations, 
offering a more nuanced view of the data’s underlying struc-
ture.

2.7.	Reliability

For all quantitative measures, including edit counts 
and types, student writings were independently evaluated 
by two authors, and inter-rater reliability was assessed us-
ing the Intraclass Correlation Coefficient (ICC). The ICC 
for edit count, types of edits and their count were 1.00; 
and text length and paragraph count were 0.99. Regarding 
format quality, the ICC for paragraphing was 0.80, and for 
writing style, inclusion of the author’s name, and presence 
of noticeable hallucinations, it was 1.00. For word count, 
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the word processor automatically calculated character 
and word counts, so no additional reliability checks were 
needed. To assess the quality of writing, two public school 
teachers who were not involved in this study were asked to 
score the texts. The ICC for content depth was 0.62, log-
ical coherence was 0.81, and ICC for use of references or 
concrete examples was 1.0. To classify the types of ques-
tions in the ChatGPT usage records, the first author ini-
tially performed 100% coding. The resulting code list was 
then given to the second author, who independently coded 
100% of the data using the provided codes to examine in-
ter-rater reliability. Inter-rater reliability was 99.98%. 

3.	 Results

3.1.	Research Question 1: How Does Students’ Wri-

ting Quality Differ When They Use ChatGPT 
Primarily for Quick Task Completion versus 
When They Aim to Craft a Thorough, High-
Quality Writing Assignment?

A Shapiro–Wilk test was used to assess the normality 
of difference scores for each measured variable. As shown 
in Table 1, Letter Count, Word Count, Paragraph Count, 
Style Consistency, Paragraphing Error, Content Depth, 
and Logical Coherence did not significantly differ from a 
normal distribution (p > 0.05). Therefore, these variables 
were analyzed using paired t‐tests. In contrast, Edit Count, 
Hallucination, Editing Title, Author’s Name, and Use of 
Reference showed statistically significant deviations from 
normality (p < 0.05). These variables were therefore ana-
lyzed using Wilcoxon signed‐rank tests.

Table 1. Normality Test for Measured Variables(Shapiro-Wilk).

Measured Variables W p Paired t-Test Wilcoxin
Signed-Rank

Letter Count 0.941 0.392 V

Word Count 0.947 0.482 V

Paragraph Count 0.909 0.131 V

Style Consistency 0.776 0.002 V

Paragraphing Error 0.899 0.091 V

Hallucination 0.284* < 0.001 V

Editing Title 0.413* < 0.001 V

Author’s Name 0.284* < 0.001 V

Use of Reference 0.743* < 0.001 V

Content Depth 0.877 0.043 V

Logical Coherence 0.916 0.169 V

*p < 0.05.

3.1.1.	Text Length 

Results in Table 2 indicate that no significant differ-

ence can be found in either Letter Count (t(14) = 0.314, 

p = 0.758), or Word Count (t(14) = 0.31, p = 0.761). Para-

graph Count also did not reach statistical significance 

(t(14) = -1.801, p = 0.093). This suggests that, regardless 

of whether students wrote the paper quickly or thoroughly, 

final length of their writing was not affected. 
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Table 2. Quick vs Thorough Edit Counts and Text Length.

n
Quick Thorough

df t p Effect 
Size

M SD M SD

Letter Count 15 2770.33 937.80 2866.20 599.50 34 0.314 0.758 0.081

Word Count 15 666.27 225.96 688.47 143.20 14 0.31 0.761 0.080

Paragraph
 Count 15 10.60 5.15 8.00 2.45 14 -1.801 0.093 -0.465

*p < 0.05.

3.1.2.	Writing Quality

We compared the quality of students’ written output in 
terms of both format and content (Table 3). With respect to 
format quality, style consistency was significantly higher 
for thorough writing (M = 1.00, SD = 0.00) than for quick 
writing (M = 0.067, SD = 0.489), W = 2.646, p = 0.019, in-
dicating that students were more consistent in their overall 
style when they invested additional effort in revising. In-

terestingly, paragraphing errors were more frequent in the 
thorough condition (M = 0.60, SD = 1.056) compared to 
the quick condition (M = 0.20, SD = 0.414), W = −9.320, 
p < 0.001, suggesting that although students worked to 
improve style consistency, they occasionally failed to para-
graph effectively. No significant differences emerged for 
hallucination errors, edited titles, or whether students add-

ed the author’s name(p > 0.05).

Table 3. Format and Content Quality.

n
Quick Thorough

dF Statistics p Effect Size
M SD M SD

Format Quality .

Style Consistency 15 0.067 0.489 1.00 0.00 14 2.646* 0.019 0.683

Paragraphing Error 15 0.2 0.414 0.6 1.056 14 -9.320* <0.001 -2.410

Hallucination 15 0.067 0.258 0 0 0 1 -1.000

Edited Title 15 0.067 0.258 0.267 0.458 6 0.149 1.000

Put Author’s Name 15 0 0 0.067 0.258 1 1 1.000

Content Quality 

Use of Reference 15 0 0 0.533 1.356 6 0.181 1

Content Depth 15 3.667 1.447 4.933 0.961 14 2.801* 0.014 0.723

Logical Coherence 15 3.733 1.387 4.733 1.033 14 2.185* 0.046 0.564

*p < 0.05.



947

Forum for Linguistic Studies | Volume 07 | Issue 06 | June 2025

3.1.3.	Content Quality 

As for content quality, there were no significant dif-
ferences in the use of references (p = 0.181). However, 
content depth was significantly greater in thorough as-
signments (M = 4.933, SD = 0.961) compared to quick 
tasks (M = 3.667, SD = 1.447); t(14) = 2.801, p = 0.014, 
reflecting a more substantive exploration of the topic. A 
similar pattern emerged for logical coherence, which was 
significantly higher in thorough assignments (M = 4.733, 
SD = 1.033) than in quick ones (M = 3.733, SD = 1.387); 
t(14) = 2.185, p = 0.046. These findings suggest that stu-
dents producing thorough writing engaged in more depth 
of analysis and maintained stronger overall coherence, 
while also applying a more consistent style relative to 

those focusing on quick task completion.

3.2.	Research Question 2: How Do Edit Counts 
and Types Differ When Students Use Chat-
GPT Primarily for Quick Task Comple-
tion versus When They Aim to Craft a 
Thorough, High-quality Writing Assign-
ment?

A Shapiro–Wilk test was first performed to check 
normality for each variable. If the normality test was sig-
nificant (p < 0.05), a Wilcoxon signed-rank test was used; 
otherwise, a paired t-test was used (Table 4). Wilcoxon 
signed-rank test was used for statistical testing for all vari-
ables except “Delete space.” 

Table 4. Normality Test for Each Measures(Shapiro-Wilk).

Measured Variables W p Paired t-Test Wilcoxon
Signed-Rank

Total edit count 0.742 <0.001 V

Delete letter or word 0.872 0.036 V

Add letter or word 0.729 <0.001 V

Delete paragraph 0.844 0.014 V

Add paragraph 0.826 0.008 V

Delete space 0.921 0.202 V

Add space 0.868 0.032 V

Change, edit 0.541 <0.001 V

Switch 0.284 <0.001 V

Formatting 0.672 <0.001 V

Footnote 0.284 <0.001 v

*p < 0.05.

3.2.1.	Edit Count 

A Wilcoxon signed-rank test indicated that the Thor-

ough condition (M = 27.4, SD = 25.41) had a significantly 

higher total edit count than the Quick condition (M = 9.6, 

SD = 9.91), p = 0.013, effect size = 0.736 (Table 5).

Table 5. Edit Counts and Type of Edits.

n
Quick Thorough

df Statistic p Effect 
SizeM SD M SD

Total edit count 15 9.6 9.912 27.4 25.41 2.849* 0.013 0.736
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n
Quick Thorough

df Statistic p Effect 
SizeM SD M SD

Types of edits

Delete word or sentence 15 1.667 3.457 3.4 2.971 11.00*ᵃ 0.016 -0.758

Add word or sentence 15 2.733 2.939 8.8 9.98 18* 0.018 -0.7

Delete paragraph 15 0.8 0 0.467 0.64 26.50ᵇ 0.673 0.178

Add paragraph 15 0.267 0.594 0.733 1.223 4.50ᵈ 0.236 -0.571

Delete space 15 0.2 0.561 1 1.069 14 -2.256* 0.041 -0.583

Add space 15 0.467 1.06 1.467 2.031 13.00ᵉ 0.077 -0.606

Change, edit 15 3.2 4.427 10.333 12.993 0.00*ᵃ 0.002 -1

Switch 15 0 0 0.0667 0.258 0.00ᶠ 1 -1

Formatting 15 0.267 0.799 0.8667 2.167 2.50ᵍ 0.461 -0.5

Footnote 15 0 0 0.2667 1.033 0.00ᶠ 1 -1

*p < 0.05.
ᵃ 2 pair(s) of values were tied.
ᵇ 6 pair(s) of values were tied.
ᵈ 9 pair(s) of values were tied.
ᵉ 4 pair(s) of values were tied.
ᶠ 14 pair(s) of values were tied.
ᵍ 11 pair(s) of values were tied.

Table5, Cont.

3.2.2.	Edit Types 

A Wilcoxon signed-rank test showed participants in 
the Thorough condition (M = 3.4, SD = 2.97) made more 
“Delete letter or word” edits than those in the Quick condi-
tion (M = 1.67, SD = 3.46), p = 0.016, effect size = –0.758; 
made significantly more “Add letter or word “edits in the 
Thorough condition (M = 8.8, SD = 9.98) compared to the 
Quick condition (M = 2.73, SD = 2.94), p = 0.018, effect 
size = –0.700; and made significantly higher frequency 
of “Change/edit” actions in the Thorough condition (M = 
10.33, SD = 12.99) compared to the Quick condition (M = 
3.20, SD = 4.43), p = 0.002, effect size = –1.00. A paired 
t-test revealed that participants in the Thorough condition 
(M = 1.0, SD = 1.07) were more likely to “Delete space” 

than those in the Quick condition (M = 0.2, SD = 0.56), 
t(14) = –2.256, p = 0.041, effect size = –0.583. No sig-
nificant differences emerged between the two conditions 
for “Delete paragraph”, “Add paragraph”, “Add space”, 
“Switch”, “Formatting”, or “Footnote” edits (Table 5).

Figure 1 is a visual representation of the statistics. 
Participants in the Thorough condition produced more 
edits across most categories than those in the Quick con-
dition. The largest discrepancies appeared in Add Word or 
Sentence and Change, while moderate differences were ob-
served in Delete Word or Sentence and Delete Space. This 
suggests that students who used ChatGPT more construc-
tively engaged in a more iterative and detailed revision 
process, therefore leaving more editorial footprints.
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Figure 1. Total number of edits by type.

3.3.	Research Question 3: How Do Prompt 
Counts and Types Differ When Students 
Use ChatGPT Primarily for Quick Task 
Completion versus When They Aim to 
Craft a Thorough, High-Quality Writing 
Assignment?

For research question 3, we conducted a visual anal-
ysis to understand how students prompted in two condi-

tions. In Figures 2 and 3, arrow thickness represents how 
frequently students used each prompt type. For example, if 
the count for “Increase volume” was 15, the arrow thick-
ness was configured as 15 pts. By looking at which prompt 
categories have the thickest arrows in each diagram, we 
can identify the most common uses of ChatGPT for each 
condition. In the Quick condition students issued a total of 
92 prompts, whereas those in the Thorough condition used 
more than twice as many (211 prompts in total).

Figure 2. Types of ChatGPT Prompts in Quick Writing Conditions.
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Figure 3. Types of ChatGPT Prompts in Thorough Writing Conditions.

Figure 2 shows that, in the Quick Writing condi-
tion, students concentrated their ChatGPT usage on a few 
prompt types that directly expedite writing. The thickest 
arrows in the Quick Writing diagram, “Increase volume”, 
represent a prompt that delegates substantial writing to 
ChatGPT. Another common prompt in Quick Writing was 
“Strengthen logic.” While these two were among the most 
frequently prompted requests also in the Thorough condi-
tion, the low number of edits combined with their frequent 
use in the Quick condition suggests that students often off-
loaded the majority of the writing to the AI with minimal 
interaction when they are just trying to finish the paper as 
quickly as possible.

By contrast, the Quick Writing diagram shows very 
thin or missing arrows for prompts for deeper content de-
velopment or iterative refinement. For instance, students in 
a hurry rarely asked ChatGPT to “Provide evidence or ref-
erences,” or “Give feedback.” This infrequent use indicates 
that students did not engage ChatGPT for argumentative 
depth of their writing in the quick context. We also see lim-
ited use of interactive brainstorming or tutoring prompts. 
For example, “Give me ideas” or asking follow-up content 
questions were little asked in the Quick condition. These 
results indicate that students were less inclined to hold ex-
tended dialogues with the AI about the topic. 

In contrast, the map for the Thorough Writing con-
dition shows a wider variety of prompt types, as students 
worked to produce better quality writing. Although the 
most frequent prompt was “Increase volume,” as in the 
Quick condition, students’ requests in the Thorough con-
dition ranged from initial idea generation (e.g., “Give me 
ideas,” “Discussions about content”) to advanced argument 
refinement (“Revise based on references,” “Give examples 
or cases”). Compared to the Quick condition, Language 
and Style Editing was heavily used. Students actively 
asked ChatGPT to write details, revise title, and make sim-
ple edits here and there. They also sought to escape being 
caught for using ChatGPT (e.g., “Write to avoid plagia-
rism”, “Revise to sound natural”, “Write like a college stu-
dent”). 

In total, students used 18 different types of prompts 
in the Quick condition whereas the same students used 30 
different types of prompts in the Thorough condition. This 
indicates that they employed a far wider range of AI-relat-
ed tasks when they were trying to produce a higher-quality 
product. Under Quick conditions, students tended to stick 
to a smaller set of prompt types often limited to generating 
text with minimal iteration. In contrast, the Thorough con-
dition saw a broader variety of prompt use to support more 
comprehensive writing. For educators, it is worth noting 
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that although students focused on quality interacted with 
the AI more extensively and in more complex ways, the 
most common use of ChatGPT across both conditions re-
mained generating additional text to increase volume with 
minimal effort.

4.	 Discussion
From these results, we can infer that students made 

significantly more revisions to their drafts in the Thorough 
condition than in the Quick condition. However, this in-
creased level of editing did not result in longer essays, as 
final word counts were statistically equivalent across the 
two conditions. Instead, it seems the extra effort invested 
during the Thorough condition led to improved content 
quality. Essays produced under the Thorough instruc-
tions showed greater depth and stronger logical coher-
ence than those written under Quick instructions. These 
findings show that when students wrote for higher qual-
ity (Thorough), they engaged in more extensive revision 
and achieved more substantive content, even though the 
final text length was similar to the Quick outputs. These 
findings are consistent with process-oriented theories of 
writing [16,17,19], which focus on the importance of revision 
and reflection in the writing process. These theories view 
writing not as a linear but as a recursive process involv-
ing planning, drafting, and revising to develop and refine 
ideas. Our results align with this view, as the Thorough 
condition encouraged more extensive engagement with the 
text, leading to improved content quality. These findings 
were further supported by the subsequent research ques-
tion.

Results for the third research question, which exam-
ined the type of prompts students used under each condi-
tion, showed noticeable differences. In the Quick condi-
tion, participants relied on a narrow range of prompt types 
(18 in total), whereas in the Thorough condition, the same 
students used a much broader repertoire (30 types). The 
most frequent prompt in both conditions was a request to 
“Increase volume,” meaning the users asked ChatGPT to 
simply generate more text. This suggests that regardless of 
time or quality focus, students commonly used ChatGPT 
to expand their essays by lengthening them. However, 
under the Thorough condition, students employed a more 
diverse and complex set of prompts. When attempting to 

write a higher-quality paper, students not only asked for 
additional text but also leveraged ChatGPT for brainstorm-
ing ideas, refining arguments, and polishing language and 
style. By comparison, Quick condition students tended to 
stick to basic prompts that expedited completion and used 
ChatGPT with minimal iteration.

The findings carry significant implications for the de-
velopment of future AI detectors and for writing practices 
in higher education. This study was motivated by the idea 
that focusing solely on the final product may be inade-
quate to accurately distinguish AI-generated text from hu-
man-authored work [6,12]. The results confirm that students 
in the Quick condition often produced text that superficial-
ly resembled that of their Thorough counterparts; however, 
their writing processes—including the types of prompts 
they used, the scope of their revisions, and their depth of 
engagement with the content—differed considerably. This 
discrepancy shows a key limitation of current AI detectors, 
which typically restrict their analysis to the final written 
product.

The findings from this study resonate with Salman 
and Alexandron’s [21] study, which shows that students’ be-
havioral patterns in digital learning environments can be 
uniquely identified through their “digital fingerprints” such 
as activity logs. Their work supports the idea that tracking 
revision behavior and prompt usage can provide meaning-
ful evidence of engagement in students’ writing assess-
ments. By integrating process-based indicators, detectors 
could capture the micro-level decisions and revisions that 
reveal genuine cognitive investment. For example, track-
ing whether a writer made consistent revisions, requested 
deeper explanations, or added original commentary might 
indicate human effort. In contrast, a pattern of one-off, 
large-block text requests with minimal subsequent edits 
might suggest heavy AI reliance. Such data could come 
from revision histories, version control logs, or ChatGPT 
prompt records, enabling a more nuanced evaluation than 
final text analysis alone. Process-based AI detection can be 
considered a new paradigm in AI detection systems. Rather 
than relying exclusively on textual signatures or statistical 
patterns in a static document, next-generation detectors or 
word processors could incorporate process tracking. This 
approach would encourage more transparent and authentic 
writing practices, discourage “one-click” AI usage, and re-
duce the likelihood of false positives.
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5.	 Recommendations and Limita-
tions
In higher education, there is a growing call for a shift 

in how writing is taught. The challenges of detecting 
AI-generated text and the need for thoughtful approaches 
that balance academic integrity with innovation are ongo-
ing, real-world issues that every educator faces [15, 23]. It is 
increasingly necessary to acknowledge that students will 
use ChatGPT for writing assignments, and even those who 
intend to use it only for assistive purposes may be tempt-
ed to generate text to increase word count or to avoid the 
strenuous process of completing an assignment quickly. 
This suggests that educators should guide students to use 
AI ethically, such as to support idea development, critical 
thinking, and revision [17,22], so students engage with AI in 
ways that enhance their own thinking and writing skills. 
By framing ChatGPT as a tool for brainstorming, elabora-
tion, and refinement [24,25], educators can leverage its ben-
efits while mitigating its use as a scaffold [26], wherein the 
student remains an active, reflective author rather than a 
passive consumer of AI-generated text [27].

The limitations of this study are as follows. First, the 
study involved 15 participants, which limits the general-
izability of the findings. A small sample size may lead to 
results that are influenced disproportionately by individual 
differences or outliers and future research should replicate 
the study with a larger and more diverse sample to broaden 
the applicability of these conclusions. Second, the study 
did not investigate how students approach writing tasks 
without access to AI support, which makes it difficult to 
isolate the impact of ChatGPT specifically. Without a base-
line for comparison, we cannot definitively determine the 
degree to which differences observed are directly attrib-
utable to the AI assistance. Future studies should include 
conditions in which students write entirely on their own to 
better clarify ChatGPT’s influence.

6.	 Conclusion
Despite the limitations, the findings of this research 

reinforce a core principle in writing pedagogy that how 
students arrive at the final product is pedagogically telling. 
Educators and institutions may thus consider placing great-
er emphasis on students’ editorial footprints [17], which may 

include the trail of planning, drafting, and revising actions 
a student takes. One practical implication is to incorporate 
process-based evaluation criteria. For instance, instructors 
could require students to submit evidence of their revision 
history or a summary of how they used AI during the writ-
ing process. By reviewing a document’s revision history or 
the types of prompts a student used with ChatGPT, teach-
ers can gain insight into the student’s level of engagement 
and development. This approach aligns with long-standing 
principles of process-based assessment in writing educa-
tion [28].
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