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ABSTRACT

The present study aims to identify the parameters from the Consortium for Small-scale Modelling in CLimate Mode (COSMO-CLM) regional climate model that strongly controls the prediction of extreme events over West Bengal and the adjoining areas observed between 2013 to 2018. Metrics, namely Performance Score (PS) screen out the most persuasive parameter on model output. Additionally, the Performance Index (PI) measure the reliability of the model and Skill Score (SS) establishes the model performance against the reference simulation leading to the optimization of the model for a given variable. In this study, parameter screening for four output variables such as 2m-temperature, surface latent heat flux, precipitation and cloud cover of COSMO-CLM is accomplished. For heat wave simulations, 2m-temperature and surface latent heat flux are explored whereas cloud cover and precipitation are examined for extreme rainfall events. A total of 25 adjustable parameters representing the following parameterization schemes: turbulence, land surface process, microphysics, convection, radiation and soil. Out of the six parameterization schemes, the scaling factor of the laminar boundary layer for heat (rlam_heat) and the ratio of laminar scaling factors for heat over sea and land (rat_sea) from the land surface process is sensitive to SLH, TP. The exponent to get the effective surface area (e_surf) from the land surface has a large impact on 2m-temperature. A few parameters from microphysics (cloud ice threshold for auto conversion), convection (mean entrainment rate for shallow convection) and radiation (parameter for computing the amount of cloud cover in saturated conditions) play a significant role in producing TP, and TCC fields. It is evident from the results that the parameter sensitivities on model performance depend on the choice of the meteorological field. Furthermore, in almost all input model parameters, the model performance reveals the opposite character in different domains for a given meteorological field.
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1. Introduction

In recent years, India has experienced several extreme weather events that have caused human casualties, infrastructure damage, and economic losses. These events include intense and frequent heat waves, an increase in extreme rainfall events, and storms [1–6]. Coastal areas of India are susceptible to tropical cyclones that bring heavy rainfall and high-speed winds originating from the Arabian Sea and the Bay of Bengal [7–9]. For example, two severe cyclones, both in the month of May, Amphan in 2020 and Yaas in 2021 made landfall along the coast of Bengal and Orissa, affecting the lives of millions with a total economic loss of more than 16 billion US dollars [10–16]. In the recent past, similar extreme events caused by heavy rainfall in other sectors of India damaged crops and disrupted lives. Numerous studies have indicated that India and its coastal regions are at risk of experiencing severe weather conditions in the near future due to climate change and human-induced warming [6,7,15–22]. It is, therefore, essential to have accurate predictions of these weather events well in advance in order to minimize the damage caused by such extreme events.

Climate models play a very important role in reproducing present climate and projecting future climate including climate extremes. Global climate models can resolve large-scale features such as circulation however often fail to arrest fine-scale processes for their poor spatial resolution [23,24]. On the other hand, regional climate models have an added advantage, particularly improved spatial resolution to respond to small-scale processes in simulating extreme events [4]. Compared to general circulation models, regional climate models enhance the quality of the model output and also add detailed information at a regional scale, particularly in predicting regional extreme weather events [20,25,26]. During the last decades, regional models have significantly upgraded in terms of resolution that can describe more detailed spatial and temporal distribution of climate variables. Even model evolutions were carried out with superior representations of the atmosphere and timely forecasts of an atmospheric system [26,27].

Standardizing climate models remains certainly an essential measure before future prediction by sophisticated methods such as data assimilation, and model output analysis. The competence of climate models is determined against observational datasets to point out model deficits which arise from various model assumptions associated with model uncertainties [28–30].

The COSMO-CLM (Consortium for Small-scale Modelling in CLimate Mode) was ingeniously developed for European Climate. Later, with the growth of other mesoscale climate models, the transformation of COSMO-CLM model has progressed to the next generation region climate model in terms of model architecture tested over multiple climate regions of the globe. The capacity of COSMO-CLM model depends mainly on three elements. The first two elements are related to initial and boundary conditions and presumed physics, coupled with the basic representation of sub-grid-scale processes known as parameterization [31,32]. The model generally includes multiple numerical schemes parameterizing various physical processes namely, surface-atmosphere interaction, cloud physics, turbulences, convection, and radiation that consist of several unconfined parameters [33]. The third element influencing COSMO-CLM performance is to quantify the model parameters. These model parameters account for a significant source of uncertainties in climate model simulations. Numerous research papers illustrate the gravity of the parameter uncertainty in model simulation after perturbing single or several parameters within the conceivable range [34–36]. This approach is commonly known as sensitivity analysis to identify the most important parameters in a model. Numerous techniques involved in the calibration of climate models have evolved in recent years such as Monte Carlo integrations, ensemble Kalman filters etc [37]. Some of these methods are not readily implemented in high-resolution climate models to investigate the parameter space because a classically large number of simulations are to be conducted [38]. This challenge can be resolved by identifying the most influencing parameter on model output and tuning these parameters so thereby model performance is optimized [28,33,34,39]. The COSMO-CLM parameter
sensitivity for the Coordinated Regional Climate Downscaling Experiment (CORDEX) European domain was tested by Bellprat et al., (2012) \cite{38, 40} with multiple simulation periods, additionally examining the interplay between two parameters at a time, modifying their values in their proportionate extent. Finally, led to deducing an optimal model configuration for the European domain following the second-order polynomial metamodel proposed by Neelin et al., (2010) \cite{41}. With a similar approach, the flexibility of the determined model configuration to other regions was successfully presented \cite{25,34,42–45}.

Numerous sensitivity analysis studies on parameters of community-based Numerical Weather Prediction systems with respect to different parameterization schemes to improve the prediction of extreme events particularly over the Greater Beijing area \cite{46,47}, in the Indian region \cite{48}, over the Bay of Bengal \cite{8}. In recent work, the COSMO-CLM parameter sensitivity for the CORDEX Central Asian domain was examined from a set of 1-year-long simulations and concluded that the sensitive parameter identified is different than the one observed in Europe. Their results also suggest that only a subset of model parameters present brings improvement in model performance for different parameter values \cite{39}.

To our best knowledge, no evaluation study has been made using COSMO-CLM in simulating extreme weather events, particularly in the eastern Indian sector. In this paper, the COSMO-CLM parameter sensitivity was performed, after selecting eleven extreme events from the eastern part of India testing a range of inputs for an extensive number of model parameters. These extreme events were classified into two types: heat wave events, heavy rainfall events. The primary aim of this work is to identify the most sensitive model parameters for the study domain in favour of having the ideal model configuration. Simultaneously, from the model skill score for the study region, the probable cause of shortfalls over different sub-areas with alike climate environments is associated with the most appropriate parameters in each area. The present work constitutes four heat wave events, and seven heavy rainfall events.

For heat wave events, we evaluated the sensitivity of the model parameters on 2m-temperature and surface latent heat flux. The sensitivity of the model by the parameters due to heavy precipitation events was explored using precipitation and cloud cover.

The article is structured in the following manner: Section 2 provides a general description of the model setup for the COSMO-CLM domain. Section 3 explains the simulation events and the reanalysis datasets used. Section 4 outlines the methodology and the evaluation tools. In section 5, the results are presented and discussed. The final section summarizes the conclusions and discusses future research and development related to the presented findings.

2. Model and design of experiments

The COSMO-CLM, a three-dimensional non-hydrostatic regional model was optimized using parameter sensitivity analysis over eastern India and adopted for all the simulations presented in this work \cite{49}. It was developed by the German Weather Service (DWD) and CLM Community \cite{50}. The COSMO-CLM version used in this work is COSMO-CLM 5.0_clm6 \cite{51}. A full description of the COSMO model physics, dynamics and parameterization is available at http://www.clm-community.eu \cite{52}. The initial boundary conditions for the COSMO-CLM were obtained from the European Centre for Medium-Range Weather Forecasts (ECMWF) reanalysis data sets with 6-hourly data at 0.5° × 0.5° resolution \cite{53}. The model configuration for all the simulations were performed over the domain (81.25°–94.64° E, 15.87°–27.76° N) shown as a red box in Figure 1 employing a 0.10° spatial resolution with a third-order Runge-Kutta scheme. The time step for integration was 150 for the computational domain. The computational domain comprises 120 grid points in both the north-south direction and east-west direction. The model produces output with a 3-hour frequency. The Tiedtke scheme was used for the convection parameterization \cite{54}. The number of atmospheric vertical levels was fixed at 40. The representation of soil moisture was performed using a 9-layer soil module, TERRA-ML, having a depth
of 11.5 m. The default Tanre aerosol distribution was adopted, it uses constant aerosol values for desert, sea land and urban areas [55]. COSMO-CLM has a wide application starting from past, present and future studies and can run at different spatial scales and varied climate zones [25, 26, 28-30, 39, 42, 43, 45, 56-61].

Figure 1. The computational domain (WD) in red and the orography of the Indian region (in m) are considered. The four sub-regions are highlighted: ID (inner domain in yellow); LWB (Left of West Bengal i.e Bihar and Orissa in blue); WB (West Bengal in black); RWB (Right of West of West Bengal in green).

The study focuses on extreme weather events that occurred between 2013 and 2018 in West Bengal and its neighboring regions. The researchers identified the key date for each of the extreme events and used COSMO-CLM to simulate each event for an 11-day, including 5 days before and after the key date, at 3-hour intervals. Accordingly, nine events were identified for the evaluation of the impact of parametric uncertainty on the 11-day forecasts. We identified 25 adjustable tunable parameters from five parameterizations such as sub-grid scale turbulence, land-surface parameterization, microphysics, radiation, convection, and soil that may influence 2m-temperature, surface latent heat flux, precipitation and cloud cover. Table 1 presents a complete list of physical schemes along with their parameters, physical meanings, and allowable ranges. To perform a sensitivity analysis, simulations were executed on the COSMO-CLM model, using a comprehensive set of values assigned to these parameters. The examined model parameters spread across plausible maximum, minimum and intermediate values and generate 64 parameter samples out of 25 tunable parameters. When the value of each tunable parameter is set at default, then the simulation is referred to as a reference simulation. These parameter sets were assigned in the COSMO-CLM model, and a total of $11 \times (64 + 1) = 715$ simulations were performed across eleven extreme events.

3. Simulation events, COSMO-CLM output variables, and observational data

Commonly, hurricanes, tornadoes and thunderstorms are identified as extreme weather events. Extreme weather also includes severe unexpectable weather such as heat waves, cold waves and floods. However, cold waves are not conventional in the study region. A list of eleven extreme weather events was prepared from different media sources reporting the occurrence of these events in West Bengal in the period from 2013 to 2018 [62]. The enlisted extreme events are presented in Table 2 from a variety of extreme categories such as heavy rain events and heat waves days with their start and end dates. From the list of extreme events (Table 2), four events were counted as heat wave events experienced during March, April and May labelled as exp01 to exp04. In the same list, five heavy rain events were categorized, occurring in June, July, August and October designated as exp05 to exp11. The output variables from each simulations had to be validated with the reanalysis data to verify the reliability of the simulations. In this study, the fifth-generation reanalysis popularly known as ERA-5, released by ECMWF was employed for model evaluation [63]. ERA-5 reanalysis is an upgraded version of Era-Interim and it is better than Modern Era Representative Analysis for Research and Applications.
Table 1. List of tuning parameters for different parameterization schemes and respective ranges of examined model parameter values with default model configuration are rendered in bold.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Turbulence</td>
<td></td>
<td></td>
</tr>
<tr>
<td>tkhmin</td>
<td>minimal diffusion coefficients for heat</td>
<td>(0, 0.4, 1, 2)</td>
</tr>
<tr>
<td>tkmmnin</td>
<td>minimal diffusion coefficients for momentum</td>
<td>(0, 0.4, 1, 2)</td>
</tr>
<tr>
<td>tur_len</td>
<td>maximal turbulent length scale</td>
<td>(100, 500, 1000)</td>
</tr>
<tr>
<td>d_heat</td>
<td>factor for turbulent heat dissipation</td>
<td>(12, 10, 1, 15)</td>
</tr>
<tr>
<td>d_mom</td>
<td>factor for turbulent momentum dissipation</td>
<td>(12, 15, 16, 6)</td>
</tr>
<tr>
<td>c_diff</td>
<td>factor for turbulent diffusion of TKE</td>
<td>(0.01, 0.2, 10)</td>
</tr>
<tr>
<td>q_crit</td>
<td>critical value for normalized oversaturation</td>
<td>(1, 4, 7, 10)</td>
</tr>
<tr>
<td>clc_diag</td>
<td>cloud cover at saturation in statistical cloud diagnostic</td>
<td>(0.2, 0.5, 0.8)</td>
</tr>
<tr>
<td>Land Surface</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rlam_heat</td>
<td>scaling factor of the laminar boundary layer for heat</td>
<td>(0.1, 1, 3, 5, 10)</td>
</tr>
<tr>
<td>rat_sea</td>
<td>ratio of laminar scaling factors for heat over sea and land</td>
<td>(1, 10, 20, 50, 100)</td>
</tr>
<tr>
<td>rat_can</td>
<td>ratio of canopy height over z0m</td>
<td>(0.1, 10)</td>
</tr>
<tr>
<td>rat_lam</td>
<td>ratio of laminar scaling factors for vapour and heat</td>
<td>(0.1, 1, 10)</td>
</tr>
<tr>
<td>c_sea</td>
<td>surface area density of the waves over sea [1/m]</td>
<td>(1, 1.5, 5, 10)</td>
</tr>
<tr>
<td>c_ind</td>
<td>surface area density of the roughness elements over land</td>
<td>(1, 2, 10)</td>
</tr>
<tr>
<td>z0m_dia</td>
<td>roughness length of a typical synoptic station</td>
<td>(0.001, 0.2, 10)</td>
</tr>
<tr>
<td>pat_len</td>
<td>length scale of subscale surface patterns over land</td>
<td>(10, 100, 500, 1000)</td>
</tr>
<tr>
<td>e_surf</td>
<td>exponent to get the effective surface area</td>
<td>(0.1, 1, 3)</td>
</tr>
<tr>
<td>Convection</td>
<td></td>
<td></td>
</tr>
<tr>
<td>entr_sc</td>
<td>mean entrainment rate for shallow convection</td>
<td>(5e-5, 1e-4, 3e-4, 1e-3, 2e-3)</td>
</tr>
<tr>
<td>Microphysics</td>
<td></td>
<td></td>
</tr>
<tr>
<td>cloud_num</td>
<td>cloud droplet number concentration</td>
<td>(5e + 7, 5e + 8, 1e + 9)</td>
</tr>
<tr>
<td>qi0</td>
<td>cloud ice threshold for autoconversion</td>
<td>(0, 0.00001, 0.0001, 0.001, 0.01)</td>
</tr>
<tr>
<td>v0snow</td>
<td>factor for fall velocity snow</td>
<td>(10, 15, 25)</td>
</tr>
<tr>
<td>Radiation</td>
<td></td>
<td></td>
</tr>
<tr>
<td>uc1</td>
<td>parameter for computing amount of cloud cover in saturated conditions</td>
<td>(0.2, 0.5, 0.625, 0.8)</td>
</tr>
<tr>
<td>radfac</td>
<td>fraction of cloud water/ice used in radiation scheme</td>
<td>(0.3, 0.5, 0.9)</td>
</tr>
<tr>
<td>Soil</td>
<td></td>
<td></td>
</tr>
<tr>
<td>soilhyd</td>
<td>multiplication factor for hydraulic conductivity and diffusivity</td>
<td>(1, 1.62, 6)</td>
</tr>
<tr>
<td>fac_rootdp2</td>
<td>uniform factor for the root depth field</td>
<td>(0.5, 1.1, 1.5)</td>
</tr>
</tbody>
</table>

(MERRA) and Era-Interim in terms of horizontal resolution [64,65]. Simulated 2m-temperature (T2M) and surface latent heat flux (SLHF) were validated against ERA-5 gridded data sets for heat wave events. Precipitation (TP), and cloud cover (TCC) from the same reanalysis source have been used to validate heavy rainfall events produced by the model. The reanalysis data set provides 3-hourly daily data with 0.25° × 0.25° spatial resolution. Simulated precipitation (TP) is validated against Integrated
Multi-satellitE Retrievals for Global Precipitation Measurement (IMERG) dataset [66]. The IMERG data is a multi-satellite precipitation estimate with gauge calibration which is recommended for study. The IMERG data is available roughly at 10 km by 10 km resolution with 30-minute latency. Since the model resolution is close to the validation data resolution, it results in very little or no loss of data after re-gridding takes place. The variables which are assessed for evaluation were transformed into their respective units uniformly. 2m-temperature, surface latent heat flux, precipitation and cloud cover were measured in Kelvin, Wattm^2 mms^-1 and fraction respectively.

Table 2. List of selected extreme events simulated by COSMO-CLM in this study with the start and end dates.

<table>
<thead>
<tr>
<th>Event</th>
<th>Start date</th>
<th>End date</th>
<th>Event type</th>
</tr>
</thead>
<tbody>
<tr>
<td>exp02</td>
<td>2014–05–16</td>
<td>2014–05–26</td>
<td>Heat Wave</td>
</tr>
<tr>
<td>exp03</td>
<td>2015–05–18</td>
<td>2015–05–28</td>
<td>Heat Wave</td>
</tr>
<tr>
<td>exp05</td>
<td>2018–06–19</td>
<td>2018–06–29</td>
<td>Heavy Rain</td>
</tr>
<tr>
<td>exp06</td>
<td>2015–07–23</td>
<td>2015–08–02</td>
<td>Heavy Rain</td>
</tr>
<tr>
<td>exp08</td>
<td>2014–06–27</td>
<td>2014–07–07</td>
<td>Heavy Rain</td>
</tr>
<tr>
<td>exp10</td>
<td>2014-10-05</td>
<td>2014-10-15</td>
<td>Heavy Rain</td>
</tr>
<tr>
<td>exp11</td>
<td>2013-10-08</td>
<td>2013-10-18</td>
<td>Heavy Rain</td>
</tr>
</tbody>
</table>

Source: [62].

4. Methodology

Evaluation of the model parameter uncertainties is executed by a wide range of methodologies which is generally termed as sensitive analysis. The initial steps of sensitive analysis include a selection of climate models and the corresponding best set of physical schemes, followed by recognizing the notable input parameters and associated ranges. Table 1 presents the details of the selection of the model parameters and their input ranges. The last steps consist of calculating metrics from an established theory analysing the model outputs and quantifying the sensitivity of selected parameters.

There are numerous metrics derived from several established methods to endorse the performance of the model in connection with considered model parameters. The present method is adopted in this study to distinguish the sensitive parameters from the insensitive ones. Furthermore, it also captures the model performance concerning reference simulation as a function of variables and regions. First, we present the sensitive analysis by the Performance Index (PI) metric, which has been deduced from the Climate Performance Index based on scaled root mean square error (RMSE) [39, 40, 67–70] presented in equation (1). RMSE is normalized using the standard deviation of observations, averaged over the climate variables at a given region r where h is the dimension of time and e represents a particular extreme event.

\[
PI = \frac{1}{n_v \times n_r \times n_h} \sum v \sum r \sum h \sum e \frac{\left(F_{v,r,h,e} - O_{v,r,h,e}\right)^2}{\sigma_{v,r,h,e}}
\]

Where \(n_v\) corresponds to the examined number of climate variables, \(n_r\) is the number of domains and \(n_h\) represents the number of time intervals in \(n_e\) several events. For a given experiment, COSMO-CLM field value \(F_{v,r,h,e}\) is for a variable \(v\), over the region at a given time \(h\) against the observation \(O_{v,r,h,e}\) for the same variable \(v\), same region \(r\) and at the same time \(h\). \(\sigma_o\) is the standard deviation estimated from the observed data. We have considered nine extreme events from 2013 to 2018 in eastern India. Each event simulates for 11 days and stores output at 3 h intervals. PI is calculated for 2TM and SLH from exp01 to exp04 and from exp05 to exp09, CC and TP were used, together on four inner sub-domains in addition to the simulation domain shown in Figure 1. Detailed definition of each domain is as follows: (a) Simulation domain (WD): 81.25°–94.64° E, 15.87°–27.76° N, (b) Inner Domain (ID): 81.5°–94.3° E, 18°–27.5° N, (c) Left West of West Bengal (LWB): 82°–85.5° E, 20.52°–27.2° N, (d) West Bengal (WB): 85.83°–89.96° E, 20.52°–27.2° N, (e) Right of West Bengal (RWB): 90.2°–94° E, 20.52°–27.2° N. Therefore, \(n_r = 4\), \(n_u = 5\), \(n_e = 88\). PI is also computed for each variable separately.

PI measures the reliability of the model. The
lower value of PI implies good performance by the model and vice-versa. With the estimated PI, Performance Score (PS) is derived from equation (2), for each set of parameters.

\[ PS = e^{(-0.5PI^2)} \]  

(2)

Basically, PI allows us to quantify model parameter uncertainty, while PS is used as an estimate of the model sensitivity to each single tested parameter.

The PS values are presented and smoothened by quadratic regression for a set of model parameters highlighting the model sensitivity for that specific parameter considering each variable separately.

In the next step, model parameter uncertainties for the study domain and sub-domains are investigated. Then, the variable and region dependent PI is expressed with respect to the one of the reference simulations using a skill score (SS) defined in equation (3) as

\[ SS = \left(1 - \frac{PI_{sim}}{PI_{ref}}\right) \]  

(3)

Here \( PI_{sim} \) and \( PI_{ref} \) stands for PI value of a simulation for a given variable and region and PI value for default model configuration respectively.

The negative SS values indicate underestimation of 2m-temperature, surface latent heat flux, precipitation, and cloud cover for a given domain by the model at a given set of parameters (simulation) than the reference simulation (parameters set at default values). Positive values show better model performance and 1 infers the best achievable score. Out of all the simulations, the simulation with the best skill score is identified as the simulation with optimum parameters.

5. Results

5.1 Parameter sensitivity analysis

2m-temperature, surface latent heat flux was used to evaluate the sensitivity of the model parameters for the extreme heat wave events enlisted in Table 2. For heavy rainfall events, total precipitation and cloud cover were considered. Initially, PS was calculated for each variable influenced by the tuning parameters. The sensitivity plots with 2m-temperature and surface latent heat flux are presented in Figure 2. In the same plot, PS with each considered tuning parameters for heavy rainfall events influencing precipitation and cloud cover is plotted in Figure 2. In each subplot, the x-axis represents the values of the selected parameter and y-axis contains the PS value corresponding to each parameter value. The default value of each parameter in every subplot is highlighted in red. 2m-temperature, surface latent heat flux is depicted in a square, asterisk respectively for all the subplots. The most sensitive parameters for the study region in simulating 2m-temperature and surface latent heat flux are exponent to get the effective surface area \( (e_{surf}) \). The next set of parameters which have an appreciable influence on latent heat flux by PS is the scaling factor of the laminar boundary layer for heat \( (rlam\_heat) \), the ratio of laminar scaling factors for heat over sea and land \( (rat\_sea) \). No parameters from turbulence, convection, radiation and soil scheme influence PS in simulating 2m-temperature and surface latent heat flux. In Figure 2, precipitation and cloud cover are depicted in filled diamonds and filled square respectively for all the subplots. For both precipitation and cloud cover, the most noteworthy variation in PS is observed for cloud ice threshold for auto conversion \( (qi0) \) from the microphysics process. It is also observed that for qi0, the changes in PS in simulating cloud cover, show reverse character to precipitation. The second set of parameters which strongly influence the precipitation simulation is \( rlam\_heat \), and \( rat\_sea \) from the surface interaction process. Russo et al., (2020) [39] in their study of the South Asian CORDEX region identified the same set of parameters. The mean entrainment rate for shallow convection \( (entr\_sc) \) from the convection scheme and parameter for computing the amount of cloud cover in saturated conditions \( (uc1) \) from the radiation scheme influence the variation of PS in computing the cloud cover. There is no significant change in PS for extreme rainfall events and cyclones for other parameters representing different processes. On the whole, it is notable that the value of PS is lowest in precipitation followed by cloud cover, 2m-temperature and surface latent heat flux.
PS was also calculated for all three variables together for each parameter value illustrated in Figure 3. The most sensitive parameters which strongly influence the model output for all the considered atmospheric variables are the members of the land surface interaction scheme and microphysics scheme. The three parameters from the surface interaction scheme are the surface area density of the waves over the sea \([1/m]\) \(c_{\text{sea}}\), the scaling factor of the laminar boundary layer for heat \(\text{rlam}_\text{heat}\), the ratio of laminar scaling factors for heat over sea and land \(\text{rat}_\text{sea}\), exponent to get the effective surface area \(e_{\text{surf}}\) and cloud ice threshold for autoconversion \(q_{i0}\) from microphysics scheme. There are model parameters which show small or zero changes in the combined PS for all the variables can be justified that the variation of PS for different variables counterbalance mutually.

**Figure 2.** Performance Score (PS) are computed separately from exp01 to exp04 (Table 2) for 2m-temperature (T2M: solid line with square), surface latent heat flux (SLHF: dotted line with asterisk) for all the considered parameter values over the entire study region in heat wave events. From exp5 to exp11 (Table 2) which includes heavy rain events, PS are computed separately for total precipitation (TP: dotted line with filled diamond) and cloud cover (TCC: dotted line with filled square) over the entire domain of study. In each subplot, the x-axis represents the values of the selected parameter and y-axis contains the PS value corresponding to each parameter value. The red points show the calculated PS value for the default model configuration.
5.2 Model performances in different domains

After identifying the sensitive model parameters, the second objective of this work is to investigate the model parameter uncertainties to determine the most relevant process involved in each simulation and assess to which degree it is possible to improve model performance for the considered variables by properly setting values. Immediately after the most sensitive model parameters for the study area are detected, the ability of the model is recognized for each variable and sub-region as a function of PI and SS. PI estimated for reference simulation for a given region is plotted in the vertical axis against the computational...
domain and each evaluation domain in the horizontal axis. The lower PI signifies better performance by the model. PI value for each domain for T2M is shown in Figure 4a. For T2M, PI increases from a larger domain size to sub-domains suggesting divergence between the observation and the reference simulation and underestimation of model execution during the transition to a smaller domain size. The value of PI in each domain is high for TP (Figure 7a) and TCC (Figure 6a) indicating poor performance compared to T2M (Figure 4a) and SLHF (Figure 5a). As the magnitude of the PI value suggests the performance of the model, therefore model performs best in simulating T2M (Figure 4a) followed by SLHF (Figure 5a), TCC (Figure 7a) and TP (Figure 7a).

In the final stage of the analysis, the PI for each simulation corresponding to the set of parameters was estimated against the reference simulation and expressed as SS. The SS for each experiment and domain is illustrated in Figure 4b, Figure 5b, Figure 6b, and Figure 7b for T2M, SLHF, TCC, TP respectively as a heatmap with a red shade indicating inferior performance and a green shade implies better performance. Changes in SS for T2M (Figure 4b) suggest that there is no substantial change by the model against the reference simulation for all the experiments and parameters either in the direction of improvement or worsening except for e_surf. The largest negative SS change is observed for the maximum e_surf value followed by qi0. However, the best performance by the model in LWB domain is noted at the minimum value of e_surf. Hence, there is a chance to improve the model performance by tuning the e_surf parameter. Positive SS for T2M is estimated over the entire study region by high minimum diffusion coefficients for heat (tkhmin), the high surface area density of the roughness elements over land (c_lnd) and low uniform factor for root depth field (fac_rootdp2).

In simulating SLHF (Figure 5b), the land surface interaction scheme plays the most important role. The potential of the model after tuning with parameters does not conduct well for all domains consistently against reference simulation. Model performance could be improved for rlam_heat and rat_sea, e_surf at its high value whereas the lower limit of c_sea might bring the model output in better agreement with respect to reference simulation. It is to be noted that the sensitive parameters such as rlam_heat, rat_sea, e_surf and c_sea were successful to remain coherent for subdomains but their performance in the whole domain is poor.

Out of the 64 parameter sets, changes in SS show that most parameters from convection, microphysics and radiation schemes strongly influence the prediction of TCC. Positive SS changes are noted for cloud_num values against its default in almost all domains (Figure 6b). The SS changes are notably negative for uc1, qi0, and entr_sc proving that the model performance is underestimated compared to the model parameter at default values. High entr_sc and uc1 could influence the model to perform better confirmed by the changes in negative SS. The remaining parameters have a minimal contribution to simulating TCC.

Parameters from the surface parameterization scheme also play a vital role in simulating TP. Higher rlam_heat, rat_sea values and lower c_sea values against the default values have the potential to drive the model to perform better in estimating TP against the reference simulation (Figure 7b). The parameter for computing the amount of cloud cover in saturated conditions (uc1) from the radiation scheme, qi0 from microphysics, mean entrainment rate for shallow convection (entr_sc) from the convection scheme and factor for turbulent momentum dissipation (d_mom) from turbulence scheme are the next set sensitive parameters to simulate TP by the model as evident from the changes in SS against the default values (Figure 7b). Two recent studies identify the model parameter defined as the multiplier for entrainment flux rate as the most significant to reproduce precipitation in high-intensity precipitation events by Weather Research Forecasting (WRF) model [46, 48, 71–73].
Figure 4. (a) The calculated PI for 2m-temperature (T2M) from heat wave events (exp01 to exp04) with default parameter values over the study region and four sub-regions (b) Variation in Skill Score (SS) in each 64 simulations (with different parameter values shown in Table 1) calculated against the reference simulation (parameter values in bold shown in Table 1) for T2M as a function of domains. Positive (Negative) SS values in green (purple) highlight better (worse) agreement with observations with respect to the reference simulation.
Figure 5. (a) The calculated PI for surface latent heat flux (SLHF) from heat wave events (exp01 to exp04) with default parameter values over the study region and four sub-regions (b) Variation in Skill Score (SS) in each 64 simulations (with different parameter values shown in Table 1) calculated against the reference simulation (parameter values in bold shown in Table 1) for SLHF as a function of domains. Positive (Negative) SS values in green (purple) highlight better (worse) agreement with observations with respect to the reference simulation.
Figure 6. (a) The calculated PI for cloud cover (TCC) from heavy rain events (exp05 to exp11) with default parameter values over the study region and four sub-regions. (b) Variation in Skill Score (SS) in each 64 simulations (with different parameter values shown in Table 1) calculated against the reference simulation (parameter values in bold shown in Table 1) for TCC as a function of domains. Positive (Negative) SS values in green (purple) indicate better (worse) agreement with observations with respect to the reference simulation.
Figure 7. (a) The calculated PI for total precipitation (TP) from heavy rain events (exp05 to exp11) with default parameter values over the study region and four sub-regions (b) Variation in Skill Score (SS) in each 64 simulations (with different parameter values shown in Table 1) calculated against the reference simulation (parameter values in bold shown in Table 1) for TP as a function of domains. Positive (Negative) SS values in green (purple) indicate better (worse) agreement with observations with respect to the reference simulation.
5.3 Physical interpretation of parameter sensitivity

The results obtained by PS suggest that only a few parameters strongly influence the combined meteorological variables under consideration. These parameters are \texttt{rlam\_heat}, \texttt{rat\_sea}, \texttt{c\_sea}, \texttt{e\_surf}, \texttt{qi0}. Additionally, parameters which have some effect on model output are \texttt{tkhmin}, \texttt{entr\_sc} and \texttt{uc1}.

In the land surface and turbulence scheme, the sensitive parameters are related to heat flux and moisture transport over land and sea. The parameter, \texttt{tkhmin} controls the minimum limit for the turbulence for heat and moisture. The value of \texttt{tkhmin} remains significant till the turbulent diffusion coefficients are less. Increment in \texttt{tkhmin} will sustain the turbulent kinetic energy, thereby mechanically increasing the mixing with highly stable stratification and resulting increase in temperature as well as an overestimation of cloud formation \cite{74}. Parameter \texttt{rlam\_heat} accounts for the heat resistance length of the laminar layer over land and sea. Laminar resistance is added by \texttt{rat\_sea}, laminar resistance over sea further increases the resistance of the laminar layer. Greater \texttt{rlam\_heat} value contributes to lower heat transport between the surface and the lower atmosphere. Consequently, an increase in laminar resistance reduces the moisture transport thereby reducing the total precipitation. In the cold surface condition, an increase in \texttt{rlam\_heat} decreases the heat flux from the atmosphere to the surface and thereby drives to a higher 2m-temperature \cite{75, 76}. The exchange of heat, moisture and momentum between the surface and the lower atmosphere is also shaped by the surface area density of the waves over the sea (\texttt{c\_sea}) and exponent to get the effective surface (\texttt{e\_surf}). Roughness length is determined from \texttt{c\_sea} and the roughness of the sea surface guides the exchange of momentum, moisture, and heat between ocean and atmosphere. Therefore, an increase in \texttt{c\_sea} may induce higher magnitude momentum fluxes, modifying low-level atmospheric dynamics, specifically affecting wind speed and heavy precipitation \cite{77, 78}. Differential heating of the land surface causes regional uncertainties which stimulate moist convection by liberating latent heat. The resulting convective cells can grow based on the environmental conditions of atmospheric moisture and vertical instabilities, from non-precipitating clouds to precipitating systems. The rate of the mixing with surrounding air is uncertain and configured by entrainment rates \texttt{entr\_sc}. Perturbing the \texttt{entr\_sc} fluctuates the low cloud formation. Thus, a low value for \texttt{entr\_sc} produces a more a low cloud, which steers to reduce incoming short-wave radiation at the surface and thereby leads to lower surface temperature \cite{69, 79-81}. The primary source of uncertainty in microphysics schemes initiates from auto conversion rates of cloud water and ice into precipitating droplets. With the rise in moist air into the higher strata of the atmosphere, adiabatic cooling commences condensation on aerosols and as result water droplets or clouds are formed. Such a process is determined by the parameter \texttt{qi0} in COSMO-CLM. A higher concentration for ice auto conversion (\texttt{qi0}) leads to increased high cloud cover or reduction in snowfall and finally warms the surface temperature \cite{75, 82, 83}. In the radiation scheme, \texttt{uc1} is an important parameter which controls the vertical variation of critical humidity. A reduction of \texttt{uc1} increases critical humidity above the boundary layer, which assists in robust mid-level cloud formation. The shrink in cloud cover leads to a cooling surface temperature \cite{75, 84}.

6. Discussion

The physical interpretations of the most sensitive parameters and the mechanism influencing the examined variables are explored. Since parameter sensitivity is mostly related to regional conditions, accordingly the results obtained in the present study may not remain valid in other geographical domains. The parameters analyzed in this study are for selective few parameters from the COSMO-CLM, therefore future studies might focus on variation of parameterization schemes as well as initial and boundary conditions. Furthermore, tuning the sensitive parameters using the latest optimization approach can be enforced to improve prediction reliability.
7. Conclusions

In this study, we examined 25 model parameters in extreme weather events observed over the eastern region of India, simulated using COSMO-CLM with various values of model parameters from different physical schemes. The simulated T2M, SLHF, TP, and TCC are compared against reanalysis employing model efficiency metrics presented by Russo et al., (2020) [39]. The primary intention of the paper is to identify the most influencing parameters in the study region by the objective calibration method [38]. Nevertheless, the effect of each parameter on the considered variables for the entire domain and sub-domains was measured to scale the extent of model performance. Finally, the paper explains the possibility of improving the model performance against each parameter for the considered variable in the considered domain. The model is distinctly susceptible to a certain group of tested parameters. The scaling factor of the laminar boundary layer for heat (rlam_heat) and the ratio of laminar scaling factors for heat over sea and land (rat_sea) from the land surface process is sensitive to SLH, and TP. The exponent to get the effective surface area (e_surf) from the land surface has a large impact on T2M. Parameters such as cloud ice threshold for auto conversion (qi0) from microphysics, mean entrainment rate for shallow convection (entr_sc) from convection and parameter for computing the amount of cloud cover in saturated conditions (uc1) from radiation play a significant role in producing TP, and TCC fields. The ability of the model worsens from the entire domain to the subdomain against all the variables. The results produced from different subdomains reveal that after choosing distinct parameter values there is an opportunity for the model score to get better. The most significant parameters are qi0, e_surf, rlam_heat and rat_sea producing large inconsistencies in model performance over sub-regions. Nevertheless, the same set of parameters does not influence all the variables. A slight dependency by the fac_rootdp2 from the soil scheme on T2M is evident in this study.
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