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ARTICLE

Wavelet Analysis of Average Monthly Temperature New Delhi 1931-
2021 and Forecast until 2110

Mazurkin Peter Matveevich
 

Volga State University of Technology, Yoshkar-Ola, the Republic of Mari El, 424000, Russia

ABSTRACT
The identification method in the CurveExpert-1.40 software environment revealed asymmetric wavelets of changes in 

the average monthly temperature of New Delhi from 1931 to 2021. The maximum increment for 80 years of the average 
monthly temperature of 5.1 °C was in March 2010. An analysis of the wave patterns of the dynamics of the average 
monthly temperature up to 2110 was carried out. For forecasting, formulas were adopted containing four components, 
among which the second component is the critical heat wave of India. The first component is the Mandelbrot law (in 
physics). It shows the natural trend of decreasing temperature. The second component increases according to the critical 
law. The third component with a correlation coefficient of 0.9522 has an annual fluctuation cycle. The fourth component 
with a semi-annual cycle shows the influence of vegetation cover. The warming level of 2010 will repeat again in 
2035-2040. From 2040 the temperature will rise steadily. June is the hottest month. At the same time, the maximum 
temperature of 35.1 °C in 2010 in June will again reach by 2076. But according to the second component of the heat 
wave, the temperature will rise from 0.54 °C to 16.29 °C. The annual and semi-annual cycles had an insignificant effect 
on the June temperature dynamics. Thus, the identification method on the example of meteorological observations in New 
Delhi made it possible to obtain summary models containing a different number of components. The temperature at a 
height of 2 m is insufficient. On the surface, according to space measurements, the temperature reaches 55 °C. As a result, 
in order to identify more accurate asymmetric wavelets for forecasting, the results of satellite measurements of the surface 
temperature of India at various geographical locations of meteorological stations are additionally required.
Keywords: New Delhi; Average monthly temperature; Waves of behavior; 1931-2021; Sum of wavelets; Verification; 
Forecasts up to 2110
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1. Introduction
Our opinion is that we don’t understand much 

about climate dynamics. Contradictory climatic 
processes of warming or cooling occur at different 
points on the earth’s landmass. In India, for exam-
ple, due to the strong influence of the Himalayas and 
monsoons from the Indian Ocean, global warming is 
indeed observed.

There is only one reason for this—for 4000 years 
of the evolution of Indian civilization, rich natural 
forests and large swamps have completely disap-
peared.

The farmers of India have always been at war 
with the forests. They had to win land plots in the 
forests for crops [1]. Based on descriptive statistics 
from a large number of statistical samples, Kumar  
et al. [2] clearly conclude that deforestation is the main 
cause of global warming and climate change. The prob-
lem of climate change is difficult to fight because it is 
too late to do anything. Our opinion is that we don’t 
understand much about climate dynamics.

By 2050, parts of India and Pakistan are predicted 
to experience heat waves with a probability exceed-
ing 60% per year. The seriousness of the problem is 
so great, notes the Times of India (March 9), that it is 
proposed to consider the organization of mass “cli-
mate migration” as one of the measures.

The Indian Meteorological Department (IMD) 
writes in its annual report on the country’s climate 
that 2021 was not only the fifth warmest year since 
1901. But in the last decade, that is, in the period 
2012-2021, it was also the warmest on record. In 
addition, 11 of the 15 warmest years on record were 
between 2007 and 2021. Rising average tempera-
tures in India may have an increasing cascading ef-
fect on extreme weather events [3].

Abnormally high temperatures due to heat waves 
can be fatal to humans and animals. Temperatures 
are rising across India, with a trend toward a de-
crease in the frequency of cold waves [4].

The climate of India due to the relief is very 
diverse. Four types of it are distinguished on the 
territory: Dry tropical, humid tropical, subequato-
rial monsoon and high mountain. In the north, the 

Himalayas fence off the cold Asian winds, and in the 
northwest, a significant territory is occupied by the 
Thar Desert, which attracts warm, humid monsoons. 
Monsoons determine the characteristics of the cli-
mate throughout India [5].

Time series of global or regional surface air tem-
peratures are important for climate change studies [6]. 
At the same time, the sun heats the earth’s surface 
unevenly. The equator receives more heat, the poles 
of the planet are smaller. As a result, the tempera-
ture gradient is one of the main forces that drive the 
ocean and the atmosphere of the planet. In the trop-
ics, the climate system receives energy, and in tem-
perate and polar latitudes it gives it away [7].

The energy of solar radiation absorbed by the 
earth’s surface, as well as the thermal radiation of the 
earth’s surface itself from the inside, is ejected into 
space through the atmospheric transparency win-
dow, the ejection depends on variations in the area 
of cloud cover. However [8], an increase in the area 
of cloud cover in the lower layers of the atmosphere 
will simultaneously lead to both a decrease and an 
increase in temperature. Because of this, the energy 
balance of the earth before and after an increase in 
the area of cloudiness by 2% will remain almost at a 
zero level.

To understand long-term climate fluctuations, 
Bhargawa and Singh [3] analyzed data over a period 
of 40 years (1978-2018) on 10 climatic parameters 
that affect climate dynamics. The results showed that 
the strongest global climate change occurred by the 
end of 2018 compared to natural variability in the 
late 1970s.

According to Slama [10], global warming is still 
considered to be related to the cause of CO2 emissions. 
Directly and at the same time instantly affecting the 
heating of the surrounding air is the heat released by 
fossil fuels. Anthropogenic heat is estimated at 17415 
1010 kWh/year; this heat causes an increase in temper-
ature by an average of 0.122 °C per year, or 12.2 °C per 
century.

In the article [11] Ullah et al. note that mountain 
ecosystems are considered sensitive indicators of 
global warming; even small variations in tempera-
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ture can lead to significant shifts in the local climate. 
The main causes are greenhouse gases and deforest-
ation. Appropriate policies are needed to conserve 
forests, wildlife, prevent hunting, control pollution, 
increase plantations, awareness, control regional cli-
mate change, etc.

The purpose of the article is to identify asymmet-
ric wavelets of the average monthly temperature in 
New Delhi from 1931 to 2021 by the identification 
method [8-12], then analyze the wave patterns of the 
climate and make tentative forecasts of the average 
monthly temperature until 2110.

2. Materials and methods
The assumption of M. Milankovich about the 

constancy of the albedo of the earth’s surface during 
the interglacial periods was replaced in the article [18]. 
The new hypothesis assumes that anomalies in the 
mean annual temperature of the surface layer of the 
atmosphere are associated with interannual changes 
in the planetary albedo and thermal inertia of the 
earth’s hydrosphere. In another article [18], Zavalish-
in considered two hypotheses of modern warming 
on the planet: natural and anthropogenic. The work 
proved that the hypothesis of natural warming is 
much more probable than the hypothesis of warming 
due to anthropogenic influence. At the same time, it 
was shown that the displacement of the sun from the 
center of mass of the solar system directly affects 
the temperature of the surface atmosphere in various 
synoptic regions of Eurasia.

We will not rush to identify causal relationships 
in warming in India according to the New Delhi 
weather station, but we will show stable patterns that 
are revealed in the dynamics of the average monthly 
temperature for 1931-2021.

A series of average monthly surface temperatures 
according to the New Delhi meteorological station 
was taken from the site http://www.pogodaiklimat.
ru/history/42182.htm (Accessed 22.04.2022).

Table 1 gives a fragment of average monthly 
temperatures in New Delhi from the initial data array 
for identifying asymmetric wavelets.

January 1, 1931 ( 0=τ ) is taken as the beginning 

of the time reference (years) according to the dynam-
ic series of average monthly temperatures. For each 
month of the year, its specific time is taken according 
to the expression (Year 1931) + month / 12. Here, 
the calculation of the month is taken as follows: Jan-
uary = 1; February = 2 etc. Then, from January 1931 
to December 2021, the time has passed in 91 years, 
in connection with this, the indicative forecast can 
be made for the forecast horizon equal to the basis of 
the forecast according to the weather station, that is, 
until 2021 + 91 = 2112. Our calculations were per-
formed until 2110.

Table 1 gives a fragment from the data array of 
the New Delhi meteorological station of the average 
monthly temperature of the surface air layer at a 
height of 2 m. In this complete table, there are 91×
12 = 1092 values of the average monthly tempera-
ture without gaps. Then the representativeness of the 
dynamic series is 100%.

Table 2 compares the warmest monthly average 
temperature in 91 years in 2010 with the start of regis-
tration at the New Delhi weather station in 1931 (Fig-
ure 1), as well as the latest 2021 with the same start.

Warming in descending order of average monthly 
temperature occurred in March (5.1), February (3.5), 
April (3.0), November (2.2), October (1.6), and May 
(1.6). Cooling compared to 1931 occurred in August 
(–0.2), July and September (–0.3), December (–0.5), 
June (–0.6) and January (–1.7). If the difference in 
average monthly temperatures in 1931 was equal to 
35.1 – 15.2 = 19.9 °C, then in 2010 it became equal 
to 34.7 – 13.7 = 21.0 °C. At the same time, the maxi-
mum shifted from June 1931 to May 2010.

However, in 2021, the maximum average month-
ly temperature returned again, as in 1931, to the 
month of June. As can be seen from the data in Ta-
ble 2, in 2010 the temperature maximum shifted to 
May. At the same time, the difference in the average 
monthly temperature in June 2021, compared to Jan-
uary, became equal to 32.4 – 12.9 = 19.5 °C. Such a 
drop in 1931 was equal to 35.1 – 15.4 = 19.7 °C. At 
the same time, in March, the temperature increase in 
2010 occurred by 5.1 °C compared to 1931, and in 
2021 this difference decreased to 3.8 °C.

http://www.pogodaiklimat.ru/history/42182.htm
http://www.pogodaiklimat.ru/history/42182.htm
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Figure 1. Charts of average monthly temperatures in New Delhi.

From the data of Table 2 and Figure 1, it can be 
seen that the temperature increment sharply decreased 

in May (from 1.6 to –2.7 °C). Thus, the average month-
ly temperature clearly shows the oscillatory perturba-
tion of the regional climate. Other meteorological 
parameters also influence the process of oscillatory 
climate adaptation to the local geophysical condi-
tions of New Delhi.

The maximum increment for 80 years of average 
monthly temperature in New Delhi at 5.1 °C was in 
March 2010 (Figure 2).

As can be seen from Figure 2, the 2021 average 
monthly temperature increment chart is inside the 
2010 increment chart. Only August and September 
increased their increment by 2021 compared to 2010. 
Then it turns out that, in comparison with the data 
on the average annual temperature [12], the changes in 
the average monthly temperature are more informa-
tive.

Oscillations (the so-called asymmetric wavelet 
signals), as the sum of the quanta of the behavior of 

Table 1. Average monthly air temperature data (°C) in New Delhi for 1931-2021.

Year
January

…
July

…
December

Time τ Temper. t Time τ Temper. t Time τ Temper. t
1931 0.083 15.4 … 0.583 31.7 … 1 15.5
1932 1.083 15.6 … 1.583 31.7 … 2 14.7
1933 2.083 12.3 … 2.583 29.4 … 3 15.8
… … … … … … … … …
2019 88.083 14.1 … 88.583 32.0 … 89 13.2
2020 89.083 13.7 … 89.583 31.5 … 90 15.2
2021 90.083 12.9 … 90.583 31.5 … 91 14.5

Table 2. Average monthly temperatures in New Delhi.

Month 1931 2010 t∆ , °C 1931 2021 t∆ , °C

Jan 15.4 13.7 –1.7 15.4 12.9 –2.5
Feb 15.2 18.7 3.5 15.2 18.6 3.4
Mar 21.2 26.3 5.1 21.2 25.0 3.8
Apr 29.7 32.7 3.0 29.7 28.6 –1.1
May 33.1 34.7 1.6 33.1 30.4 –2.7
Jun 35.1 34.5 –0.6 35.1 32.4 –2.7
Jul 31.7 31.4 –0.3 31.7 31.5 –0.2
Aug 30.3 30.1 –0.2 30.3 30.9 0.6
Sep 28.6 28.3 –0.3 28.6 29.0 0.4
Oct 25.3 26.9 1.6 25.3 26.0 0.7
Nov 19.1 21.3 2.2 19.1 18.8 –0.3
Dec 15.5 15 –0.5 15.5 14.5 –1.0
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the surface air layer at a height of 2 m at the New 
Delhi weather station, in the general case, are written 
by the formula [12-16] of the general form of oscillato-
ry adaptation.

∑
=

=
m

i
iyy

1

, )/cos( 8iiii apxAy −= π ,  )exp( 42
31

ii a
i

a
ii xaxaA −= ,  

  ia
iii xaap 7

65 +=  (1) 

where y is the dependent factor, i is the number of 
the (1), m is the number of a component in the (1), 
x is the influencing factor, 81...aa  are the parameters 
of the model (1) that take numerical values during 
structural and parametric identification program 
environment CurveExpert-1.40 (URL: http://www.
curveexpert.net/) according to statistical data, iA  is 
the amplitude (half) of the wavelet (axis y ), ip  is 
the half-period of oscillation (axis x ).

Figure 2. Diagram of monthly average temperature increments 
in New Delhi.

According to formula (1) with two fundamen-
tal physical constants e  (the Napier number or the 
number of time) and π  (the Archimedes number or 
the number of space), a series of quantized wavelet 
signals is formed. In our example, these are the be-
havioral quanta of the mean monthly temperature. 
The concept of a wavelet allows one to abstract from 
the physical meaning of statistical series and con-
sider their additive decomposition into components 
(behavior quanta). The general equation is obtained 
as a sum of wavelets.

A signal is a material carrier of information. And 
we understand information as a measure of interac-
tion. A signal can be generated, but it is not required 
to receive it. A signal can be any physical process 
or part of it. It turns out that the change in the set of 
unknown signals has long been known, for example, 

through a series of measurements (Table 1). How-
ever, there are still no models of the distributions 
of the average annual temperature in dynamics and 
the influence of the geographical coordinates of city 
centers on temperature change.

The amplitude Ay =  at 02 =a  and 14 =a  turns 
into the Laplace law (in mathematics), Mandelbrot 
(in physics), Zipf-Pearl (in biology) and Pareto (in 
econometrics). A trend is formed when the oscil-
lation period a_5i tends to infinity. Most often, the 
trend is formed from two members of the formula (1).

3. Results and discussion
The time series of mean annual [8] and mean 

monthly temperatures at the New Delhi meteoro-
logical station from 1931 to 2021 turned out to be 
relatively complex in their changes. But at the same 
time, these series are more informative in compari-
son with other cities in Europe and Asia for under-
standing regional climate changes.

The first scenario of conditional forecasting for 
future orientation up to 2110 was carried out accord-
ing to the model (1) containing four components. 
Then, with additional asymmetric infinite-dimen-
sional wavelets, model (1) included the sum of 12 
components. The third scenario contained 16 more 
wavelets for 91 mean monthly temperature values 
for August. At the same time, in the third scenario 
of the tentative forecast for the future, a total of 28 
components of model (1) was revealed.

The average monthly temperature is a physical 
quantity that is a measure of the monthly average 
kinetic energy of the translational movement of 
molecules, in our case, air molecules in the surface 
layer at a height of 2 m above the land surface at 
the New Delhi weather station. Therefore, the av-
erage monthly temperature is a continuous physical 
quantity, the initial series of values of which should 
not be subjected to transformations. However, av-
eraging over a month is quite acceptable due to 
the influence of the moon’s circulation around our 
planet on the earth’s climate. But at the same time, 
groupings by time intervals for the artificial sum-
ming up of numerical data under linear models are 

http://www.curveexpert.net/
http://www.curveexpert.net/
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categorically unacceptable.
The linear method is universal in all four quad-

rants of the rectangular coordinate system. There-
fore, in the identification method, the linear formula 
is used as the beginning of the modeling process 
in the CurveExpert-1.40 software environment to 
identify a non-linear trend. In its final form, the trend 
contains clearly non-linear formulas, and wavelets 
cannot be obtained from linear equations at all.

3.1 Wavelets of New Delhi monthly average 
temperature dynamics

Features of CurveExpert-1.40 software environ-
ment

The method of identifying the sum of asymmetric 
wavelets (1) was carried out sequentially by the re-
siduals from the previous pattern, that is, as the pre-
vious stable pattern is revealed, the point residuals 
on the graph already show the possibility of continu-
ing the identification process.

At the same time, the arithmetic mean of the average 
monthly temperature in New Delhi for 91 years and 12 
months, equal to 25.14 °C, was taken at the beginning 
of the simulation. The standard deviation of this arith-
metic mean is 6.7593 °C. In this case, the correlation 
coefficient as a measure of adequacy is equal to 0.

Then a two-term trend was revealed (Figure 3), 
containing two regularities. The first component is 
the Mandelbrot law (in physics) exp( )y a bx= −  of 
the exponential decrease in the mean monthly tem-
perature. The same law is known in mathematics as 
the Laplace law, in biology-Zipf-Pearl, in econo-
metrics-Pareto. This exponential formula shows the 
natural trend from 1931 to 2021 of a slow decrease 
in the average monthly temperature. Such a natural 
reason for the decline is the cosmic cold that end-
lessly surrounds the planet Earth. Therefore, with 
any oscillatory perturbations of the global climate 
in the earth’s atmosphere, the planet will eventually 
cool down in billions of years.

The second and subsequent components of the 
general model (1) show changes in the average 
monthly temperature depending on planetary, includ-
ing regional, primarily anthropogenic influences. As 

is known [17,18], the variability of natural warming due 
to the influence of the sun is more probable in com-
parison with the anthropogenic impact.

Therefore, the second component of the trend for 
New Delhi for 91 years increases according to the 
power mathematical function y = axb. But it turned 
out that the influence of the Himalayas gives an in-
crease in the average monthly temperature even ac-
cording to the law of “double” growth according to 
the formula of the anomalous biotechnical [12-16] law 
of prof. P.M. Mazurkin exp( )b dy ax cx= . Here, the 
negative sign of the activity of inhibition of the in-
crease in the parameter received a positive value c± ,  
therefore, the product of two laws of growth was 
formed-power law and according to the modified 
Mandelbrot law under the condition 1≠d . Then the 
trend has grown over time and it is necessary to take 
geo-technological measures to eliminate the second, 
and even the first, component of the trend.

The trend is always a special case of an asymmet-
ric wavelet (1) provided that the half-period of oscil-
lations is many times greater than the measurement 
time interval, in our case 91 years.

The correlation coefficient of the two-component 
trend is only 0.0198, which seems to be very negli-
gible in terms of the level of adequacy. But it turned 
out that even with 28 components of the dynamics, 
the influence of the second component of the trend is 
the most significant.

The first wobble, with a correlation coefficient of 
0.9522, is an infinite-dimensional wavelet, meaning 
it starts much earlier than 1931 and will continue 
well beyond 2021. This infinity is provided by the 
amplitude, which decreases with time according to 
the Mandelbrot law. Therefore, a distinctive feature 
of the annual cyclicity is the continuous decrease in 
the amplitude of fluctuations, which will favorably 
affect the regional climate of India.

The second oscillation with a semi-annual cycle 
is typical not only for air temperature, but also for 
the concentrations of various greenhouse gases, es-
pecially for CO2. For carbon dioxide, it was assumed 
that the cycles of half a year are influenced by the 
vegetation cover of both hemispheres of the earth. 



7

Journal of Atmospheric Science Research | Volume 06 | Issue 02 | April 2023

Apparently, the vegetation cover (grass + shrubs + 
trees) of India for 4000 years has been severely de-
pleted by people for the needs of agriculture.

The second wavelet with a correlation coefficient 
of 0.8203, which is much higher than the strong 
coupling level of 0.7, has an increasing amplitude 
according to our modified Mandelbrot law of expo-
nential growth.

All these four components were identified togeth-

er in the CurveExpert-1.40 software environment.
Four components of the general mathematical regularity

According to the computational capabilities of 
the CurveExpert-1.40 software environment, the 
main of which is the list of identifiers alphabetically 
in the English language by the first 19 letters, Table 
3 shows the parameters of the model (1) with five 
significant digits, and Figure 4 shows a graph of the 
general pattern.
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Figure 3. Dynamics of the average monthly temperature in New Delhi for 1931-2021 according to the computational capabilities in 
the CurveExpert-1.40 software environment (in the upper right corner: S  standard deviation; r correlation coefficient).
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i
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a

i
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ii axaaxxaxay iii   Coef.
correl.
rAmplitude (half) oscillation Half cycle oscillation Shift

ia1 ia2 ia3 ia4 ia5 ia6 ia7 ia8
5 –0.77866 0 0.049759 1 1.54931 0.19297 1.28120 4.11672 0.1178
6 0.11383 0 –0.00021302 1.92174 6.46965 0.0023525 1.52916 1.38105 0.1195
7 –0.00046760 0 –6.29355 0.0052852 5.32375 –4.74250 –0.18477 4.52957 0.1733
8 0.17311 0 0.00021873 1 2.50208 0.0025872 1.09110 1.82138 0.1057
9 0.13799 0 –0.0063418 1 1.65259 –0.0018465 1.00690 –4.28053 0.1171
10 –0.33772 0 0.038165 1 0.84645 0.0058586 1.49887 2.65045 0.0787
11 0.25699 0 0.024305 1 0.75658 –0.00033547 1 0.11626 0.0733
12 –0.17091 0 0.015905 1 1.03886 –0.00036249 1 –1.91769 0.0580

Table 8. Dynamics of average monthly temperatures in New Delhi for 1931-2021 for August.

i
Asymmetric wavelet ))/(cos()exp( 86531

742
i

a
ii

a
i

a
ii axaaxxaxay iii   Coef.

correl.
r

Amplitude (half) oscillation Half cycle oscillation Shift
ia1 ia2 ia3 ia4 ia5 ia6 ia7 ia8

13 3.47710e-6 8.50848 0.32835 1 0.36199 1.47479 1.01006 –2.66873 0.4194
14 –1.28535 0.29959 0.088382 1 5.25491 –0.088847 1 –4.18195 0.4925
15 –3.8370e-9 6.10340 0.10093 1.01977 1.55201 0 0 –2.25724 0.2747
16 0.70396 0 0.50141 0.20109 2.00648 –4.5732e-5 1.25112 –0.79170 0.2878
17 8.7308e-27 17.55018 0.18058 1.04346 8.61288 0 0 –5.04691 0.3685
18 –0.0053663 1.14901 0.00015363 1.90943 1.10816 0.045767 0.74931 0.86680 0.4058
19 –9.401e-28 34.44084 8.81058 0.52596 0.99962 0 0 0.57564 0.3583
20 –15908.61 4.04026 12.64317 0.18869 1.25195 0 0 0.037839 0.6217
21 –22.15650 2.24725 6.61109 0.18846 4.16157 0.015145 1.29649 1.72332 0.2660
22 –0.073147 0 –0.00013415 1.96363 2.76671 –0.0011047 1.03183 2.08059 0.2123
23 –3.559e-16 10.56709 0.15209 1.00601 2.57131 –0.0008103 1.20407 –5.84608 0.2477
24 1.8458e-10 7.14673 0.13089 0.99281 1.88417 –0.0005876 1.20551 –2.65356 0.3686
25 2.8793e-19 13.79026 0.25010 0.99909 5.41479 –0.0002402 1.56399 3.76089 0.3858
26 2.87943e-5 3.71815 0.21272 0.83732 1.77738 –0.0003534 1.16645 0.92034 0.3769
27 –1.5177e-6 4.16863 0.0014979 2.13676 5.44870 –0.26388 0.47163 –2.97005 0.2885
28 –0.11530 0.95160 0.050027 1.33562 1.03027 0 0 –2.19074 0.6866

Coef.
correl.
r

Amplitude (half) oscillation Half cycle oscillation Shift

a1i a2i a3i a4i a5i a6i a7i a8i

1 23.99317 0 0.0031983 1 0 0 0 0

0.9847
2 0.70194 0.38093 –0.014504 0.84550 0 0 0 0

3 –9.20090 0 0.00025230 1 0.5 0 0 0.33219

4 1.18494 0 –0.65220 0.021793 0.25 0 0 4.37689
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Figure 4. Graph of the general mathematical regularity of the 
four components of the average monthly temperature in New 
Delhi for 1931-2021.

The correlation coefficient of 0.9847 relates a 
composite pattern of four components in terms of the 
level of adequacy to a super strong (0.95 or more) 
factorial relationship. The other wave components of 
the model (1) will sequentially appear on the residu-
als, so the level of adequacy will increase.

The exponential growth activity for the fourth 
component of the pattern is 0.65220, which is a 
very high value. However, the rate of temperature 
increase at the New Delhi meteorological station 
is very small and amounts to only 0.021793. Such 
parameters of the law of growth are still encourag-
ing that experts will find ways to reduce the average 
monthly temperature in the future.
Distribution of the relative error of the four-compo-
nent model

The number of points n (pieces) distributed in 
intervals of 1 °C of the relative error [ ]∆  (°C) of the 
model (1) with the parameters from Table 3 is giv-

en in Table 4. The relative error varies from +22  
to –23%, which is within the margin of error of ±
30% acceptable for environmental studies.

Then the error changes according to the Gauss 
law (Figure 5) with additions in the form of four 
wavelets in the form of a five-term equation.

       54321 nnnnnn ++++=  (2)

[ ] 2
1 81.19311exp( 0.017123( 0.054267) )n = − ∆ + ,

[ ]2 1 1cos( ( 30) / 0.31110)n A pπ= ∆ + + ,

[ ] [ ]128 99.98851 2.38818
1 4.17162 10 ( 30) exp( 0.012693( 30) )A −= − ⋅ ∆ + − ∆ + ,

1 2.15178p = ,

[ ]3 2 2cos( ( 30) / 2.95272)n A pπ= ∆ + − ,

[ ] [ ]86 85.67795 1.01269
2 5.30474 10 ( 30) exp( 2.91956( 30) )A −= − ⋅ ∆ + − ∆ + ,

[ ] 1.01094
2 0.81791 0.0090604( 30)p = + ∆ + ,

[ ]4 3 3cos( ( 30) / 0.39260)n A pπ= ∆ + − ,

[ ] [ ]26 23.90826 1.048237
3 3.03395 10 ( 30) exp( 0.57596( 30) )A −= ⋅ ∆ + − ∆ + ,

[ ] 2.23048
3 3.90251 0.00011685( 30)p = + ∆ + ,

[ ]5 4 4cos( ( 30) / 0.43605)n A pπ= ∆ + − ,

[ ] [ ]9 7.36654 2.20851
4 3.62160 10 ( 30) exp( 0.0021021( 30) )A −= ⋅ ∆ + − ∆ + ,

[ ] 0.74578
4 0.063641 0.046264( 30)p = + ∆ + .

The normal distribution law (Gaussian law), to-
gether with even one with a wavelet, barks a very 
high level of adequacy (more than 0.95) with a cor-
relation coefficient of 0.9558.

Table 4. Distribution of the relative error of the model from Table 3.

Interval [ ]∆ , °C Qty
n, pcs Interval [ ]∆ , °C Qty

n, pcs Interval [ ]∆ , °C Qty
n, pcs Interval [ ]∆ , °C Qty

n, pcs Interval [ ]∆ , °C Qty
n , pcs

22 1 10 6 3 89 –4 64 –11 7

16 2 9 15 2 80 –5 58 –12 7

15 4 8 19 1 99 –6 39 –13 7

14 5 7 34 0 0 –7 46 –14 1

13 3 6 44 –1 80 –8 26 –15 3

12 9 5 59 –2 93 –9 17 –16 3

11 2 4 70 –3 80 –10 16 –23 3
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3.2 General formula (1) for the average month-
ly temperature with 12 components

Additional components of the model (1)
Subsequently, the identification method was used 

to build up asymmetric components from four com-
ponents to reach 12 (Table 5) pieces. The first four 
components can be placed together in the CurveEx-
pert-1.40 software environment (Table 3), and the 
remaining components of the general model (1) were 
identified individually.

This method of sequential modeling makes it 
possible to achieve a level of adequacy in terms of 
the correlation coefficient up to 1. The modeling is 
completed after reaching the residuals from the last 
component to the modeling error, which is less than 
the temperature measurement error.

From a physical point of view, each component 
is a separate quantum of climate behavior at a given 
point on the earth. The sum of wavelets (1) char-
acterizes the oscillatory climate adaptation to the 
influence of many different factors. The high quan-
tum certainty of the behavior of the average monthly 
temperature makes it possible to decompose the 
dynamic series into behavior quanta to a level where 
the modeling error becomes even less than the meas-
urement error of 0.05 °C. 

However, in this case, many components will 
have a correlation coefficient much less than the 0.1 
level. Such correlation coefficients (less than 0.3) are 
not taken into account at all in the existing mathe-
matical statistics. In Table 5, we stopped the process 
of wavelet identification at the level of adequacy by 
the correlation coefficient of 0.0580.
Analysis of graphs of average monthly temperature

As can be seen from the graphs in Figures 6 and 
7, the length of the oscillation graphs, even for in-
finite-dimensional wavelets, is different.

It can be seen from the data in Table 5 that almost 
all additional perturbation waves obey the Mandel-
brot law. But at the same time, part of the oscillations 
increases, and the other part decreases, in amplitude. 
It is necessary to identify cause-and-effect relation-

ships for oscillations decreasing in amplitude.
As a result, the atmosphere of New Delhi shows a 

violent wave reaction over time. Therefore, it is nec-
essary to analyze more carefully those fluctuations 
that have a decline in amplitude in the future.
12-component model error distribution

With an increase in the number of wavelets in the 
general model (1), the relative modeling error gradu-
ally decreases.

The number of points n in the dynamic series 
of residuals is distributed without gaps. Due to the 
relatively small error of modeling by the general 
equation (1) with 12 components, the temperature in-
terval was also taken equal to 1 °C. Then the permis-
sible relative error [ ]∆  (°C) of the model (1) with the 
parameters from Table 5, after the 12th component, 
is given in Table 6.

The relative error is in the range of 23 to –19% 
(Figure 8).

Then the error changes according to the Gauss 
law with additional fluctuations in the form of a gen-
eral equation:

[ ] +−∆−= ))076252.0(022609.0exp(11057.100 2n

 [ ] [ ]18 17.213023 1.158227.69774 10 ( 25) exp( 0.33399( 25) )−+ ÷ ∆ + − ∆ + ×

 [ ] [ ]cos( ( 25) / (3.02798 1.40488( 25)) 2.80420))π× ∆ + − ∆ + +
 
(3)

The normal distribution law (Gaussian law) is 
observed with adequacy in terms of the correlation 
coefficient of 0.9891. An additional wavelet showing 
the oscillatory adaptation of the mean monthly tem-
perature also gives the value of the correlation coef-
ficient of 0.6190. As a result, the overall adequacy 
of the relative error after the 12th component in the 
sum (1) will be equal to 0.9936.
Comparison of models with four and 12 compo-
nents

Table 7 shows comparative data on the relative 
error of two quantized models - with four and 12 
components (Figure 9).

From the data in Table 7, it can be seen that Au-
gust has the smallest error for both models. Then it 
turns out that it is quite possible to perform forecast-
ing only on the basis of a model of four components.
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Table 5. Dynamics of average monthly temperatures in New Delhi for 1931-2021.
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Asymmetric wavelet 
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i

Asymmetric wavelet ))/(cos()exp( 86531
742

i
a

ii
a

i
a

ii axaaxxaxay iii   Coef.
correl.
rAmplitude (half) oscillation Half cycle oscillation Shift

ia1 ia2 ia3 ia4 ia5 ia6 ia7 ia8
5 –0.77866 0 0.049759 1 1.54931 0.19297 1.28120 4.11672 0.1178
6 0.11383 0 –0.00021302 1.92174 6.46965 0.0023525 1.52916 1.38105 0.1195
7 –0.00046760 0 –6.29355 0.0052852 5.32375 –4.74250 –0.18477 4.52957 0.1733
8 0.17311 0 0.00021873 1 2.50208 0.0025872 1.09110 1.82138 0.1057
9 0.13799 0 –0.0063418 1 1.65259 –0.0018465 1.00690 –4.28053 0.1171
10 –0.33772 0 0.038165 1 0.84645 0.0058586 1.49887 2.65045 0.0787
11 0.25699 0 0.024305 1 0.75658 –0.00033547 1 0.11626 0.0733
12 –0.17091 0 0.015905 1 1.03886 –0.00036249 1 –1.91769 0.0580

Table 8. Dynamics of average monthly temperatures in New Delhi for 1931-2021 for August.
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ii axaaxxaxay iii   Coef.

correl.
r

Amplitude (half) oscillation Half cycle oscillation Shift
ia1 ia2 ia3 ia4 ia5 ia6 ia7 ia8

13 3.47710e-6 8.50848 0.32835 1 0.36199 1.47479 1.01006 –2.66873 0.4194
14 –1.28535 0.29959 0.088382 1 5.25491 –0.088847 1 –4.18195 0.4925
15 –3.8370e-9 6.10340 0.10093 1.01977 1.55201 0 0 –2.25724 0.2747
16 0.70396 0 0.50141 0.20109 2.00648 –4.5732e-5 1.25112 –0.79170 0.2878
17 8.7308e-27 17.55018 0.18058 1.04346 8.61288 0 0 –5.04691 0.3685
18 –0.0053663 1.14901 0.00015363 1.90943 1.10816 0.045767 0.74931 0.86680 0.4058
19 –9.401e-28 34.44084 8.81058 0.52596 0.99962 0 0 0.57564 0.3583
20 –15908.61 4.04026 12.64317 0.18869 1.25195 0 0 0.037839 0.6217
21 –22.15650 2.24725 6.61109 0.18846 4.16157 0.015145 1.29649 1.72332 0.2660
22 –0.073147 0 –0.00013415 1.96363 2.76671 –0.0011047 1.03183 2.08059 0.2123
23 –3.559e-16 10.56709 0.15209 1.00601 2.57131 –0.0008103 1.20407 –5.84608 0.2477
24 1.8458e-10 7.14673 0.13089 0.99281 1.88417 –0.0005876 1.20551 –2.65356 0.3686
25 2.8793e-19 13.79026 0.25010 0.99909 5.41479 –0.0002402 1.56399 3.76089 0.3858
26 2.87943e-5 3.71815 0.21272 0.83732 1.77738 –0.0003534 1.16645 0.92034 0.3769
27 –1.5177e-6 4.16863 0.0014979 2.13676 5.44870 –0.26388 0.47163 –2.97005 0.2885
28 –0.11530 0.95160 0.050027 1.33562 1.03027 0 0 –2.19074 0.6866

Coef.
correl.
r

Amplitude (half) oscillation Half cycle oscillation Shift

a1i a2i a3i a4i a5i a6i a7i a8i

5 –0.77866 0 0.049759 1 1.54931 0.19297 1.28120 4.11672 0.1178
6 0.11383 0 –0.00021302 1.92174 6.46965 0.0023525 1.52916 1.38105 0.1195
7 –0.00046760 0 –6.29355 0.0052852 5.32375 –4.74250 –0.18477 4.52957 0.1733
8 0.17311 0 0.00021873 1 2.50208 0.0025872 1.09110 1.82138 0.1057
9 0.13799 0 –0.0063418 1 1.65259 –0.0018465 1.00690 –4.28053 0.1171
10 –0.33772 0 0.038165 1 0.84645 0.0058586 1.49887 2.65045 0.0787
11 0.25699 0 0.024305 1 0.75658 –0.00033547 1 0.11626 0.0733
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Figure 5. Graphs of the relative error of the five-component model.
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Figure 6. New Delhi monthly average temperature by additional components.
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Figure 7. New Delhi monthly average temperature by latest components.
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Table 6. Distribution of model error after the 12th component.

Interval [ ]∆ , °C Qty
n, pcs Interval [ ]∆ , °C Qty

n, pcs Interval [ ]∆ , °C Qty
n, pcs Interval [ ]∆ , °C Qty

n, pcs Interval [ ]∆ , °C Qty
n , pcs

23 1 10 5 3 87 –5 55 –12 13
17 1 9 10 2 85 –6 48 –13 3
15 4 8 25 1 92 –7 35 –14 1
14 1 7 33 –1 107 –8 17 –15 3
13 3 6 46 –2 80 –9 19 –17 1
12 8 5 51 –3 80 –10 7 –18 1
11 6 4 84 –4 67 –11 11 –19 2
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Figure 8. Graph of the relative error distribution after the 12th wavelet.

Table 7. Relative error of models, %.

Month
Model contains
4 comp 12 comp

Jan 5.69 5.26
Feb 5.91 5.92
Mar 5.15 4.83
Apr 4.28 3.80
May 3.46 3.18
Iun 3.63 3.57
Jul 3.26 3.10
Aug 2.66 2.51
Sep 2.73 2.81
Oct 2.72 2.71
Nov 3.52 3.30
Dec 4.35 4.82



13

Journal of Atmospheric Science Research | Volume 06 | Issue 02 | April 2023

Figure 9. Graphs of comparison of the relative error of models.

At the same time, the critical thermal wave (in-
creasing the second component in Table 3) is in this 
model and, therefore, a further increase in the num-
ber of wavelets becomes unjustified. If there were 
a supercomputer, then the joint identification of all 
possible components is possible. Such a technique 
can give a change in the second component of the 
critical thermal wave.

Then, for further modeling by identifying formula 
(1) from the data in Table 1, we will accept only a 
part of the array for August.

3.3 General formula (1) for the average month-
ly temperature for August

The structure of the general model for August 
1931-2021

Table 8 shows the following components of mod-
el (1) for additional 16 components. Surprisingly, 
each month gives a lot of additional quanta of the 
behavior of the surface layer of the atmosphere at a 
height of 2 m in New Delhi.

All 16 wave equations are finite-dimensional 
wavelets. For them, according to the graphs, it is 
quite possible to roughly determine the left and right 
boundaries of the location of the graph on the x-axis.

In this regard, these solitons (solitary waves) 
seem to appear and then disappear with time. There-
fore, apparently, the reasons for the emergence of 
finite-dimensional wavelets lie in the behavior of the 
atmosphere itself, as well as space objects located in 

sectors of the earth’s orbit plane for different months. 
In our opinion, only infinite-dimensional temperature 
wavelets depend on the cosmic influences of the sun 
and the planets of the solar system.
Characteristics of dynamics graphs for August

As can be seen from the graphs in Figure 10, not all 
components of model (1) affect the conditional forecast 
in the near future, but only those that continue in terms 
of amplitude values in the future. At the end of the dy-
namic series, new fluctuations may additionally arise, 
which then, after several months, will continue into the 
future. It is this circumstance that does not allow mak-
ing working forecasts for more accurate sums of 12 and 
28 components, since models with an increased number 
of components become too sensitive to the influence of 
even small (with a correlation coefficient less than 0.1) 
wavelet signals.

As a result, the physical value of the average month-
ly (influence of the sun and the moon), as well as the 
average annual (influence of the sun) temperature, has 
two contradictory properties.

First, the time series of temperature, which has 
a high quantum certainty in behavior, allows de-
composing up to the measurement error into a large 
number of asymmetric wavelets. Then it turns out 
that the average monthly temperature gets a quantum 
certainty due to the fact that each wavelet separately 
represents a separate quantum of the behavior of the 
climate system at the weather station in New Delhi. 
Note that other meteorological parameters do not 
have quantum certainty in their behavior.

Secondly, with an increase in the number of 
components in the general summary model (1), due 
to the high sensitivity, the predictive ability of the 
sum of wavelets is gradually lost. Even next year, 
the calculated average monthly temperature may 
not coincide with the actual temperature in many re-
spects. In this regard, it turns out to be sufficient for 
looking into the future, a model of four components 
according to the parameters given in the values in 
Table 3. And for the New Delhi weather station, the 
second component becomes the decisive wavelet, 
which becomes the critical wavelet and characterizes 
a strongly growing heat wave.
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Table 8. Dynamics of average monthly temperatures in New Delhi for 1931-2021 for August.

i

Asymmetric wavelet 

Table 5. Dynamics of average monthly temperatures in New Delhi for 1931-2021.

i

Asymmetric wavelet ))/(cos()exp( 86531
742

i
a

ii
a

i
a

ii axaaxxaxay iii   Coef.
correl.
rAmplitude (half) oscillation Half cycle oscillation Shift

ia1 ia2 ia3 ia4 ia5 ia6 ia7 ia8
5 –0.77866 0 0.049759 1 1.54931 0.19297 1.28120 4.11672 0.1178
6 0.11383 0 –0.00021302 1.92174 6.46965 0.0023525 1.52916 1.38105 0.1195
7 –0.00046760 0 –6.29355 0.0052852 5.32375 –4.74250 –0.18477 4.52957 0.1733
8 0.17311 0 0.00021873 1 2.50208 0.0025872 1.09110 1.82138 0.1057
9 0.13799 0 –0.0063418 1 1.65259 –0.0018465 1.00690 –4.28053 0.1171
10 –0.33772 0 0.038165 1 0.84645 0.0058586 1.49887 2.65045 0.0787
11 0.25699 0 0.024305 1 0.75658 –0.00033547 1 0.11626 0.0733
12 –0.17091 0 0.015905 1 1.03886 –0.00036249 1 –1.91769 0.0580

Table 8. Dynamics of average monthly temperatures in New Delhi for 1931-2021 for August.

i
Asymmetric wavelet ))/(cos()exp( 86531

742
i

a
ii

a
i

a
ii axaaxxaxay iii   Coef.

correl.
r

Amplitude (half) oscillation Half cycle oscillation Shift
ia1 ia2 ia3 ia4 ia5 ia6 ia7 ia8

13 3.47710e-6 8.50848 0.32835 1 0.36199 1.47479 1.01006 –2.66873 0.4194
14 –1.28535 0.29959 0.088382 1 5.25491 –0.088847 1 –4.18195 0.4925
15 –3.8370e-9 6.10340 0.10093 1.01977 1.55201 0 0 –2.25724 0.2747
16 0.70396 0 0.50141 0.20109 2.00648 –4.5732e-5 1.25112 –0.79170 0.2878
17 8.7308e-27 17.55018 0.18058 1.04346 8.61288 0 0 –5.04691 0.3685
18 –0.0053663 1.14901 0.00015363 1.90943 1.10816 0.045767 0.74931 0.86680 0.4058
19 –9.401e-28 34.44084 8.81058 0.52596 0.99962 0 0 0.57564 0.3583
20 –15908.61 4.04026 12.64317 0.18869 1.25195 0 0 0.037839 0.6217
21 –22.15650 2.24725 6.61109 0.18846 4.16157 0.015145 1.29649 1.72332 0.2660
22 –0.073147 0 –0.00013415 1.96363 2.76671 –0.0011047 1.03183 2.08059 0.2123
23 –3.559e-16 10.56709 0.15209 1.00601 2.57131 –0.0008103 1.20407 –5.84608 0.2477
24 1.8458e-10 7.14673 0.13089 0.99281 1.88417 –0.0005876 1.20551 –2.65356 0.3686
25 2.8793e-19 13.79026 0.25010 0.99909 5.41479 –0.0002402 1.56399 3.76089 0.3858
26 2.87943e-5 3.71815 0.21272 0.83732 1.77738 –0.0003534 1.16645 0.92034 0.3769
27 –1.5177e-6 4.16863 0.0014979 2.13676 5.44870 –0.26388 0.47163 –2.97005 0.2885
28 –0.11530 0.95160 0.050027 1.33562 1.03027 0 0 –2.19074 0.6866

Coef.
correl.
r

Amplitude (half) oscillation Half cycle oscillation Shift

a1i a2i a3i a4i a5i a6i a7i a8i

13 3.47710e-6 8.50848 0.32835 1 0.36199 1.47479 1.01006 –2.66873 0.4194

14 –1.28535 0.29959 0.088382 1 5.25491 –0.088847 1 –4.18195 0.4925

15 –3.8370e-9 6.10340 0.10093 1.01977 1.55201 0 0 –2.25724 0.2747

16 0.70396 0 0.50141 0.20109 2.00648 –4.5732e-5 1.25112 –0.79170 0.2878

17 8.7308e-27 17.55018 0.18058 1.04346 8.61288 0 0 –5.04691 0.3685

18 –0.0053663 1.14901 0.00015363 1.90943 1.10816 0.045767 0.74931 0.86680 0.4058

19 –9.401e-28 34.44084 8.81058 0.52596 0.99962 0 0 0.57564 0.3583

20 –15908.61 4.04026 12.64317 0.18869 1.25195 0 0 0.037839 0.6217

21 –22.15650 2.24725 6.61109 0.18846 4.16157 0.015145 1.29649 1.72332 0.2660

22 –0.073147 0 –0.00013415 1.96363 2.76671 –0.0011047 1.03183 2.08059 0.2123

23 –3.559e-16 10.56709 0.15209 1.00601 2.57131 –0.0008103 1.20407 –5.84608 0.2477

24 1.8458e-10 7.14673 0.13089 0.99281 1.88417 –0.0005876 1.20551 –2.65356 0.3686

25 2.8793e-19 13.79026 0.25010 0.99909 5.41479 –0.0002402 1.56399 3.76089 0.3858

26 2.87943e-5 3.71815 0.21272 0.83732 1.77738 –0.0003534 1.16645 0.92034 0.3769

27 –1.5177e-6 4.16863 0.0014979 2.13676 5.44870 –0.26388 0.47163 –2.97005 0.2885

28 –0.11530 0.95160 0.050027 1.33562 1.03027 0 0 –2.19074 0.6866

Everything in nature is subject to vibrational ad-
aptation. The air is so changeable that on the surface 
of the earth there are many fluctuations, first of all, 
in air temperature. Why can a dynamic series be de-
composed into a large set of oscillations? Other me-
teorological parameters are not amenable to wavelet 
analysis. We don’t know yet. Also, New Delhi is a 
unique geographic point on earth, the dynamics of 
the average monthly temperature which is clearly de-
termined by the heat wave in the form of the second 
critical fluctuation.

This heat wave, in our opinion, has a decisive in-
fluence on the productivity of the vegetation cover in 
India.

A paper by Singh et al. [19] attempts to estimate 
and predict the impact of climate on crop yields us-
ing future temperature predictions in India’s agro-cli-
matic zones. It was found that rainfall had a positive 
effect on the yield of most crops, but not enough to 
offset the effect of temperature.

Model error distribution for August
With an increase in the number of wavelets up to 

28 in model (1), the relative modeling error decreas-
es. At the same time, 91 temperature values remain 
for August.

The number of points in the dynamic series of 
residuals after the 28th component is distributed, due 
to the small modeling error, over the intervals of the 
average monthly temperature in August every 0.5 °C.  
Then the permissible relative error [ ]∆  (°C) of the 
28th component of the model (1) is given in Table 9.

The relative error is in the range of 2 to –2%.
Then the error changes according to the Gauss 

law (Figure 11) with one additional oscillation in the 
form of a general equation.

[ ] 245.09105exp( 1.25253( 0.045182) )n = − ∆ + + 

   [ ] [ ]1.542565.95989( 2.5) exp( 0.46127( 2.5))+ ∆ + − ∆ + ×  
   [ ] [ ]cos( ( 2.5) / (1.31852 0.12463( 2.5)) 1.27987)π× ∆ + − ∆ + −  

(4)

As can be seen from the graphs of the distribution of 
residues after model (4), they get almost zero value.
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4. Forecast for the four-term model un-
til 2110
4.1 New Delhi monthly average temperature 
forecast

On many examples of modeling by the identifi-
cation method, it was noticed that with an increase 
in the number of components, the sensitivity of con-
ditional forecasting increases sharply. Therefore, for 
orientation to the future, models with several com-
ponents are sufficient, of which some component is 
critical, simultaneously identified in the CurveEx-
pert-1.40 software environment with a high overall 
correlation coefficient (in Table 3 for a four-term 
model it is 0.9847).

It can even be argued that if a critical component 
appears, then the simulation can be immediately 
stopped. 

After identifying the critical heat wave, the fore-
cast for the future is clearly non-obvious due to the 
fact that there is a quantum uncertainty in the be-
havior of India, due to the presence and growth of 

the critical heat wave. Therefore, attention should 
be paid to understanding the essence of the climate 
crisis, for example, in comparison with the climate 
dynamics in Beijing and other large Asian cities. It 
is important for India to urgently adopt a national re-
forestation program, as was done in China in 1970 (in 
the US since 1960).

The forecasting possibilities decrease with the in-
crease in the number of wavelets in the sum (1). Al-
ready in the near future, new micro-fluctuations may 
appear, which can dramatically change the forecast 
trends in the past. To verify the predictive model, it 
is enough to wait one year (12 months) to obtain the 
actual values of the average monthly temperature. 
Then, a year later, the previously created predictive 
model is re-identified, containing wavelets for the 
future. This is how conditional forecasts are refined 
in the iterative forecasting mode every year.

In Table 3, the parameters of model (1) are given 
with five significant figures. However, in the calcula-
tions we used all 11 significant figures.

For example, a model with four components is 
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Figure 11. Relative error distribution plots after the 28th wavelet.
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written as:
User-Defined Model: 

     y=a*exp(-b*x)+c*x^d*exp(e*x^f)

       -g*exp(-h*x)*cos(pi*x/0.5-i)

                    +j*exp(k*x^l)*cos(pi*x/0.25-m). 

(5)

Coefficient Data:

a = 2.39931742757E+001 b = 3.19834420708E-003 

c = 7.01935956544E-001 d = 3.80930974140E-001 

e = 1.45040504760E-002 f = 8.45501296252E-001

g = 9.20090113775E+000 h = 2.52299200889E-004 

i = 3.32186333451E-001   j = 1.18493842254E+000 

k  = 6.52201603490E-001  l = 2.17933213594E-002 

m = 4.37689258906E+000
After calculations in the Excel software environ-

ment using formula (5), graphs (Figure 12) of the 
average monthly temperature for each month from 
1931 to 2110 were obtained.

Figure 12. Monthly average temperature forecasts up to 2110.

For all months of each year, there is an increase 
in the average monthly temperature. The warming 
level of 2010 will repeat again in 2035-2040. There-
fore, a period of 25-30 years since 2010 can be taken 

as a stage of a slight cooling in India. However, from 
2040, the average monthly temperature will steadily 
increase.

Table 10 shows the temperature values for 12 
months.
Table 10. Forecast for the four-component model for all 12 
months.

Month
Forecast basis Forecast horizon
1931 2010 2021 2030 2040 2070 2110

Jan 15.4 13.7 12.9 14.46 14.76 16.04 18.72
Feb 15.2 18.7 18.6 17.33 17.62 18.88 21.55
Mar 21.2 26.3 25.0 23.55 23.84 25.08 27.73
Apr 29.7 32.7 28.6 29.76 30.04 31.26 33.86
May 33.1 34.7 30.4 33.16 33.43 34.61 37.18
Jun 35.1 34.5 32.4 33.36 33.62 34.78 37.31
Jul 31.7 31.4 31.5 32.1 32.36 33.51 36.04
Aug 30.3 30.1 30.9 30.86 31.13 32.3 34.85
Sep 28.6 28.3 29.0 29.42 29.69 30.9 33.5
Oct 25.3 26.9 26.0 26.39 26.68 27.94 30.59
Nov 19.1 21.3 18.8 21.38 21.68 22.96 25.66
Dec 15.5 15.0 14.5 16.41 16.71 18.01 20.73

As in 1931, starting from 2021 and beyond, June 
becomes the hottest month. At the same time, the 
maximum temperature of 35.1 °C in June will reach 
only by 2076. For this month, the minimum tempera-
ture was: 1936-31.2 °C; 2001-31.1 °C; 2008-30.9 °C.  
The coldest June was in 2008.

Figure 13 shows a radar chart for three forecast 
years (2040, 2070 and 2110) compared to 2010. The 
diagram clearly shows that by month 2110 covers 
the average monthly temperature of other years.

Figure 13. Average monthly temperatures compared to 2010.
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Thus, from 2010 to 2076, nature gives the popu-
lation of India the opportunity to increase the forest 
area, as well as manage to reduce the average month-
ly temperature by geo technical measures [12] during 
this period of time.

4.2 Critical New Delhi heatwaves in June

Further, for hot June, we consider separately the 
changes in the average monthly temperature over the 
time interval from 1931 to 2110.

Figure 14 shows graphs for June, built according 
to formula (5).

Figure 14. Graphs of the components of the June temperature in 
New Delhi.

The first component of the influence of cosmic 
cold from 1931 to 2110 decreases from a temper-
ature of 23.95 to 13.51 °C, that is, a decline in the 
natural tendency will occur by 23.95 – 13.51 = 10.44 
°C. But, for the same period of time in 180 years. 
According to the second component in the form of 
an anomalous bio technical law, the average June 
temperature will increase from 0.54 to 16.29 °C, 
that is, the increase in heat will be 15.75 °C. This 
growth was influenced by two major causes: Firstly, 
the anthropogenic reduction of the vegetation cover 
of India in favor of agricultural plants; secondly, the 
strengthening of the geophysical influence of the 
Himalayas on blocking the winds and isolating the 
climate of India.

The annual and semi-annual cycles had an insig-
nificant effect on the dynamics of the June temper-
ature. The third component of the annual dynamics 
gave a decrease in the average monthly temperature 

from 8.70 to 8.31 °C, that is, over 180 years there 
will be a decrease in temperature by 0.39 °C. Sim-
ilarly, according to the fourth component of the 
semi-annual cycle, the decrease in June temperature 
will be from –0.74 to –0.81, that is, by only 0.07 °C.

These data show that the revolutions of the earth 
around the sun and the vegetation cover on the land 
of both hemispheres of our planet have little effect 
on the thermal balance of India. The critical thermal 
wave is created by the second component (5).

5. Conclusions
The wave patterns of the average monthly tem-

perature at the New Delhi meteorological station 
from 1931 to 2021 revealed by the identification 
method in the form of a sum of wavelet signals made 
it possible to give a conditional forecast up to 2110. 
At the New Delhi meteorological station, the oscilla-
tory adaptation of the local climate according to the 
average monthly temperature in the near future will 
far exceed the global warming rates predicted in the 
IPCC CMIP5 report for the entire land mass of the 
earth.

At the same time, it should be taken into account 
that the surface of India heats up to 45 °C in sum-
mer, which is a tenth or higher than the air layer at a 
height of 2 m in a weather station. Temperatures rise 
even higher on paved roads and concrete urban areas 
(up to 55 °C [20]).

The maximum increment in 80 years of average 
monthly temperature in New Delhi of 5.1 °C was in 
March 2010.

Warming in descending order of average monthly 
temperature occurred in March (5.1), February (3.5), 
April (3.0), November (2.2), October (1.6) and May 
(1.6 °C). Cooling in comparison with 1931 occurred 
in August (–0.2), July and September (–0.3), Decem-
ber (–0.5), June (–0.6) and January (–1.7 °C). If the 
difference in average monthly temperatures in 1931 
was equal to 19.9 °C, then in 2010 it became equal 
to 21.0 °C.

At the beginning of the modeling process, the 
identification of asymmetric wavelet signals revealed 
a trend containing two regularities. The first compo-
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nent is the Mandelbrot law (in physics) of the expo-
nential decrease in the mean monthly temperature. 
The same law is known in mathematics as the Lap-
lace law, in biology - Zipf-Pearl, in econometrics -  
Pareto. It shows a natural trend from 1931 to 2021 of 
a slow decrease in the average monthly temperature. 
Such a natural cause of decline is the cosmic cold 
that endlessly surrounds planet Earth. Therefore, 
with any oscillatory perturbations of the global cli-
mate in the earth’s atmosphere, the planet will even-
tually slowly cool down in billions of years.

The second component of the trend for New Del-
hi for 91 years is growing according to a mathemat-
ical power function by ax= . But it turned out that 
the influence of the Himalayas gives an increase in 
the average monthly temperature even according to 
the law of “double” growth according to the formula 
of the anomalous biotechnical law exp( )b dy ax cx=  of 
prof. P.M. Mazurkin. Here, the sign of the decreased 
activity got a positive value c± , therefore, a product 
of two growth laws was formed—a power function 
and a modified Mandelbrot law under the condition 

1≠d . The trend has grown over time and it is neces-
sary to take geo-technical measures to eliminate the 
second component of the trend.

The third component of the four-component mod-
el is the first fluctuation with a correlation coefficient 
of 0.9522, which is an infinite-dimensional wavelet, 
that is, it starts much earlier than 1931 and continues 
much further than 2021. This infinity is provided by 
the amplitude, which decreases with time accord-
ing to the Mandelbrot law. Therefore, a distinctive 
feature of the annual cyclicity is the continuous de-
crease in the amplitude of fluctuations, which will 
favorably affect the regional climate of India.

The second fluctuation (a fourth component of the 
summary model) with a semi-annual cyclicity is typ-
ical not only for air temperature, but also for the con-
centrations of various greenhouse gases, especially 
for CO2. For carbon dioxide, it was assumed that the 
cycles of half a year are influenced by the vegetation 
cover of both hemispheres of the earth. Apparently, 
the vegetation cover (grass + shrub + trees) of India 
for 4000 years has been severely depleted by people 

for the needs of agriculture.
For all months of each year, there is an increase 

in the average monthly temperature. The level of 
warming before 2010 will repeat again in 2035-2040. 
Therefore, a period of 25-30 years can be taken as 
a stage of a slight cooling in India. However, from 
2040, the average monthly temperature will steadily 
increase. As in 1931, starting from 2021 and beyond, 
June becomes the hottest month. At the same time, 
the maximum temperature of 35.1 °C in June will 
reach only by 2076. For this month, the minimum 
temperature was: 1936-31.2 °C; 2001-31.1 °C; 2008-
30.9 °C. The coldest June was in 2008.

For the hottest of all 12 months of June, the first 
component of the influence of cosmic cold from 1931 
to 2110 decreases from a temperature of 23.95 to  
13.51 °C, that is, the decline in the natural tendency 
will occur by 23.95 – 13.51 = 10.44 °C. But, for the 
same period of time in 180 years. according to the sec-
ond component in the form of an anomalous biotech-
nical law, there will be an increase in the average June 
temperature from 0.54 to 16.29 °C, that is, an increase 
in heat will be 15.75 °C. This growth was influenced by 
two major reasons: Firstly, the anthropogenic reduction 
of the vegetation cover of India in favor of agricultural 
plants; secondly, the strengthening of the geophysical 
influence of the Himalayas on blocking and isolating 
the climate of India.

The annual and semi-annual cycles had an insig-
nificant effect on the dynamics of the June temper-
ature. The third component of the annual dynamics 
gave a decrease in the average monthly temperature 
from 8.70 to 8.31 °C, that is, over 180 years, the 
temperature will decrease by 0.39 °C. Similarly, ac-
cording to the fourth component of the semi-annual 
cycle, the June temperature will decrease from –0.74 
to –0.81, that is, by only 0.07 °C.
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ABSTRACT
The Madden-Julian Oscillation is one of the large-scale climate change patterns in the maritime tropics, with sub-

seasonal time periods of 30 to 60 days affecting tropical and subtropical regions. This phenomenon can cause changes 
in various quantities of the atmosphere and ocean, such as pressure, sea surface temperature, and the rate of evaporation 
from the ocean surface in tropical regions. In this research, the effects of Madden-Julian fluctuation on the weather 
elements of Iran have been investigated with the aim of knowing the effects of different phases in order to improve 
the quality of forecasts and benefits in territorial planning. At first, the daily rainfall data of 1980-2020 were received 
from the National Meteorological Organization and quality controlled. Using the Wheeler and Hendon method, the two 
main components RMM1 and RMM2 were analyzed, based on which the amplitude of the above two components is 
considered as the main indicator of the intensity and weakness of this fluctuation. This index is based on the experimental 
orthogonal functions of the meteorological fields, including the average wind levels of 850 and 200 hectopascals and 
outgoing long wave radiation (OLR) between the latitudes of 20 degrees south and 20 degrees north. The clustering of 
the 7-day sequence with a component above 1 was used as the basis for clustering all eight phases, and by calculating 
the abnormality of each phase compared to its long term in the DJF time frame, the zoning of each phase was produced 
separately. In the end, phases 1, 2, 7, 8 were concluded as effective phases in Iran’s rainfall and phases 3, 4, 5, 6 as 
suppressive phases of Iran’s rainfall.
Keywords: Madden-Julian oscillation; Tropical convection; precipitation; Long-wave radiation; Sub-seasonal 
oscillation
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1. Introduction
Bridging the gap between spatial-temporal and 

climatic scales and an in-depth understanding of 
planetary systems is always an important challenge 
that the atmospheric community faces. Undoubtedly, 
progress in medium-range and seasonal weather fore-
casting and our understanding of large-scale weather 
patterns and the identification of specific causes of 
their occurrence rely on our deep understanding of 
the behavior of atmospheric-oceanic patterns and 
their relationship with each other [1]. Pressure anoma-
lies and atmospheric and oceanic circulation patterns 
sometimes impose their direct and indirect effects 
on areas beyond the birthplace of the current [2],  
which is explained by the term “circulation” [3]. As 
we know Madden Oscillation Julian (MJO) is a 
distant coupling pattern and the dominant form of 
sub-seasonal variability in tropical and subtropical 
regions, which plays an important role in the atmos-
phere-ocean circulation system [4]. According to dif-
ferent theories, this phenomenon can be effective in 
the intraseasonal time scale in its different phases in 
the region of Southwest Asia, including Iran [5]. Con-
sidering the problem of water shortage in the country 
and the importance of planning in this area, reveal-
ing a zoning model of the various effects of this 
fluctuation in the country is of great importance [6].  
It should be mentioned that due to the short life of 
knowing the effects of this fluctuation on Iran, the 
lack of a zoning model of the effects caused by Mad-
den-Julian’s fluctuation on Iran is felt in the scientific 
community of the country [7]. On the other hand, the 
analysis of the different phases of this fluctuation in 
Iran can smooth out the contradictions of theories in 
recent years and the results of this research can be a 
light for the country’s macro-planning and develop-
ment on the path of territorial development and sus-
tainable development [8]. Madden-Julian Oscillation 
is one of the most important general atmospheric cir-
culation phenomena in tropical regions and has been 
widely studied and researched in recent decades [9]. 
The use of this phenomenon to predict rainfall in the 

inter-seasonal time scale requires knowledge of its 
nature as well as the physical processes that occur 
during its evolution and distribution. This phenom-
enon was first discovered by Madden and Julian 
(1971) [10]. By spectral analysis of ground pressure 
data and the orbital component of the wind field from 
the surface of the earth to the upper levels of the 
atmosphere at the Canton Island station (3 degrees 
south and 172 degrees west), they found out the ex-
istence of a 30-60 day fluctuation in the changes of 
these parameters. Further research showed that such 
fluctuation exists in other parts of tropical regions. 
They considered this fluctuation to be caused by the 
phenomenon of convection in a large-scale orbital 
circulation cell moving eastward in tropical regions, 
which is associated with convergence at low levels 
of 850 hectopascals and divergence at high levels 
of 200 hectopascals [11]. Madden and Julian (1994) 
introduced this phenomenon as the strongest climatic 
factor in tropical regions with an inter-seasonal time 
scale. This phenomenon can cause variability in var-
ious parameters of the atmosphere and ocean, such 
as land surface pressure, wind field, cloud cover, 
precipitation, air temperature, sea surface tempera-
ture, and evaporation rate from the ocean surface in 
tropical regions [12]. In the following, some important 
features of this phenomenon will be discussed [13]. 
The inter-seasonal period of a complete MJO cycle 
Madden and Julian (1971) estimated the lifetime of a 
complete MJO cycle to be about 40-50 days using 10 
years of upper atmosphere data at the Canton Island 
station. Then, using the data of the orbital compo-
nent of the wind field at the level of 150 hPa at the 
Truk Island station (7 degrees south and 152 degrees 
east), they estimated this period to be about 22 to 79 
days with an average of 45 days (Madden and Julian, 
1994). The use of variability in other committees 
had little difference from the previous results. For 
example, Knutson et al. (1986) investigated the east-
ward propagation of OLR anomalies and obtained 
two events with a lifetime period of fewer than 20 
days and two events with a lifetime period of more 
than 79 days. The lifetime period of a complete MJO 
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oscillation is 30 to 60. It is a day that its maximum 
frequency is observed in about 45 days (Madden and 
Julian, 1994).

2. Data and method 
In the implementation of the research process on 

the effects of Madden-Julian fluctuation on Iran’s 
climate, in the beginning, daily data of precipitation, 
maximum temperature, minimum temperature and 
cloud cover were received from the country’s mete-
orological organization, which only 48 stations have 
data due to the start of the period since 1980. The 
few available gaps were processed on some days. 
In order to reduce the error in the possible results, 
with the specialized software of the data bank of 
the National Meteorological Organization, the data 
sets were quality controlled and verified and finally 
standardized. Next, the output data of the Wheeler 
and Hendon model were received and processed 
from the Australian Government Meteorological 
Database (http://www.bom.gov.au) in the mentioned 
time period. Various indicators have been provided 
to check this fluctuation. The method that has been 
used in the stages of this research is the Wheeler and 
Hendon method, which has been used as a reference 
for all the researchers conducted, in which the two 
main components of RMM1 and RMM2 are analyz-
ed based on the formula introduced by Wheeler and 
Hendon. The range of the above two components is 
considered as the main indicator.

   (1)

This index is based on the experimental orthog-
onal functions of meteorological fields, including 
the average wind levels of 850 and 200 hectopascals 
and outgoing long wave radiation (OLR) between 
latitudes of 15 degrees south and 15 degrees north 
(Wheeler and Hendon, 2004). In order to emphasize 
the role of Madden-Julian on Iran’s rainfall and re-
move the phenomena of less than 30 and more than 
60 days, these anomalies were passed through a 
time-lapse filter. For this purpose, each of the anom-
alies on the day is presented as follows (Duchon, 
1979: Jones et al., 1997):
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In these relations ⱳk, the weighting coefficients, 
fc1 and fc2 are the highest and lowest frequencies, re-
spectively [14]. As a result, by applying these filters, 
phenomena whose activity period is more than 60 
days and less than 30 days will be removed from the 
data groups. In the next step, the data of 40 years of 
parameters of daily precipitation, maximum temper-
ature, minimum temperature and amount of cloud-
iness in each phase were clustered separately and 
prepared through various standardizations in Excel 
and Mini Tab software. Then, using Arc software 
GIS was concluded as zoning. In order to check the 
standard of phases and its effects on the climatic 
region of Iran, the long-term data of the phases of 
Madden-Julian oscillations have been considered 
in the clustering stage as a sequence of 7 days and 
more. This filter separately shows the net effects of 
this fluctuation on the study area, in the continuation 
of the purification process and application of vari-
ous filters. With this condition, the number of days 
related to each phase in the study period is given. In 
this table, phases one, which is considered the birth 
of the Madden-Julian oscillation, have the minimum 
frequency and phase seven has the maximum fre-
quency. The second part of Table 1, it refers to the 
number of consecutive periods of 7 days and more, 
among which phase one has the shortest period and 
phase 7 has the longest period [15].

Next, for the synoptic analysis of the studied 
meteorological quantities, the maps of the pressure 
fields of the earth’s surface, geopotential height and 
wind at the standard pressure levels of each of the 
phases, from the daily data of the global reanalysis 
of the NCEP/NCAR database during the forty-year 
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winter period (including the month December, Janu-
ary and February corresponding to the years 1980 to 
2020) were extracted for the region of Western Eu-
rope to Central Asia. Abnormality maps of the above 
atmospheric patterns of each of the eight phases of 
the Madden-Julian Oscillation were prepared with 
the desired quantities. The daily rainfall data of 48 
satellite stations related to the three months of De-
cember, January and February during the forty-year 
statistical period (1980 to 2020) were obtained from 
the National Meteorological Organization. The dis-
tribution of these stations in the country is shown in 
Figures 1-3. It should be noted that due to the lack 
of a number of stations in the country and the weak-
ening of the quality of the graphic output of zoning, 
the number of processing networks was increased 
by using the IDW interpolation method and the res-
olution of the studied points increased significantly. 
IDW interpolation is one of the important methods 
whose purpose is to interpolate and determine the 
amount of a parameter between two measured points. 
This work is also done according to the neighboring 
points and by averaging the sample points that are 
located around each unknown point. The data used 
in this research, with a spatial separation of one 
degree, are related to the wind field components, 
geopotential height, sea level pressure, temperature 
and humidity for the months of December, January 
and February 1980 to 2020, the average maps of The 
NCEP/NCAR daily norms of these committees were 
received and produced simultaneously with the clus-
ters of eight phases as well as the average daily data 
of long-wave radiation from the top of the atmosphere 
from 1980 to 2020 with a spatial resolution of 2.5 
degrees. In order to emphasize the role of the MJO, 
these anomalies are passed through a 30- to 60-day 
Lenxos inter-pass filter with 49 weighting factors. 
Finally, using the RMM index, based on which the 
activity period of each MJO event is divided into 
eight different phases, the average of these anoma-
lies in each phase has been calculated and analyzed. 
In the second method of the research, by implement-
ing the MM5 numerical model, the characteristics 
of different MJO phases have been simulated over 

a region including Southwest Asia and important 
parts of the Indian Ocean. In this regard, to reduce 
and eliminate the MJO effect, the initial pattern of 
the horizontal wind field between latitudes of five 
to 15 degrees north of the target network has been 
changed and then the model has been implemented. 
The results show that in the sixth and seventh phas-
es of the MJO, with the reduction of geopotential 
height anomalies of the mid-level of the atmosphere, 
Strengthening of moisture fluxes and hot and humid 
currents from the Indian Ocean, strengthening of the 
divergence of the current at the top and its conver-
gence at the bottom of the atmosphere and the up-
ward movements of the air, a noticeable increase in 
conditions suitable for rainfall has occurred in parts 
of the south and southeast of the country. On the 
other hand, in the third, fourth and to some extent 
the fifth phases of MJO, with the reverse change of 
all the mentioned factors, there has been a noticeable 
decrease in the suitable conditions for rainfall in the 
mentioned areas. Pearson’s correlation coefficient is 
one of the parametric statistical tests that represent 
the degree of linear regression relationship between 
two variables, which is denoted by r, whose value 
varies between +1 and –1. Pearson’s correlation co-
efficient for a statistical sample with n pairs of data [16] 
{display style (X_{i},Y_{i})} is defined as follows:
Table 1. The number of days of phases one to eight of the Mad-
den-Julian Oscillation under the condition of a sequence of 7 
days or more (1980-2020).

phase 8 7 6 5 4 3 2 1
number 
of days 140 178 157 125 126 130 79 75

number 
of period 16 20 19 15 14 16 11 9

      xy r r

( x x)( y y)
r

x y

− −
= ∑ ∑

∑ ∑
 (3)

If the correlation coefficient is positive, the rela-
tionship between the two variables is direct, and if it 
is negative, the relationship between the two variables 
will be inverse [17]. In the next step, the studied param-
eters related to each of the MJO phases were extracted 
and prepared based on Table 1. Abnormality maps of 
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the aforementioned atmospheric parameters were cal-
culated for each of the MJO phases compared to the av-
erage of 40 years, and maps related to each phase were 
prepared and analyzed separately. Here it is necessary 
to explain the abnormality of each parameter in each 
of the phases (qan) including the difference between 
the average of that parameter in each phase (qph) with a 
forty-year average (from 1980 to 2020) of December, 
January and February. It will be the same amount. If it 
was greater than zero, it indicates a positive abnormal-
ity, and if it was less than zero, it indicates a negative 
abnormality [18]. 
      qan = qph – q3mon  (4)

According to the output of the desired models of 
this research, in addition to statistical and synoptic 
discussion and the effects of MJO phases on other 
atmospheric systems and external links affecting 
Iran’s climate, at the end of the output, the obtained 
results are plotted in the form of zoning maps, which 
we will show and explain in the conclusion section. 
Considering the importance of analyzing the precip-
itation data and other desired parameters, the output 
of this research will be the direct and indirect effects 
of the Madden-Julian oscillation phases on Iran’s 
climate elements, as well as the interaction of the 
surrounding atmospheric systems and the pressure 
and wind fields and the simultaneous phases of Mad-
den-Julian can show a purer effect of this important 
atmospheric event on the water and soil area of Iran. 
Another part of the data and analyzed in this research 
is the Wheeler chart data in the format (NC) and 
graphical display of interest, whose indicators were 
evaluated and discussed during the years 1980 to 
2020. We got Madden-Julian from it and the verifi-
cation and the final results of the work required a lot 
of these data, and definitely still in all the research of 
the world of science, the Wheeler diagram and the 
OLR data are still considered to be the leading data 
of Madden-Julian’s Oceanic Atmospheric Oscillation 
investigation, which is shown below in the output. 

3. Discussion
As discussed in the previous section about data 

mining and data processing, the country’s daily rain-
fall data was analyzed in the period from 1980 to 
2020, and finally, after applying data optimization 
filters, the output of Iran’s rainfall zoning was The 
use of Arc Gis software was produced separately for 
all eight phases, which we will discuss in the follow-
ing. According to the output of the map in Figure 1,  
which shows the irregularity of Iran’s rainfall in 
phase 1 of Madden-Julian Oscillation, the distribu-
tion of rainfall in the conditions of phase one. It can 
be seen with a variety of fluctuations, among which 
the share of rainfall and abnormality of rainfall in 
the southwestern and southern regions of Iran, espe-
cially The region of Fars, Hormozgan, West Kerman 
and Bushehr provinces is more and it is significantly 
distinguished from other regions of Iran. In the re-
gion of the Caspian coast, the main reason for the 
rainfall is different from the rainfall in other regions 
of Iran, and it is not discussed in this analysis. In 
Figure 2, Iran’s rainfall anomaly shows in phase 2. 
Compared to phase 1, the precipitations are weak-
ened and uniformly weaker in most abnormal areas. 
Figure 3 shows the irregularity of Iran’s rainfall in 
the 3rd phase of Madden-Julian Oscillation. The 
significance of precipitation is limited and almost lo-
cal. In phase 3, there is no precipitation in Iran, and 
obviously, with the beginning of the positive phase 
of Madden-Julian Oscillation, which includes phases 
3, 4, 5, and 6, the changes in precipitation in Iran 
are different from the negative phases (1, 2, 7, 8). Its 
changes relative to each other can be considered. In 
Figures 4 and 5, rainfall anomalies are still weak 
and spotty at the level of the country. In Figure 6, 
which represents the irregularity of Iran’s rainfall in 
the 6th phase of Maden Julian Oscillation, rainfall 
can be seen in the western and southwestern regions 
of Iran tangent to the Zagros mountain range, where 
the provinces of Kurdistan, Kermanshah, Ilam, 
Khuzestan, Lorestan, Fars, Bushehr, Chaharmahal 
and Bakhtiari. It has affected Kohgiluyeh and Boyer 
Ahmad, Hamedan and Markazi in a clear way. In 
Figure 7, most of the rains occurred in the south-
ern half of Iran. Sistan and Baluchistan provinces, 
south Kerman, Hormozgan, Bushehr, Kohgiluyeh 
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and Boyer Ahmad, Chaharmahal and Bakhtiari, 
Khuzestan, Ilam, Lorestan, Fars and Bushehr are 
affected by the seventh phase of MJO, among which 
Hormozgan and Fars provinces have more anomalies 
than other southern provinces. In Figure 8, a strong-
er anomaly in the west, southwest and in south of 
Iran, it can be seen that the share of the provinces of 
West Hormozgan, Bushehr, Kohgiluyeh and Boyer 
Ahmad, Chaharmahal and Bakhtiari, Kurdistan, Ker-
manshah, Ilam, Khuzestan, Ilam, Lorestan, Fars and 
Bushehr in this anomaly is different from other prov-
inces. The 24-hour average cloudiness maps of Iran 
in the 40-year period of 1980-2020 were separately 
averaged and produced in 8 phases, the purpose of 
which is to verify the effects of the Madden-Julian 
fluctuation on various atmospheric parameters and 
a more detailed analysis of the studied indicators. In 
this group of maps, the amount of cloudiness in the 
24-hour period was checked on average, which was 
compared with the OLR maps and a conclusion was 
drawn (Figure 9). In the phase 1 model cloud cover 
can be seen in most regions of the country, which is 
consistent with the phase 1 precipitation maps and is 
a seal of approval in the verification of precipitation 
maps. In the phase 2 model, the amount of cloudi-
ness in the country is more limited than in phase 1, 
and most of the cloudiness is seen in the northern 
half of Iran. In the phase 3 model, which indicates 
phase 3, the cloudiness is partially reduced from its 
previous phase and the cloudiness level of the Ira-
nian sky is more limited. In models 4 and 5, which 
indicate phases 4 and 5, exactly in line with the pre-
cipitation maps of the country, the sky does not have 
the cloud cover caused by the Madden-Julian oscilla-
tion, and in these two phases, it is not much affected 
by the MJO. In model 6, which is related to phase 
6, again with the change of the activity of the Julian 
oscillation from a positive to a negative phase, the 
cloudiness level has significant changes in the sky of 
Iran. And it is proven to be exactly in line with the 
precipitation maps of MJO activity in Iran in phas-
es 6, 7 and 8. In model 8, which represents the 8th 
phase, cloudiness has intensified and strengthened 
while spreading in the sky of Iran in the western re-
gion of Iran in the provinces of Kurdistan, Kerman-

shah, Ilam, Hamedan, Lorestan and the western area 
of Alborz.

Figure 1. Iran’s rainfall anomaly map in phase 1 of Madden-Ju-
lian Oscillation.

Figure 2. Iran’s rainfall anomaly map in phase 2 of Madden-Ju-
lian Oscillation.

Figure 3. Iran’s rainfall anomaly map in phase 3 of Madden-Ju-
lian Oscillation.
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Figure 4. Iran’s rainfall anomaly map in phase 4 of Madden-Ju-
lian Oscillation. 

Figure 5. Iran’s rainfall anomaly map in phase 5 of Madden-Ju-
lian Oscillation.

Figure 6. Iran’s rainfall anomaly map in phase 6 of Madden-Ju-
lian Oscillation. 

Figure 7. Iran’s rainfall anomaly map in phase 7 of Madden-Ju-
lian Oscillation.

Figure 8. Iran’s rainfall anomaly map in phase 8 of Madden-Ju-
lian Oscillation.

Interpretation of the mutual effects of the currents 
and the eight phases of the MJO

In this part of the article, we intend to interpret 
the mutual effects of jet streams and the eight phases 
of MJO, which is one of the most important factors 
of rainfall anomalies in the region. Figure 10 shows 
the long-term average of the orbital wind component 
at the level of 200 m bar for DJF months from 1980 
to 2020. In these maps, Iran is located between the 
two rivers of Asia and North Africa. And the connec-
tion and discontinuity between these two rivers can 
have a very important effect on Iran’s rainfall [19].
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During the occurrence of positive phases and 
when convection takes place in the region of Indo-
nesia, the occurrence of abnormal events at the peak 
of convection with the divergence and anomalies 
of the upper levels winds cause the connection and 
continuity of the Asian and North African jets [20].  
Due to the importance of the entry and exit of the 
rivers, which have positive and negative convection 
effects, these conditions can have a great effect on 

the behavior of phase precipitation in the region 
of Iran. In these situations, when the jets are con-
nected to each other discretely or continuously. The 
impact of the behavior of the jets and the effects 
caused by them are weakened or strengthened. As 
can be seen in Figure 11, the different phases of 
Madden-Julian have an effect on the wind field of 
the upper atmosphere and as a result on the winds 
and their behavior.

Figure 9. Clouds map of Iran during Madden-Julian oscillation phases (1980-2020).

Figure 10. Long-term anomaly (between 1980 and 2020) of wind orbital component at 200 hPa level for DJF months and subtropical jet 
stream climatic position and average wind orbital component in the positive phases of MJO. (NOAA Physical Scinces Laboratory).
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The analysis of the anomaly of the meridional 
wind component at the level of 200 m bar (Figure 9) 
fully confirms that during the occurrence of positive 
phases of the MJO, the North African anomaly in 
the exit region of the jet and the wind fields in this 
region caused the jet to expand to the Indian region. 
The final connection of these two rivers has brought 
about this issue, which will cause Iran to leave the 
area of influence of the North African jet stream and 
the unstable conditions in Iran will disappear, in 
which we are witnessing a calm and stable pattern in 
Iran’s air. But on the contrary, as Figure 10 shows, 
when the anomalies of the upper atmosphere and the 
winds of this region are disturbed by convection in 
the negative phases of Madden-Julian, Iran is again 
located in the exit region of the North African Wind. 
It becomes favorable for the occurrence of precipita-
tion in Iran, and in the conditions of the presence of 
precipitation systems, we will witness the strength-
ening of their precipitation behavior in Iran.

4. Conclusions
Phases with a sequence of 7 days and a compo-

nent above 1 were used as the basis for clustering all 
eight phases, and by calculating the abnormality of 
each phase compared to its long duration in the DJF 
time frame and by passing the data through the 30-
60 day intermediate filter, zoning each phase was 
produced in latitude 25 to 40 degrees north and lon-
gitude 44 to 63 east. With the investigations carried 
out and the output of the models and finally the pro-
duction of zoning related to Iran’s rainfall anomalies 
in the eight phases of the MJO, the country’s daily 
rainfall data were analyzed in the period from 1980 
to 2021, which finally after applying data optimiza-
tion filters, Iran’s precipitation zoning output using 
Arc Gis software were produced separately for all 
eight phases. According to the outputs, the distri-
bution of rainfall in the conditions of phase one can 
be seen with a variety of fluctuations, among which 
the share of rainfall and rainfall anomalies is greater 
in the southwestern and southern regions of Iran, 
especially in the regions of Fars, Hormozgan, West 
Kerman and Bushehr provinces. It is significantly 
different from other regions of Iran. In the region of 
the Caspian coast, the main reason for the rainfall is 

Figure 11. Long-term anomaly (between 1980 and 2020) of wind orbital component at 200 hPa level for DJF months and subtropical 
jet stream climate position and mean wind orbital component in the negative phases MJO. (NOAA Physical Scinces Laboratory).
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different from the rainfall in other regions of Iran, 
and it is not discussed in this analysis. Iran’s rain-
fall anomaly in phase 2 has weakened compared to 
phase 1 rainfall, and it can be felt that the anomaly 
is weaker in most areas. Iran’s rainfall anomaly in 
phase 3 of Madden-Julian Oscillation has shown, we 
have significantly limited rainfall and almost locally. 
In phase 3, there is no rainfall in Iran, and obvious-
ly, with the beginning of the positive phase of the 
Madden-Julian Oscillation, which includes phases 
3, 4, 5, and 6, the changes in precipitation in Iran are 
different from the negative phases 1, 2, 7, and 8, and 
their changes can be considered in relation to each 
other. Eliminating the boundary between spatial-tem-
poral scales and a deeper understanding of distant 
planetary systems is always an important challenge 
that the scientific community is facing. Undoubted-
ly, progress in medium-range and seasonal weather 
forecasting and our understanding of large-scale 
weather patterns and the identification of specific 
causes of their occurrence rely on our deep under-
standing of the behavior of atmospheric-oceanic 
patterns and their relationship with each other. Based 
on the direction of this research, the investigation 
of precipitation anomalies associated with the eight 
phases of MJO during the period of December, Janu-
ary and February 1980 to 2020 showed that the pre-
cipitation behavior of each of these phases is differ-
ent from each other. These abnormalities are variable 
in each phase. At the end of this research, the results 
were obtained that the effect of MJO on Iran’s rain-
fall is clear and according to the filters applied in this 
research, it can be concluded with a high percentage 
of confidence that this phenomenon is formed in the 
west of the Indian Ocean and towards the east. It is 
most active in the Indonesian region (phase 5) and 
weakens and gradually subsides in the middle of 
the Pacific Ocean (phase 8). The existence of strong 
and negative anomalies of the long wave radiation 
of the OLR output from the top of the atmosphere 
in the MJO convection zone. These anomalies are 

mainly due to the fact that in the convection zone, 
very huge convective clouds are formed and spread, 
whose peaks extend to the east and have weak long-
wave radiation, which is evident in the path of OLR 
images. The presence of two rotating cells at the 850 
hpa level on both sides of the equator and around the 
convection zone. These two cells in the convection 
zone cause the convergence of western winds, and 
the eastern winds located in front of the convection 
zone also help to strengthen this convergence [6]. 
Based on the results, it seems that the effects of the 
MJO include the regions of Iran, which is the result 
of the interaction between the MJO and other large-
scale atmospheric circulations, especially the North 
Atlantic Oscillation (NAO) [4]. This fluctuation in 
phases 1, 2, 7, and 8 is clearly effective in some ar-
eas of Iran, and in phases 3, 4, 5, and 6, which are 
known as positive phases, it has a debilitating effect 
and rainfall is significantly limited. Considering the 
problem of water shortage in the country and the im-
portance of planning in this area, it is very important 
to reveal the zoning pattern of the various effects 
of this fluctuation in the country. To complete these 
results, the frequency of dry and wet periods with 
positive and negative phase events respectively MJO 
is correlated. Thus, in the positive phase, the possi-
bility of drought and in the negative phase of MJO 
is more likely to occur periodically. Finally, it can be 
concluded that Madden-Julian Oscillation indirectly 
and in the form of an intensifying and modulating 
engine has an effect on Iran’s climate elements such 
as precipitation, humidity, cloudiness, wind and 
drought, and each of its phases in different ways in 
the water and Iran’s weather are influential. Consid-
ering the outstanding research of this research on the 
effects of the Julian Oscillation on Iran, it was tried 
to examine the effects as purely as possible and the 
effects of other systems were removed from it, and 
this result was achieved to a high extent. In the end, 
it is hoped that the analysis of different phases and 
zoning produced by this research will be a light for 
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the country’s macro-planning and development in 
the direction of territorial improvement and sustaina-
ble development.
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ABSTRACT
The current article is an opinion on the sensitivity of high mountain regions which are the most fragile, sensitive and 

vulnerable to ongoing climate change. Its impacts are especially severe on the high mountain communities owing to their 
weak socio-economic profile, limited livelihood resources and agricultural land. The melting of glaciers and changes in 
the snow cover under the climate change scenario is leading to the scarcity of freshwater supplies, affecting both local and 
downstream communities. Changes in the precipitation patterns have been suggested to cause droughts, impact restricted 
agriculture, and limit the availability of water for domestic use. Additionally, the high mountain areas contain distinct 
flora and fauna, and climate change is not just altering them, but also has resulted in biodiversity loss as species are 
unable to adapt to the changing climate. Because of its higher altitudes and semi-arid to arid climate, the consequences of 
climate change are more evident in the higher Himalayas. Climate change is affecting the availability of key resources, 
such as freshwater and agriculture and pasture lands, resulting in food and water insecurity and their reliance on imports 
from other regions. As a result, high mountain communities in the Himalayas are progressively shifting to higher glacier 
valleys in search of suitable cultivable land with adequate irrigation. People are engaging in agro-pastoral activities 
around thermokarst lakes (Oasis) atop rock glaciers as part of this endeavour. Such actions underscore the crucial role 
of rock glaciers in dealing with and adjusting to the consequences of climate change. Despite its relevance, rock glacier 
research in the Himalayan region is still in its infancy. The purpose of this work is to emphasise the significance of 
these major climate-resilient water resources, as well as the methodology that must be adopted for their systematic and 
compressive investigations.
Keywords: Climate change; Rock glaciers; Evolving agricultural practices; Systematic study; Higher Himalayas
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1. Introduction
Rock glaciers are landforms characterized by the 

presence of rock debris intermingled with ice, re-
sulting in the formation of a frozen mass that moves 
down-slope due to gravity. They have been referred 
to as the complex shallow groundwater reservoirs/
systems of the high mountain areas due to their hy-
drological significance [1]. The rock glaciers which 
are the most characteristic landforms of mountain 
permafrost, are typically found in high-mountain 
environments. Rock glaciers are usually found in 
permafrost areas, where the frozen ground serves 
as a natural barrier to water movement, forcing it to 
accumulate and freeze among the rock debris. Ice 
build-up causes the rock debris to become unstable 
and slowly flow downhill, producing the distinctive 
tongue-like morphology. The resilience of these ice-
rich bodies to climate change makes them a key 
water management resource, with implications for 
future freshwater management if the glacier ice vol-
ume shrinks by about 77% (expected) by the end of 
the century. While there is a lot of data on the effects 
of climate change on glaciers and snow melt, knowl-
edge concerning the storage and water discharge 
behaviour of permafrost-influenced landforms such 
as rock glaciers remains limited [2,3]. The condition is 
deeply worrying in mid-altitude areas (below 4000 
masl), where complete glacier ice loss is predicted 
by the end of the century [1,4].

The situation become more critical for the High 
Mountain Asia region, because under the high-end 
climate model simulations (RCP8.5), the warming 
is expected to be more than 2 °C (global average) by 
the end of the 21st century resulting in glacier ice loss  
of ~95% [5]. Figure 1 displays the Hindukush-Karako-
ram-Himalaya region susceptible to climate change. 
The contemporary glacier ice loss and the decrease 
in snow cover associated are already being witnessed 
in a number of catchments in this region, particularly 
during the spring and early summer [6-8]. This situation 

creates a strong need for climate adaptation measures 
in the high mountain area of Himalayas especially the 
ones that experience a semi-arid to the arid climate and 
depend largely on the glacier and snow melt for their 
domestic purposes and livelihoods. People have started 
engaging in agro-pastoral activities around thermokarst 
lakes (Oasis) atop rock glaciers as part of this endeav-
our [9]. Hence a comprehensive understanding of all 
components of the high-mountain cryosphere and the 
associated hydrological cycle is required [5,10]. Consid-
ering that rock glacier research in the Indian Himalayan 
region is in its infancy, the most of the studies are relat-
ed to creating the rock glacier inventories [11-14]. 

Previously, rock glaciers were classified using a 
variety of terminologies, and rock glacier research 
was generally limited to making and compiling in-
ventories, and identifying them as either intact (rock 
glaciers with permafrost) or relict (rock glaciers 
without permafrost or ice) using a simple composi-
tional characteristic [15]. Using remote sensing imag-
es, however, discriminating between the two (intact 
and relict) is extremely difficult. As a consequence, 
the International Permafrost Association (IPA) de-
veloped a rock glacier classification system based 
on morphological and sedimentological criteria [16]. 
This system should be adhered to. Furthermore, such 
studies may be insufficient unless the actual amount 
of water that is stored in these features is estimated. 
This would help in better comprehending the hydro-
logical support and, consequently, the significance 
for high mountain communities to deal with the ef-
fects of climate change, in addition to evaluating the 
potential for their variations in the future. This will 
also increase our knowledge of the behaviour of rock 
glaciers in response to continuing climate change, 
which is something that will continue to be very im-
portant for future generations. As a result, it is nec-
essary to combine our scientific resources and efforts 
in order to methodically research and comprehend 
the Himalayan rock glacier and their resistance to the 
anticipated climate change. 
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2. Rock glacier classifications
With the recognition of rock glaciers as an in-

tegral part of the cryosphere, they have been cat-
egorized based on numerous characteristics such 
as morphology, geometry, activity, topographical 
association, and origin [17]. A fundamental classifica-
tion of rock glaciers has been established based on 
their dynamic activity and the presence of ice [17,18].  
Rock glaciers are classified as active, inactive, or 
fossils/relict based on their dynamic activity and 
ice presence [15]. Active rock glaciers contain a large 
volume of ice and creep downslope by a few centi-
metres to a few metres annually under gravity [19-21].  
Inactive rock glaciers also have permafrost but 
are static, while relict rock glaciers lack both ice 
and movement, suggesting the existence of per-
mafrost in the past [22]. Intact rock glaciers refer to 
both active and inactive rock glaciers [15]. Despite 
some disagreement about their genesis and forma-
tion [23], rock glaciers may be characterised based 
on their origin and ice presence and are divided 
into the glacial origin and periglacial origin [24].  
Rock glaciers are classified into four types based on 
their morphological and sedimentological charac-
teristics: 1) Tongue-shaped rock glaciers: These are 

the most common type of rock glacier and are char-
acterized by a steep front and a long tongue-shaped 
extension. They typically have a well-defined lateral 
margin and a distinct accumulation area at the top 
(Figure 2a). 2) Lobate rock glaciers: These are sim-
ilar to tongue-shaped rock glaciers but have a more 
irregular shape. They are characterized by a broad 
and lobate front and may have multiple tongues 
(Figure 2b). 3) Rounded rock glaciers: These have 
a more rounded shape than tongue-shaped or lobate 
rock glaciers and are typically smaller in size. They 
are characterized by a smooth front and a more grad-
ual slope (Figure 2c). 4) Blocky rock glaciers: These 
are characterized by a blocky surface and a jagged, 
irregular front. They typically have a shallow accu-
mulation area and are found in areas with more frac-
tured bedrock (Figure 2d).

The International Permafrost Association (IPA) 
classification seems more robust as it is based on a 
combination of morphological and sedimentological 
characteristics, including the shape of the front, the 
presence of lateral moraines, the presence of perma-
frost, and the type of sediment present in the rock 
glacier [16]. We recommend this system be widely 
used in the field of permafrost and rock glacier stud-
ies to classify and describe different types of rock 

Figure 1. Shuttle Radar Topography Mission (SRTM) digital elevation model (DEM) showing the regional topography and the distri-
bution of glaciers over the Hindukush-Karakoram-Himalaya (HKH) region. The glacier boundaries are derived from the Global Land 
Ice Measurements from Space (GLIMS) data. 
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glaciers. The classification of rock glaciers based on 
their connection to other landforms provides a useful 
framework for understanding the physical processes 
that shape these landforms and the environmental 
conditions under which they form. It also highlights 
the importance of considering the broader landscape 
context when studying rock glaciers and their role 
in mountain environments. Following a standard 
classification will remove the bias and/or incongruity 
in the data generated. The IPA classification system 
categorizes rock glaciers into four types discussed 
below and displayed in Figure 3:

1) Glacier-connected (GC): These rock glaciers 
are connected to a glacier or ice sheet and are often 
found at the toe of a glacier. They are characterized 
by a steep front and a long tongue-shaped extension, 
similar to tongue-shaped rock glaciers in the IPA 

classification (Figure 3a).
2) Talus-connected (TC): These rock glaciers are 

connected to talus slopes and are typically found 
on the lower slopes of mountains. They are charac-
terized by a more irregular shape and a front that is 
often covered in loose rock debris (Figure 3b).

3) Glacier forefield-connected (GFC): These rock 
glaciers are located in glacier forefields, which are 
areas of newly exposed terrain at the toe of a glacier. 
They are characterized by a broad, fan-shaped front 
and may have multiple tongues (Figure 3c).

4) Debris-mantled slope-connected (DC): These 
rock glaciers are located on slopes covered in loose 
rock debris and are often found in areas with per-
mafrost. They are characterized by a blocky surface 
and a more irregular shape than other types of rock 
glaciers (Figure 3d).

Figure 2. Showing different types of rock glacier (RG) on the Google Earth Pro imagery. a) Tongue-shaped rock glacier; b) Lobate 
rock glacier; c) Rounded rock glacier, and d) Blocky rock glacier.
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3. Systematic rock glacier research
Systematic rock glacier research entails exam-

ining the formation, characteristics, hydrological 
behaviour, and dynamics of rock glaciers at both the 
local and regional scales, particularly in the context 
of climate change. As rock glacier research in the 
Himalayan region is still in its embryonic stage, a 
properly developed standard strategy for monitoring 
them, assessing their hydrological behaviour and 
potential, and evaluating their resilience to climate 
warming would greatly aid in fostering understand-
ing among policymakers and stakeholders. The 
characteristics of the rock and ice that make up the 
glacier, as well as the local geography, geological 
history, and climate may all be studied in this pro-
cess. Hence, a multidisciplinary approach is neces-
sary for the proper understanding of these important 
water reserves (Figure 4). The following steps could 

make up the strategy for investigating rock glaciers:
1) Inventory of rock glaciers: The first and fore-

most prerequisite for developing understanding is the 
identification and inventory of the rock glaciers. The 
ID of rock glaciers, type of rock glacier, origin, and 
kinematics should all be included in the inventory 
along with geographical information. 

2) Geophysical Investigation: Geophysical in-
vestigation is very crucial for comprehending the 
internal structure and composition of rock glaciers 
in terms of hydrological perspectives. To ascertain 
the underlying structure, presence of ice, and depth 
of bedrock, a geophysical study may be conducted 
using ground penetrating radar (GPR), electrical re-
sistivity tomography (ERT), and seismic refraction.

3) Topo-climatic characteristics: Rock glaciers 
are considered as the physical proof or validation 
of permafrost existence. Permafrost formation is 

Figure 3. IPA classification is based on different types of rock glacier shown on the Google Earth Pro imagery. a) Glacier-connected 
rock glacier; b) Talus-connected rock glacier; c) Glacier forefield-connected rock glacier, and d) Debris-mantled slope-connected rock 
glacier. 

Note: RG-rock glacier; GL-glacier and PGL-pro-glacial lake.
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influenced by a number of topographical factors, 
including mean annual air temperature (MAAT), 
sun radiation, and slope aspect. Rock glaciers’ topo-
graphical climatic and temperature regimes are cru-
cial factors in determining whether or not they can 
serve as an accurate proxy for permafrost spread. To 
comprehend the temperature of the subsurface and 
the composition of rock glaciers, boreholes should 
be employed extensively. 

4) Hydrological significance: A thorough evalua-
tion of the occurrences, characteristics, and internal 
structure of rock glaciers might also be used to mod-
el the percentage of water volume equivalent of rock 
glaciers for their water reserve capacity in the future. 

Figure 4. The flowchart shows the strategy and steps required 
for rock glacier studies.

4. Discussion
Under the ongoing warming scenario, the 0 °C 

isotherm is and will gradually increase in elevation 
and result in further melting of the glacier ice, snow-

pack and permafrost [25]. This is going to affect the 
mountain hydrology and alter the geo-ecological 
zones and stress the high mountain areas including 
communities that generally depend on these water 
resources. The repercussions of climate change are 
worrisome in the Himalayas where the future model 
projections show a warmer and wetter climate, with 
significant implications for high-mountain glacier 
cover and glacial lake expansion [26]. In such a situ-
ation, the climate-resilient and substantial rock gla-
ciers will act as buffers against these changes. Hence 
overall, research on rock glaciers is important for 
comprehending their role in mountain environments, 
predicting their future behaviour, and managing 
potential hazards associated with their movement is 
needed. The key areas of research on rock glaciers 
in the high mountain Himalayas must include: (1) 
Mapping and creating rock glacier inventories. Rock 
glaciers in the Himalayas are often difficult to locate 
and study due to their remote locations in the rugged 
terrain and harsh climate. Therefore, researchers 
need to map and inventory rock glaciers in the region 
using high-resolution remote sensing imageries and 
techniques. (2) Understanding the Formation and 
evolution of rock glaciers because understanding the 
factors that contribute to the formation and evolution 
of rock glaciers is important for predicting their fu-
ture behaviour. Hence the information about the ge-
ology, hydrology, and climate conditions that lead to 
the formation of rock glaciers, as well as the mecha-
nisms that cause them to move needs to be critically 
investigated. (3) Studying the movement and dynam-
ics of rock glaciers will further help in understanding 
their behaviour. The rock glacier can move at rates 
ranging from a few centimetres to several meters 
per year. Researchers may use various techniques, 
such as ground-based surveys, remote sensing, and 
modelling, to monitor the movement and dynamics 
of rock glaciers. This information is crucial for pre-
dicting the potential hazards associated with rock 
glacier movements, such as landslides and rockfall. 
(4) Understanding the impacts on water resources is 
one of the most important factors for societal impli-
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cations. Rock glaciers will form an important source 
of water in mountain environments, as they can act 
as natural reservoirs and release water gradually 
over time. Research on the hydrological processes 
of rock glaciers, including water storage and release, 
must be conducted in order to comprehend their in-
fluence on water resources and guide water resource 
management strategies, and (5) finally the impact on 
infrastructure development. Rock glaciers can pose 
a significant hazard to infrastructure development, 
such as the construction of roads and buildings, 
due to their potential for movement and instability. 
High-resolution maps of rock glaciers and perma-
frost need to be developed for the categorization of 
potential hazards associated with rock glaciers to 
inform infrastructure planning and design.

Estimating the water volume stored in rock gla-
ciers is the most crucial and challenging task, par-
ticularly in the Himalayas where many of the rock 
glaciers are located in remote and difficult-to-access 
areas (Figure 5). As a result, there is a lack of accu-

rate water volume estimates for rock glaciers in the 
Himalayas. One of the primary reasons for the lack 
of water volume estimates is the limited data on the 
internal structure of rock glaciers. Rock glaciers are 
complex structures consisting of a mixture of ice, 
rock debris, and water, and their internal structure 
can vary significantly from one location to anoth-
er. This makes it challenging to estimate the water 
volume stored in a rock glacier accurately. Rock 
glaciers can act as natural reservoirs, storing water in 
the form of ice and releasing it gradually over time. 
However, the precise mechanisms by which water is 
stored and released from rock glaciers are not well 
understood, particularly in the Himalayas. Despite 
these challenges, efforts are being made to estimate 
the water volume stored in rock glaciers in the Him-
alayas. Remote sensing techniques, such as satellite 
imagery and aerial photography, are being used to 
map and inventory rock glaciers in the region, pro-
viding valuable data for estimating their water stor-
age capacity.

Figure 5. Google Earth images and Filed photographs of two prominent rock glacier in the Bhaga watershed of the western Himala-
yas, India.
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However, ground-based surveys and monitoring 
programs must be implemented to study the hy-
drological processes associated with rock glaciers. 
Till date, the rock glacier water volume equivalent 
(WVEQ) estimation is being carried out by the em-
pirical thickness-area scaling relations which is a 
2-D-area- related statistic [10]. These estimates are 
crude in nature unless filed-based data are available 
from different types of rock glaciers discussed in 
section 2. The volumetric estimates of the ice content 
in the rock glaciers are also based on assumptions 
and hence a wide range of ice content is assumed. 
It ranges from 40%-60% (lowest 40%, mean 50%, 
and upper limits 60%), but Wagner et al. [1] adjusted 
the lower bound to 20% to account for the likeli-
hood of less ice content in inactive rock glaciers in 
the Austrian Alps. This creates a huge difference in 
the estimation of WVEQ. Therefore, at least some 
ground-based data on the thickness and ice volume 
percentages should be made available so that the 
estimation is genuine. This will include a systematic 
investigation of different types of rock glaciers like 
the glacier-connected (GC) rock glaciers, talus-con-
nected (TC) rock glaciers, debris-mantled slope-con-
nected (DC) rock glaciers, and glacier forefield-con-
nected (GFC) rock glaciers. 

5. Conclusions
Mountainous regions’ cryospheric water supplies 

are at risk due to climate change. Thus it’s impor-
tant to understand the hydrological cycle as a whole 
in order to manage these resources. Future global 
warming may cause rock glaciers to become more 
significant hydrologically, yet despite their great-
er climate adaptability than glaciers and potential 
for beneficial ice accumulation, rock glaciers have 
received less attention. Systematic investigations 
of rock glaciers in a changing environment are cru-
cial for improving our knowledge of how to rock 
glaciers behave in mountain environments and for 
predicting future behaviour. There aren’t many base-
line statistics from the Himalayan region, despite it 
being significant. By studying how climate change 
impacts rock glaciers, researchers may get a crucial 

understanding of the potential implications on water 
supply, natural disasters, and infrastructure. Use of 
this information is necessary to develop effective 
management and adaption strategies for the changing 
climate.
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ABSTRACT
The article is devoted to the discussion of the possibilities of approbation of one of the probabilistic methods of 

verification of evaluation works—the minimax method or the method of establishing the minimum risk of making 
erroneous diagnoses of the instability of the planetary boundary layer of air. Within the framework of this study, the task 
of probabilistic forecasting of diagnostic parameters and their combinations, leading in their totality to the formation of an 
unstable state of the planetary boundary layer of the atmosphere, was carried out. It is this state that, as shown by previous 
studies, a priori contribution to the development of a number of weather phenomena dangerous for society (squalls, hail, 
heavy rains, etc.). The results of applying the minimax method made it possible to identify a number of parameters, such 
as the intensity of circulation, the activity of the Earth’s magnetosphere, and the components of the geostrophic wind 
velocity, the combination of which led to the development of instability. In the future, it is possible to further expand the 
number of diagnosed parameters to identify more sensitive elements. In this sense, the minimax method, the usefulness of 
which is shown in this study, can be considered as one of the preparatory steps for the subsequent more detailed method 
for forecasting individual hazardous weather phenomena.
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1. Introduction
As convincingly proved in a number of scientific 

studies conducted in different years, the unstable 
state of the atmosphere, more precisely, its plan-
etary boundary layer, is provided by a number of 
conditions. Among which, of course, both direct 
telluric or terrestrial origin and cosmic parameters 
describing aspects of the physical state of the atmos-
pheric boundary layer and part of the so-called free 
atmosphere above it vertically should be taken into 
account. Telluric factors are associated with atmos-
pheric processes occurring in the immediate vicinity 
of the underlying surface and primarily dependent on 
it. The instability of the atmospheric air layer inside 
the boundary layer contributes to the emergence and 
further implementation of a number of dangerous 
weather phenomena of various scales and damages. 
In this regard, studies aimed at identifying and di-
agnosing the state of instability of the atmospheric 
layer are relevant, since they affect not only the in-
terests of states, but also of humanity as a whole [1-4].

Within the framework of this study, we will con-
sider the problem of probabilistic forecasting of an 
unstable state of the atmosphere, which a priori will 
be accompanied by the largest number of hazardous 
weather phenomena (rainfall, squalls, strong winds, 
hail, etc.) [1,2,4].

To determine the probability of erroneous deci-
sions when diagnosing the instability of the system -  
the stability of the state of the atmosphere, we use 
the minimax method [5-8].

This mathematical estimation method has been 
used since the 1960s [5] to solve a number of applied 
problems, if it was necessary to estimate the proba-
bility of erroneous and correct solutions in order to 
minimize incorrect (non-robust) results. Usually, this 
method was effectively used if the parameters of dis-
tributions of random variables of erroneous results 
are not sufficiently reliable or known. In this regard, 
based on the difficulties described in a number of 
scientific publications in accurately identifying the 
states of the atmosphere, relying on the capabilities 
of the minimax method, from the list of possible 
diagnostic parameters of the system under study, we 

select those that directly characterize the intensity of 
the circulation of the atmospheric layer, activated by 
a certain combination of telluric factors: Vertical and 
horizontal components of geostrophic wind speed 
(m/s); the actual intensity of atmospheric circulation 
(hPa/100 km) [9-12]. From the whole variety of cosmic 
factors affecting the Earth’s atmosphere, we will use 
the index of magnetic activity (points), which allows 
us to indirectly reveal the fact of the impact of solar 
activity (high-energy particles of the solar wind) on 
the electromagnetic field. It seems that the index of 
magnetic activity makes it possible to sufficiently 
fully reveal the fact of disturbance of the Earth’s 
electromagnetic field due to the release of high-ener-
gy particles during increased solar activity.

2. Materials and methods
The study is based on the daily data of the in-

formation array of the NSP NCAR, which includes 
the values of air temperature. The study is based on 
daily data from the NSP NKAI information array, 
which includes the values of air temperature, com-
ponents of geostrophic wind, cloudiness, precipita-
tion, surface atmospheric pressure, averaged over 
the period from 1948 to 2005, and presented as a 
numerical field with sides 60-40° north latitude and 
40-60° east longitude. The specified meteorological 
information was converted into database No. 1 (me-
teorological fields under various combinations of at-
mospheric conditions). Database No. 2 included the 
values of the magnetic activity index (IZMIRAN) in 
the SI system for individual years, chosen arbitrarily 
(1984, 1991, 2000, etc.); recurrence (probability) of 
a number of dangerous weather phenomena, as well 
as parameters of atmospheric circulation within the 
lower layer (planetary boundary layer). In particular, 
the sample for 1948-2005 from meteorological logs 
TM-1 fixing dangerous weather phenomena made 
it possible to obtain numerical characteristics of 
the frequency of occurrence of dangerous weather 
phenomena, taking into account their intensity and 
duration. The mentioned recurrences of a number 
of dangerous weather phenomena were studied over 
a significant period of time (more than 50 years), 
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which made it possible to convert them into probabil-
ities. The calculation method was used to obtain the 
values of atmospheric circulation intensity, expressed 
as coefficients (Kac circulation indices) [9]. Since all 
the indicated meteorological characteristics had their 
own dimensions and ranges of values, a special co-
efficient was introduced for their consistency, taking 
these circumstances into account. Database No. 1 
was a reference (training within the framework of 
this model); database No. 2 contained factual infor-
mation about certain dangerous weather phenomena 
that developed against the background of instabil-
ity of the lower layer of the atmosphere (planetary 
boundary layer). The results of the model operation -  
a probabilistic assessment of the identified cases of 
atmospheric instability—were presented in database 
No. 3. Finally, for diagnosing an unstable state of the 
atmospheric boundary layer, the minimax method 
was used in this work—a method for mathematically 
estimating the probability of making an erroneous/
correct diagnosis. Mathematical estimation methods 
are usually based on the belief that the probability 
distribution of computational errors is known, or at 
least the mathematical expectation and covariance 
matrix of the distributions of these errors are known. 
However, in practice this does not happen very of-
ten. In particular, if there are doubts about the cor-
rectness of the calculation results or it is necessary 
to check the adequacy of the obtained solutions, the 
minimax method of estimating the available results 
makes it possible to effectively identify erroneous or, 
conversely, correctly established solutions. Actually, 
the minimax method with all its capabilities was de-
scribed in the monograph by Piter H’yuber in 1984 
and began to be used either for mathematical evalua-
tion and analysis of the stability of engineering indi-
cators, or for research in the field of economics (risks 
of losses, damages, etc.). However, in the framework 
of meteorological studies, the above method was ap-
plied for the first time, since the problem of correctly 
identifying the states of the atmosphere, more pre-
cisely, its planetary boundary layer, for developing 
forecasts of individual hazardous weather phenome-
na is very relevant and far from a final solution. The 

computer implementation of this method is based on 
net technology using the Visual Basic language.

3. Results
Let us take the dichotomy of states inherent in 

the boundary layer of the atmosphere as a basis: un-
stable and stable. Obviously, the transition from an 
unstable state to a stable one can occur with a certain 
set of parameters and their configuration, in this case 
called diagnostic ones [13-20]. Within the framework 
of the problem being solved, we will assume that 
the change of diagnosed states of the atmospheric 
boundary layer occurs in n-dimensional space when 
the diagnosed parameters x1, x2, x3…xn are com-
bined. Making a decision about a particular state of 
the object under study is reduced to identifying in 
the diagnostic space a certain boundary surface that 
divides the indicated space into two regions S0 and 
S1. In this case, these areas are a geometric expres-
sion to indicate the possibility of the object under 
study being in one state or another. So, if, for exam-
ple, the vector x, including x1, x2, ... xn of diagnostic 
parameters obtained as a result of observations, be-
longs to the region S0 (x ϵ S0), the diagnosis is D0 - 
“the boundary layer of the atmosphere is unstable”. 
If the vector belongs to the region S1 (x ϵ S1), we will 
assume that the boundary layer is stable, which cor-
responds to the diagnosis D1 (Figure 1). 

Figure 1. Graphical expression of the possibility of diagnosing 
the atmospheric boundary layer in unstable or stable states.

Further, we denote by W (xi/Di) = W ((x1,x2,…
xn)/Di), (i = 0 or 1) the conditional probability densi-
ties of the distribution of the vector of parameters x 
of the states D0 and D1.

Then the probabilities of correct diagnoses when 
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dividing the space into areas S0 and S1 can be calcu-
lated using relation (1):

            
0

0 0 0 0 0 0P ( ) ( / ) ( ) ( / )
S

P D P x S D P D w x D dx= ∈ = ∫   

            
1

1 1 1 1 1 1P ( ) ( / ) ( ) ( / )
S

P D P x S D P D w x D dx= ∈ = ∫  

(1)

The error probability in diagnosing the state of 
the unstable boundary layer of the atmosphere will 
be taken as PF. The probability of an erroneous state-
ment of a stable state of the atmospheric boundary 
layer will be called PM. We will consider errors PF 
and PM as errors of the first and second kind, respec-
tively:

1

0 1 0 0 0F
S

P P( D )P( x S / D ) P( D ) w( x / D )dx= ∈ = ∫   

          
0

1 0 1 1 1m
S

P P( D )P( x S / D ) P( D ) w( x / D )dx= ∈ = ∫  

(2)

Figure 2 shows the probability density distribu-
tion of the vector x of the field of diagnostic parame-
ters (x1, x2,…xn) for two possible states of the object 
under study (unstable and stable). So, the area S0 at 
x < xo corresponds to the diagnosis D0; S1 at x > xo 
determines the diagnosis D1; finally, xo is the value 
of the vector x of diagnostic parameters separating 
the areas S0 and S1. Segments BC and AB, formed at 
the intersection of probability density curves for the 
distribution of the vector of diagnostic parameters, 
represent the probabilities of errors in diagnosing the 
state of the atmospheric boundary layer PF and PM of 
the first and second kind, respectively.

Figure 2. Conditional probability densities of a possible hit of 
the vector x in the areas S0 and S1.

Hence, in order to calculate the required proba-
bility of the diagnosed object transition from a stable 
state to an unstable state, it is necessary to investi-

gate the area of the geometric figure ABC, divided 
by the perpendicular xo. To obtain reliable results for 
calculating the area of a figure, we use the method 
of dividing the figure into unit segments with their 
subsequent summation. Taking into account, at the 
same time, that the number of segments is limited, 
it is selected empirically and depends on the set of 
diagnosed parameters x1, x2,…xn.

Since errors in diagnosing an unstable state of the 
atmospheric boundary layer can lead to omissions in 
identifying possible hazardous weather phenomena 
that develop into the lower layer of the atmosphere 
and pose a real threat to society, economic facilities, 
etc., which, in connection with the above, cannot 
be acceptable to society. For this reason, within the 
framework of this study, the diagnostics of the object 
under study—the atmospheric boundary layer and 
its states—will be carried out on the basis of a con-
sequence of the minimum risk method—the method 
of the minimum number of erroneous decisions (the 
minimax method).

As is known to us all, this method is used if the 
costs of losses and gains in the diagnosis are un-
known. In our case, the magnitude of damage from 
possible hazardous weather phenomena is also very 
close, and their exact size can only be estimated 
after the elimination of the consequences. The rule 
for making a diagnosis is found from the minimum 
proportion of erroneous decisions. The probability of 
such solutions can be determined by relation (3):

          (3)

It can be shown that the above probability is min-
imal if the region S0 of the diagnosis D0 contains x 
values for which:

                              (4)

The equation λ(x) = λ0 defines the boundary sur-
face between the regions S0 and S1 of the diagnostic 
space. Then the rule for making a diagnosis can be 
written as inequalities (5):
    λ (x) > λ0, therefore, the object is in state D0 
    λ (x) < λ0, therefore, the object is in state D1 

(5)

Errors of the first PF and second PM kind when us-
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ing this rule (5) are calculated by formula (2) taking 
into account the division of the diagnostic space into 
areas S0 and S1.

At present, the minimax method discussed in this 
study is applied to a surface area with coordinates 
60-40° northern latitude and 40-60° eastern longi-
tude. To assess the reliability of the results obtained, 
individual years from the time interval 1980-2020 
were used, within which certain dangerous weather 
phenomena were recorded within the above geo-
graphical coordinates.

The actual result of the study is the established 
combination of diagnostic parameters, in which the 
probability of an error of the first kind, PF, is mini-
mal, which confirms the correctness of the diagno-
sis and the identified instability of the atmospheric 
boundary layer. A correct statement of atmospheric 
instability makes it possible to make an adequate 
forecast of hazardous phenomena developing in its 
lower layer, which generally reduces the magnitude 
of socio-economic losses or damages.

Figure 3. Conditional probabilities of diagnosing atmospheric 
instability (row 1) and boundary layer stability (row 2) for indi-
vidual years of the period 1980-2020.

A selection from the array of obtained numerical 
values of the conditional probabilities of the state 
of instability of the atmospheric boundary layer is 
shown in Figure 3. So, the y-axis of Figure 3 shows 
the numerical values of the vector x, which includes 
combinations of the diagnosed parameters (x1, x2,…
xn): intensity of atmospheric circulation, velocity of 
geostrophic wind components, activity indices of 
the Earth’s magnetosphere. The abscissa axis shows 
the numbers of the studied time intervals (dates) 
when certain dangerous weather phenomena were 

observed within the studied area of the surface with 
coordinates 60-40° northern latitude and 40-60° east-
ern longitude.

4. Discussion
Application of the minimax method for individu-

al years within the time interval 1980-2020 made it 
possible to identify the most probable diagnostic pa-
rameters (x1, x2,…xn) that contributed to the develop-
ment of the instability of the atmospheric boundary 
layer. These include the following parameters:

- The intensity of atmospheric circulation is not 
less than 0.3 hPa/100 km (with the predominant role 
of its meridional component);

- The speed of the vertical component of the geo-
strophic wind is not less than –1.7 to –2.1 m/s; hori-
zontal component not less than –0.3 to 0.5 m/s;

- The intensity of the Earth’s magnetosphere is 
not less than 2.3 points.

It is important to note that, in addition to the 
above values of probable diagnostic parameters and 
their combinations, as a result of approbation of the 
minimax method, situations were comprehended 
when the least probable PF errors of the first kind 
were observed in diagnosing an unstable state. So, in 
particular, the minimum errors PF in ascertaining the 
instability of the atmosphere were observed in the 
following situations, when:

- Circulation intensity had small values;
- The weakly disturbed magnetic field of the 

Earth was recorded;
- Geostrophic wind velocities differed in average 

values against the background of negative signs of 
vectors of their vertical and horizontal components.

It seems that the results obtained can be quite 
explained by the fact that an increase in the mag-
netic activity of the Earth’s magnetosphere, as well 
as an increase in the intensity of atmospheric cir-
culation, which contributes to an increase in flow 
velocities, including the geostrophic wind, in their 
totality can create so-called noise or interference 
for the correct making diagnoses of the state of the 
atmosphere, thereby increasing the likelihood of 
misdiagnosis.
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5. Conclusions
Thus, the mentioned above results of applying the 

minimum risk or minimax method showed the funda-
mental usefulness of adapting this method to search for 
the most probable situational parameters, the combi-
nation of which can contribute to the development of 
atmospheric boundary layer instability in this case. To 
test this method in the present study, some telluric and 
cosmic parameters were selected that describe aspects 
of the physical state of the atmospheric boundary layer 
and part of the so-called free atmosphere above it ver-
tically. In the future, subsequent selection and expan-
sion of the number of diagnosed parameters are quite 
possible in order to identify more sensitive elements, 
the combination of which leads to the development of 
instability of the atmospheric boundary layer. In this 
sense, the minimax method, the usefulness of which 
is shown in this study, can be considered as one of the 
preparatory steps for the subsequent more detailed 
method for forecasting individual hazardous weather 
phenomena.
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ABSTRACT
This study examines long-term rainfall and temperature variations over a dry tropical environment in Nigeria. An 

assessment of the variations of these weather variables showcases the extent of climate change limits and corresponding 
effects on the biotic environment. Rainfall and temperature data were obtained from Nigerian Meteorological Agency for 
a period of 31 years (1991-2020) for Kano and Katsina States. Descriptive statistics were used to determine the degree of 
variability of the weather variables across spatial domains. Results showed that there is a sharp contrast in mean annual 
rainfall amounts of 1154.1 mm and 569.6 mm for Kano and Katsina located in the dry continental and semi-arid climate 
zones of Nigeria respectively. It is revealed that the month of August had the highest mean monthly rainfall for both areas 
i.e. 359 mm and 194 mm with little or no trace during the dry season. The sharp difference in rainfall amount across 
spatial domains of the near similar climate zones shows that the Inter-tropical Discontinuity (ITD) does not completely 
overwhelm the northern band of Nigeria in August. The least variable monthly rainfall was in August and July with 
coefficient variations (CV) of 40% and 47% for Kano and Katsina. The months of February and March had the highest 
CV of 557% and 273% for the respective areas. In the examined areas the wet and dry seasons are from June-September 
and October-May respectively. The index of rainfall variability and drought intensity for the areas ranged from 0.85-
0.95 and 45% indicating moderate variability and drought respectively. Mean annual temperature values are 33.4 °C and 
33.8 °C for Kano and Katsina. The study recommends a proper climate observing scheme, most especially for agrarian 
practices so as to ensure profitable outputs for human sustainability.
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1. Introduction
Rainfall and temperature are major climatic fac-

tors that impact the semi-arid zone of tropical West 
Africa. A distinct wet season exists from June to 
September when there is a southward retreat of the 
bands of low pressure known as the Inter-tropical 
Discontinuity (ITD). Variations in rainfall and air 
temperature for any region arise from the energy 
interactions between the surface layer and the lower 
atmosphere including the dominant air mass that 
characterizes the region [1]. The variation of rainfall 
pattern is vital as it determines the onset, cessation 
and extent of seasons as well as an important compo-
nent of climate and hydrological systems [2-4]. Rain-
fall changeability is slight in humid regions of the 
wet tropics and most variable in dry and sub-humid 
areas. The sub-humid areas are the most vulnerable 
since small negative deviations from the mean rain-
fall may cause widespread crop failure and famine 
as frequently happens in the area. Minimal rainfall 
deviations indicate that the average amount for any 
specified catchment is steady while large deviations 
denote extensive variations in the average rainfall 
amount. A given amount of rainfall may be termed 
consistent if it can be expected to be corresponded to 
or surpassed some chosen probability level. 

Nigeria characterised by a low-lying is principal-
ly placed within the warm and humid tropics close 
to the equator which induces a high ambient tem-
perature pattern [5] and this near equatorial position 
boosts the high-temperature condition observed over 
the area all through the year. As noted by Ayoade [2],  
Nigeria’s latitudinal position as well as solar ele-
vation which is large at low latitudes contributes to 
the high-temperature range. Temperatures over the 
dry tropical zone of Nigeria have increased over 
the last decades, in line with an increase in global 
temperatures [6,7]. The impact of global warming on 
rainfall in the zone remains challenging to assess in 
a climate that is vulnerable to vital variation at spa-
tial-temporal scales. Future soil suitability for major 
crops is expected to be affected by climate change; 
in particular beans, maize and millet production 
might face declines and require cropping system 

transformations. This study evaluated the rainfall 
and temperature deviations between two close areas 
(Kano and Katsina) both at the northern tip of Nige-
ria, however, under the influence of different climate 
zones. 

2. Materials and methods

2.1 Study area

The climate of the study domains are classified by 
Koppen’s climate pattern as Aw (wet and dry tropical 
continental with a mono-modal rainfall pattern) and 
BSh (a climate domain that has the characteristics 
of both the Sahara Desert and tropical wet and dry 
climate i.e. semi-arid zone, with more of a dry con-
dition). Figure 1 shows the map of both Kano and 
Katsina with part of Katsina bordering the Niger 
Republic. Subsidence prevails almost all year round 
with respect to the high-pressure area being influ-
enced by the Saharan Desert bearing dry tropical con-
tinental air mass. The mean ambient temperature for 
both diurnal and annual ranges is large from 20 °C  
to 25 °C [2]. Lower and higher temperatures are re-
corded during December—January and March—
April with 12 °C and 40 °C being the extreme low 
and high respectively. Ayoade [2] noted that August is 
recorded as a peak rainfall period with a mean range 
of 215-250 mm and intermittent or irregular nature 
of rainfall that spans between May-September exists 
in the area [8,9]. According to Mamman et al. [10], the 
mean annual minimum and maximum range for 262-
956 mm. Rainfall amount for Kano and Katsina are 
416-1872 mm and due to the domains’ distance and 
position from the influence of rain-bearing air mass 
from the Atlantic Ocean, longer dryer spells persist 
from October to May when there is a retreat of the 
ITD towards the coast in September. The extensive 
dyer days sustained by a mean sunshine diurnal 
range of 8-11 hours increases the evapotranspiration 
rate thereby enhancing drought and desertification 
of the area [11]. The cloudiness index for the area is 
less than 0.45 while the mean surface solar radiation 
across seasons is greater than 280 W/m2 [12]. The dry-
er atmosphere retains less amount of water vapour 
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to a percentage range of 18%-63%. The study area 
exhibits a typical feature of the Sahel Savannah en-
vironment where there is less vegetation with a vast 
landmass that increases surface wind speed with a 
mean range of 1.5-12 m/s. 

Figure 1. Map of study areas.

2.2 Rainfall and temperature data

A 31-year mean monthly rainfall and temperature 
data for Kano and Katsina from 1990-2020 were ac-
quired from the Nigerian Meteorological Agency and 
analysis was done using Microsoft Excel Spread-
sheet 2016. Statistical tools were engaged to deter-
mine the seasonal spatial variations of the retrieved 
climate data. Oyegoke et al. [13] indicated that statis-
tical techniques of analysis are essential normally to 
precisely evaluate rainfall data for effective planning 
and for future forecasts regarding proficient and op-
erative water resources management. The coefficient 
of variation (CV) was used to examine the extent of 
rainfall variation. The method is given as: 
      CV = σ/x̄ (1)
where: σ is the rainfall standard deviation and x̄ is 
the mean rainfall and CV is the coefficient of varia-
tion. The 10, 50 and 90 percentiles are the index of 
rainfall changeability used in climatological studies 
and according to Ayoade [14] it is as follows:
  (90% – 10%)/50% (2)
where greater than 1.75 is extreme variability; 1.50-
1.75 is very high variability; 1.25-1.50 is high vari-
ability, 1.00-1.25 is moderately high variability; be-

tween 0.75-1.00 is moderate variability; 0.50-0.75 is 
moderately low variability; < 0.05 is low variability. 
The measure of drought intensity was analysed us-
ing the percentage derivation below the mean, with 
the following categories: 11-25 (slight drought), 26-
45 (moderate drought), 46-60 (severe drought) and 
more than 60 (disastrous drought). 

3. Results and discussion
Results as shown in Figure 2 indicate the average 

monthly values of rainfall in Kano and Katsina in the 
dry continental (Koppen’s Aw) and semi-arid (Kop-
pen’s BSh) climate zones of Nigeria respectively. 
The study areas recorded rainfall values of less than 
50 mm from October to April. This shows the extent 
of the dry season for the areas with 0 mm rainfall 
from November to March. The rainiest month for 
the areas was in August with peak values of 194 mm 
and 359 mm for Katsina and Kano. The percentage 
contributions of the peak rainy month for the areas 
to the overall amount were 34% and 30% for Katsina 
and Kano respectively (Figure 3). The highest dif-
ference for the climate indicator pattern was during 
the dry season for the months of February and March 
where the CVs were 557% and 273% for Kano and 
Katsina respectively. The lowest spatial variability 
was experienced in July and August i.e. (CVs of 
40 and 47 %) for the respective areas (Figure 4). 
The high coefficient of variations for the dry season 
showed the complete dominance of the dry continen-
tal air mass in Kano for the month of February (with 
rainfall amount of 0.3 mm) and in Katsina for the 
month of March (with a rainfall amount of 1.5 mm). 
It showed that, there was little encroachment of the 
rain-bearing moist maritime air mass for the areas. 
The complete dominance of moist maritime air mass 
during the rainy season indicates the lowest spatial 
variability for the climate indicator. 

Also, as shown in Figure 5, there is a distinct 
spatial difference in the average annual rainfall spread 
in Kano and Katsina from 1990 to 2011. Kano expe-
rienced a dominant rainfall domain for the specified 
years and Katsina experienced the only dominance 
for the zone in 2015. The year 2020 shows a similar 
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trend for both areas, however, indicating a back shift 
for the Kano rainfall pattern when compared to that 
for Katsina. This shows that the study areas in the 
same climate zone varied in spatial rainfall values, 
however both areas have no strong relationship with 
the El Nino Southern-Oscillatiom (ENSO) associated 
with convective rainfall across the equatorial Pacific 
Ocean as investigated by Hashidu and Badaru [15].  
Mohammed et al.; Abaje et al. [16,17] highlighted in 
studies of rainfall patterns in Kano (1914-2013) 
and (1911-2010) respectively that there was an im-
provement in the moisture condition for the area 
during the last two decades when compared to the 
past. As shown in Figure 5, there was a lower rain-
fall amount in Katsina from 1990-2003 when com-
pared to 2004-2011. A study conducted by Suleiman  
et al. [18], showed that the above mean rainfall amount 
was observed from the year 2000 upward. Also, 
Yamusa and Abdulkadir [19] disclosed that while 
mean yearly rainfall, onset dates of the wet season as 
well as yearly minimum and maximum temperature 
were increasing; the cessation dates and length of the 
wet season were decreasing. As noted by Adeleke 
and Orebayo [20], if there is an increase in maximum 
and mean temperature as well as the onset of rains, 
then rainfall amount will increase and vice-versa. 
The index of rainfall variability for the areas ranged 
from 0.85-0.95 and this shows moderate rainfall var-
iability for the areas. 

Figure 2. Average rainfall values for the study areas.

The moderate rainfall variability indicates the 
study domain’s location far inland which impedes its 
constant impact on the Ocean’s maritime air. Fabeku 
and Okogbue [8] and Ogungbenro and Morakinyo [21]  
highlighted that the mean yearly rainfall amount 

for the Sahel zone where the study area belongs is 
from 150 mm to about 1000 mm for the zone. This 
variability makes the climatic region to be suscep-
tible to heightened actual evapotranspiration which 
enhances drought especially for Katsina. It has been 
emphasized that the early cessation of rainfall trend 
in Katsina is due to the early retreat of the ITD from 
the area. As disclosed by Yaya et al. [22], the mod-
erate drought condition that exists within the study 
environment is associated with the late start of the 
wet season and its early termination. This early ces-
sation as noted by Atedhor [23] impacts soil moisture 
deficiency that induces forced harvest of crops from 
the study area most especially rice yield [24]. Peter  
et al. [25] highlighted that the major crop cultivated in 
the study environment includes: cowpea, soya beans, 
cotton, sorghum, millet, etc. The drought index for 
the areas which was analysed from the percentage 
rainfall derivation below the mean indicated about 
45% for the areas. This shows that there is a mod-
erate drought index experienced in the zone. Ati  
et al. [26] examined meteorological drought and tem-
perature in the Sudano-Sahelian zone of Nigeria 
from 60-year and 40-year rainfall and temperature 
data respectively. It was revealed using the Bhalme 
and Mooley Drought Index (BMDI) that mild 
to moderate drought exists in the zone. Cases of 
droughts according to Dada [27] can be attributed to 
shifting weather forms exhibited through the consist-
ent accumulation of surface layer heat fluxes, atmos-
pheric fluctuations resulting in reduced rainfall and 
low rain cloud resulting in greater evaporation rates. 
It was also emphasised that the ensuing impacts of 
drought are intensified by anthropogenic happenings. 
These happenings include grassland clearing and 
burning, overgrazing and disadvantaged cropping 
systems, which decrease water holding of the soil, 
and inappropriate conservation methods leading to 
soil deficiency. Furthermore, it was specified that 
numerous flora and fauna kinds are vanishing in the 
drought-inclined area of Kano and Maiduguri. Ac-
tivities such as land degradation, bush burning and 
desertification had impacted the productivity and di-
versity of flora and fauna in the areas [27,28].
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Figure 3. Average percentage contribution of monthly rainfall to 
annual total value.

Figure 4. Rainfall coefficient of variation (CV) for study areas.

Figure 5. Average annual rainfall values for study areas.

Results as shown in Figures 6 and 7 indicate the 
pattern of air temperatures for the study areas. It is 
shown that annual air temperatures are high for the 
period considered with ranges from 31-34 °C and 
32-35 °C for Kano and Katsina respectively. On 
average, higher temperatures of range 36-38 °C are 

recorded from March to May for the areas with April 
being the hottest month and December being the 
coolest month. The high-temperature pattern which 
cuts through both the end of dry and the beginning 
of wet seasons shows that the zone is found in the 
high-pressure zone where air subsidence dominates. 
Akinsanola and Ogunjobi [29] observed that the air 
temperature is typically high and low during the wet 
and dry seasons respectively and this makes temper-
ature deviation lower at the coast than in the north-
ern domain of Nigeria. The study domain is majorly 
influenced by the dry and stable continental air from 
across the Saharan desert. This trend makes the zone 
fall under the Sudan-Sahel climate region of Nigeria 
with a latitude from 11o to 13o [30]. On the monthly 
average, the difference between the maximum high-
est temperatures and lower temperatures is 10 °C  
for the study areas. This high-temperature peak 
range shows the effect of climate change anomaly 
arising from excessive heating of the earth’s surface 
where more heat is experienced and less rainfall 
is observed. This implied that the high variability 
of average monthly temperatures can affect plant 
growth and development. It can also affect the com-
fort index of human endeavors across the areas [31].  
An assessment of the aridity index of Katsina has 
shown that its northern axis is within the arid zone 
while the southern axis falls in the semi-arid zone 
with an index of 0.26 and 0.49 respectively with an 
overall aridity increase from years 2000 to 2016 [32]. 
The study further highlighted a significant increase 
in actual evapotranspiration in Katsina. Ibrahim  
et al. [33] observed in a study conducted that extreme-
ly high and low ambient temperature has been noted 
to support the survival of mosquitoes in Katsina. It 
was highlighted that sharp deviations of temperature 
changes enhanced 77% of severe malaria cases for 
an infant with occurrence between the months of 
May-September. It was recommended that adequate 
medical care be offered to children less than 5 years 
old. 
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Figure 6. Average annual air temperature values for study areas.

Figure 7. Average monthly air temperature values for study 
areas.

4. Conclusions
This study surveyed the rainfall and temperature 

variations for Kano and Katsina areas domiciled in 
the Sudan zone of Nigeria. An assessment of the 
variability of the weather variables considered shows 
that climate change limits and impacts the liveable 
environment. Study findings show that there is mod-
erate rainfall variation with a low rainfall pattern 
especially for Katsina as compared to Kano and also 
a moderate drought pattern for the areas. The evalu-
ated drought pattern may degenerate to a severe cat-
egory if conservation practices are not put in place. 
Average monthly maximum temperatures for the 
areas ranged from 29-39 °C. This high-temperature 
peak shows the effect of climate change arising from 
excessive heating of the earth’s surface where more 
heat is experienced and less rainfall observed. This 
climate pattern will definitely impact the dominant 
agricultural practices that prevail in the study areas 
with subsequent effects on the economic develop-
ment of the region. The study recommends a proper 

climate observing scheme, most especially for agrar-
ian practices so as to ensure profitable outputs for 
human sustainability.
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ABSTRACT
This research studies the capability of the Weather Research and Forecasting model coupled with the Chemistry/

Aerosol module (WRF-Chem) with and without parametrization to reproduce a dust storm, which was held on 27th 
June 2018 over Sahara region. The authors use satellite observations and ground-based measurements to evaluate the 
WRF-Chem simulations. The sensitivities of WRF-Chem Model are tested on the replication of haboob features with 
a tuned GOCART aerosol module. Comparisons of simulations with satellite and ground-based observations show 
that WRF-Chem is able to reproduce the Aerosol Optical Depth (AOD) distribution and associated changes of haboob 
in the meteorological fields with temperature drops of about 9 °C and wind gust 20 m·s–1. The WRF-Chem Convec-
tion-permitting model (CPM) shows strong 10-meter winds induced a large dust emission along the leading edge of a 
convective cold pool (LECCP). The CPM indicates heavy dust transported over the West African coast (16°W-10°W; 
6°N-21°N) which has a potential for long-distance travel on 27th June between 1100 UTC and 1500 UTC. The daily 
precipitation is improved in the CPM with a spatial distribution similar to the GPM-IMERG precipitation and maxi-
mum rainfall located at the right place. As well as raising a large amount of dust, the haboob caused considerable dam-
age along its route.
Keywords: Dust storm; WRF-Chem; Convection-permitting; Parameterization; MCS
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1. Introduction
As a major contributor to global dust emissions, 

the North African region plays an important role 
in the Earth’s climate by scattering and absorbing 
incoming solar radiation and changing the physical 
properties of clouds [1]. Dust particles can be used in 
cloud formation as giant cloud condensation nuclei 
which can affect the microphysics development of 
clouds [2]. The effect of mineral dust on the cloud 
properties is to inhibit precipitation [3]. However, 
the role of Saharan dust on rainfall remains poorly 
understood [4] since research works showed, on con-
trary, that dust could enhance the precipitation in 
numerical weather prediction (NWP) models [5]. Ko-
cha et al. [6] highlighted the necessity to couple the 
NWP forecasting models with an aerosol module [6].  
The utilization of a dust scheme in NWM could 
contribute to improving the cloud cover in West 
Africa [7]. In this region, the mesoscale convective 
systems contribute the most to the precipitation 
during the monsoon season [8]. The total precipi-
tation is generated particularly up to 90% by the 
convective storms in West Africa [9]. The convective 
storms generate downdrafts and cold pools over 
dry dusty surfaces producing large dust storms [10].  
The haboobs are dust storms produced by the spread-
ing of evaporatively cooled air from thunderstorms 
over the dusty area [10]. Several thunderstorms pro-
duce mesoscale convective systems when they merge 
to create a continuous area of convective instability 
that persists at least for several hours and produces a 
continuous precipitation area [11].

Finney et al. [12] have highlighted the limitation of 
the Parameterized models (PM) due to their approx-
imations in the representation of the convection. Us-
ing two simulations with 12 km horizontal grid spac-
ing, one running with Parameterized and the other 
with explicit convection, Birch et al. [13] showed a 
significant bias of the diurnal water cycle. The un-
certainties of the diurnal water cycle have induced an 
increase in the northward advection of the moisture 
into Sahel [13]. Marsham et al. [14] showed that simula-

tions of the West African monsoon explicitly resolve 
moist convection with simulations which parameter-
ize convection with the UK Met Office Unified Mod-
el with 12 km grid spacing. By using the dust uplift 
potential (DUP), which represents the dependency of 
dust uplift on wind speed for an idealized land sur-
face, Marsham et al. [15] showed that haboobs are ab-
sent in models with parametrized convection. These 
failures have been linked to systematic errors [16].  
On the other hand, several studies showed that CPM 
can be helpful for improving rainfall [13,17,18] by re-
ducing the biases of the diurnal cycle of simulated 
precipitation, extreme precipitation, cloud cover, and 
radiation [18]. The explicit convection improves the 
intensity of storms and the West Africa monsoon [19,20]. 
Nevertheless, the meteorological features are not im-
proved in whole aspects of the CPM model [18,21].

This study aims to examine the ability of WRF-
chem to reproduce a dust storm and the mesoscale 
characteristics associated with the event, from 26 to 
27 June 2018 over Western Africa, by using para-
metrized and explicit convection. The impact of dust 
on solar radiation, 2-meter temperatures and changes 
including precipitation is also studied using an addi-
tional simulation with no dust activation (NODUST).

The paper is organized as follows. Datasets, 
model experiments and methodology are described 
in Section 2. The satellite observations and ground 
measurements are used to describe the synoptic 
state of the event in Section 3.1. The evaluation of 
simulated dust AOD is presented in Section 3.2. The 
properties of the storm in the model simulations are 
analyzed in Sections 3.3 and 3.4. The impact of the 
dust on the radiative budget is investigated in Sec-
tion 3.5. Finally, the conclusion is given in Section 4. 

2. Data and method

2.1 Observations

The moderate resolution imaging spectroradiom-
eter (MODIS) is a passive imaging radiometer that 
measures reflected radiation and emitted thermal 
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radiation in 36 bands. The dataset is provided with  
10 km as a horizontal resolution for a better compar-
ison with simulated AOD [22]. Cold pools can be dis-
criminated in the dust channels with dark color and 
mineral dust with pink color [23]. The identification 
of dust depends strongly on the column water vapor, 
the lower tropospheric lapse rate, and dust altitude. 
Dust is particularly masked when the water vapor 
exceeds 25 mm [23].

The moderate resolution imaging spectroradiom-
eter (MODIS) is a passive imaging radiometer and 
measures reflected radiation and emitted thermal ra-
diation in 36 bands. Dataset are provided with 10 km 
as horizontal resolution for a better comparison with 
simulated AOD [24]. We use MODIS/Aqua level-3 at-
mosphere daily global product which overpass above 
Western Africa in the afternoon.

The Infrared Atmospheric Sounding Interfer-
ometer (IASI) algorithm, which enables to retriev-
al of optical and microphysical properties of aer-
osol types [25], is used to retrieve dust AOD during 
the event.

The Visible Infrared Imaging Radiometer Suite 
(VIIRS) deep blue Aerosol Optical Thickness (AOT) 
layer is taken from the National Aeronautics and 
Space Administration (NASA)/National Oceanic and 
Atmospheric Administration (NOAA) Suomi National 
Polar-Orbiting Partnership (Suomi NPP) satellite for 
the daytime overpass. The imagery resolution is 2 km 
at nadir, and the temporal resolution is daily [26,27]. 

The Global Precipitation Measurement (GPM) 
was launched on 27 February 2014 by NASA in 
association with the Japan Aerospace Exploration 
Agency (JAXA) to provide a higher spatiotemporal 
resolution product for global precipitation between 
60°S and 60°N [28]. We use 24 h accumulated rainfall 
from Integrated Multi-satellite Retrievals for Global 
Precipitation Measurement (IMERG) version V06 
with a 0.1° × 0.1° spatial grid. 

The fifth generation of reanalysis from the Euro-
pean Center for Medium-Range Weather Forecasts 
(ECMWF) ERA5 is used to investigate the synoptic 
situation preceding the initiation of the MCS. The 

ERA5 dataset is provided at a 1-hourly time step and 
is gridded to a regular latitude-longitude of 31 km 
horizontal resolution and 139 pressure levels [29].

2.2 Model description and experimental setup 

We use the WRF model version 3.7.1 coupled 
with chemistry which enables the simulation of aer-
osols and trace gases with meteorological fields [30]. 
Both models are run from 15 to 29 June with one-
day spin-up. Daily mean AOD from 16 at 00:00 and 
29 June at 23:00 in 2018 are computed boundary 
conditions provided by NOAA/National Centers for 
Environmental Prediction Final Analysis (NCEP-
FNL) with a horizontal grid spacing of 0.5° × 0.5° 
and interpolated by WRF preprocessing system and 
update every 6 hours. The simulation domain is cen-
tered in North Mali (1°W, 19°N) and contains 390 ×  
250 horizontal grid points with 9 km resolution and 
51 vertical levels extending up to 50 hPa. The con-
figuration of the model uses the Goddard Global 
Ozone Chemistry Aerosol Radiation and Transport 
(GOCART) module [31] to simulate mineral dust 
concentration PM10 and AOD. The Yonsei Univer-
sity (YSU) planetary boundary layer scheme [32], the 
Noah land-surface model [33], the revised Mesos-
cale Model (MM5) scheme [34], the Rapid Radiative 
Transfer Model for Global models (RRTMG) for 
shortwave [35] and RRTM for longwave radiation [36],  
the Grell cumulus parametrization [37] and WRF 
Single-Moment 5-class (WSM5) microphysics  
schemes [38] are used by the configuration (Table 1). 
The aerosol feedback which provides a reduction in 
downward solar radiation from aerosol scattering is 
taken into account [39]. The Parameterized (PM) and the 
CPM models used the same configuration except that 
cumulus (CU) parametrization is not activated in the 
CPM model. A control simulation is also run to evalu-
ate the impact of dust in the 2 m temperature.

2.3 Model tuning

The sensitivity tests which consist to adjust the 
coefficient of dust emission flux are performed with 
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the GOCART aerosol module in both PM and CPM 
models. In this study, the GOCART dust scheme 
parametrization is tuned by calibrating dust emis-
sion to match observed AOD from AERONET (not 
shown) and satellites retrieved AOD averaged in 
the entire domain (Figure 1). For this purpose, the 
coefficient C in Equation (1), which was originally 
estimated to be 0.8 mg·s2·m–5 [31] in version 3.7.1, 
is adjusted to achieve the most agreement with 
observed AOD [40,41]. The dust emission mass flux,  
Fp (µg·m–2·s–1), for a specific aerosol size group p 

is defined as followed: 

           (1)

where, C is a dimensional constant coefficient that 
controls the magnitude of dust emission flux; S is the 
source function that characterizes the spatial distri-
bution of dust emission; U10m is the horizontal wind 
speed at 10 m; Ut is the threshold velocity of wind 
erosion, which depends on particle size and wetness; 
and Sp is a fraction of mass emitted into size group p.

Table 1. Physical and chemical schemes used in the WRF-Chem simulations.

Simulation settings Values

Domain size 390 × 250 cells

Horizontal resolution 9 km

Vertical resolution 51 levels up to 50 hPa

Time step for physics 60 s

Time step for chemistry 60 s

Physics options Used schemes

Microphysics WSM5

Longwave radiation RRTM

Shortwave radiation RRTMG

Surface layer Revised MM5

Surface land Noah and land surface model

Planetary boundary layer YSU

Cumulus parametrization Grell-3

Chemistry options Used schemes

Chemistry GOCART simple aerosol scheme, no ozone chemistry
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3. Results and discussion

3.1 Observations of synoptic situation

Figure 2 and Figure 3 show the evolution of the 
synoptic-scale meteorology which has provided the 
formation of the MCS. The synoptic situation for this 
case study includes the mean sea-level pressure, the 
position of the ITD defined by the 14 °C isotherm 
of the 2 m dewpoint temperature, and the relative 
humidity for Figure 2. Complementary information 
for the synoptic situation is given in Figure 3 and is 
based on the 200 hPa geopotential, 925 wind speed, 
and 925 hPa streamlines. The description of the syn-
optic situation covers twelve days from 16 to 27 June 
and uses the daily mean ERA5 Reanalysis. Ten (10) 
days before the event (16 June), a core of low pres-
sure of 1008 hPa (Figure 2a) is located over North 

Mali and four (04) days after central Mali with a 
lower pressure of 1006 hPa (Figure 2b). This south-
ward transport of the core of low pressure brings 
dry air masses from the northern Sahara to Sahel 
region up to 12°N. On 24 June, the monsoon trough 
is located further north involving a strong shift of 
the Intertropical Discontinuity (ITD) [22] to the south 
of Algeria (Figure 2c). On 23 June (Figure 2d), the 
ITD is almost zonal and located further north and the 
low-pressure core is located over the Western Africa 
coastal region. On the day of the event, the ITD is 
still further north and strong contrast is observed in 
the relative humidity between Sahara and Gulf of 
Guinea. From 24 to 26 June, there is an anticyclone 
characterizing by a high geopotential at the upper 
level over boundaries between Algeria, Mali and 
Mauritania and generating heavy dust emission over 
the same area as shown in Figure 1. This produces 

Figure 1. Daily mean AOD observed by NASA Worldview (top panel), daily average simulated AOD are shown by the color shading and PM10 
concentration in µg·m–3 are represented by the black contour respectively by WRF-Chem Parameterized (PM) model (middle panel), and WRF-
Chem Convection-permitting model (CPM) (bottom panel) on (a-b-c) 19 June 2018, on (d-e-f) 25 June, (g-h-i) on 26 June, and (j-k-l) on 27 June.
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June.

Figure 2. Synoptic state before and during the establishment of the haboob in the western Africa region on (a) 16 June 2018, (b) 20 
June, (c) 24 June, (d) 25 June, (e) 26 June, and (f) 27 June. The ITD from ERA5 Re-Analysis is defined by the 14 °C isotherm of 2m 
dewpoint temperature (dashed red line), mean sea-level pressure in hPa (dashed with line) and relative humidity (color shading).

a strong southward dust transport with high wind 
speed at 925 hPa and the southward shift of the ITD 
from south Algeria to northwest Niger (Figure 2e).

The thermodynamic properties of the cold pool 
are studied at the time of detection of the cold pool 
over Kayes and Matam (Figures 4e and 4f) [42]. The 
haboob was detected at 0900 UTC over Kayes in 
western Mali (Figure 4c) and at 1000 UTC over 

Matam (Figure 4d) on 27 June. Sudden changes 
are associated with the location of the MCS over 
Eastern and Western Senegal both with a greater 
decrease of the temperature of about 9 °C [42]. The 
maximum wind speeds are obtained about 1-hour 
before the arrival of the MCS at the stations as al-
ready observed during the Fennec field campaign 
by Allen et al. [43]. 
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Figure 3. Synoptic state before and during the establishment of the haboob over the western Africa region on (a) 16 June 2018, (b) 20 
June, (c) 24 June, (d) 25 June, (e) 26 June, and (f) 27 June. The ITD from ERA5 Re-Analysis is shown over land (dashed blue line), 
200 hPa geopotential (dashed red line), 925 hPa wind speed (green shading) overlain with 925 hPa streamlines (grey).

Figure 4. ITD from ERA5 (dashed red line), estimated 24 h accumulated rainfall from IMERG on (a) 26 June 2018, and (b) 27 June 2018. 
Spinning Enhanced Visual and Infrared Imager (SEVIRI) red, green, blue (RGB) dust image (c) at 0900 UTC 27 June 2018, and (d) at 1000 
UTC 27 June 2018. Dust is represented by magenta, deep clouds by red, midlevel clouds by orange, cirrus clouds by black, and surface by 
blue, and white dots show the location of the synoptic station of Kayes (Mali) and Matam (Senegal). The synoptic measurement over Kayes 
and Matam are respectively shown in (e) and (f). The near-surface temperature is shown by the red line, the wind speed by the black line, 
and the sea-level pressure by the blue line.
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3.2 Assessment of dust

To assess the aerosol integrated-column, we com-
pare AOD from both simulations PM and CPM with 
the daily retrieved AOD from IASI and MODIS sen-
sors over West Africa (17°W-15°E; 9°N-30°N) between 
16 June and 29 June 2018 (Figure 5a and Figure 1). In 
General, the simulations conducted by a tuning factor of 
1 mg·s2·m–5 show a good replication of the magnitude 
and temporal evolution of observed AOD. Between 16 
and 21 June, the diurnal variability of observed AOD 
is reproduced by simulations with a best agreement in 
the CPM (Figure 5a and Figure 1). Both simulations 
are in accordance with observations by capturing the 
maximum retrieved AOD between 17 and 20 June and 
minimum AOD between 22 and 29 June (Figure 5a). 
Both models did not match the maximum value of re-
trieved AOD by satellites on 20 June. The increase ten-
dency of AOD on 25 June is also missed in simulations. 
Figure 1 more details in the daily aerosol horizontal 
distribution of simulated and observed AOD which 
retrieved from Suomi NPP/VIIRS Deep Blue. The 
horizontal distribution of AOD showed that both mod-
els are able to reproduce the spatial distribution with a 
better accordance in the CPM. The shape of the dust 

plume is well replicated in the simulations with a max-
imum the PM10 concentration of 4000 µg·m–3 located 
over the maximum AOD values. On 19 June, the dust 
emissions were apparent strongly activated with a con-
siderable contribution of Bodélé (Chad) dust source [44]  
and the Saharan dust source [45] located particularly 
over southern Algeria, and northern Mali and Maurita-
nia. The magnitude of dust emission as shown by the 
observations and simulations decreases after 19 June, 
however the major dust contribution from sources cited 
above is maintained. On 27 June, when the dust storm 
occurs, the maximum PM10 isotherm of 2000 and 
2400 µg·m–3 respectively in PM and CPM were located 
over southern Mauritania.

Figure 6 shows that emitted dust is strongly led 
by the 10-meter winds which exceed largely the wind 
threshold of 5.2 m·s–1 for desert dust emission [46]. The 
Outgoing Longwave Radiation (OLR) shows the evo-
lution of the MCS identified by the minimum values 
less than 240 W·m–2 [47]. The MCS is clearly faster and 
finer in the CPM than in the PM (Figure 6). The MCS 
reaches the eastern boundaries of Senegal at 0000 UTC 
(Figure 6a) and 0300 UTC (Figure 6d) respectively in 
the PM and CPM models. 

Figure 5. (a) Time series of AOD area averaged over Western Africa (17°W-15°E; 9°N-30°N) observed by MODIS (solid black line with 
stars) and IASI (solid black line with x signs) sensors, and simulated by the PM (dashed gray line with circles) and CPM (dashed gray line 
with squares) models between 16 June and 29 June 2018. (b) and (c) represent the sub-daily evolution of the 2-meter temperatures respec-
tively over Matam and Podor with PM (dashed grey line), CPM (dashed black line), and observations (solid black line). 
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Figure 6. Outgoing Longwave Radiation (OLR) in W·m–2 respectively simulated by the PM at (a) 27 June 0000 UTC, (b) 27 June 
0600 UTC, and CPM at (c) 27 June 0000 UTC and (d) 27 June 0300 UTC. 10-meter wind directions (arrow), and wind magnitudes 
(color shading) respectively simulated by PM at (a) 27 June 0000 UTC, (b) 27 June 0600 UTC, and CPM at (c) 27 June 0000 UTC 
and (d) 27 June 0300 UTC.
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3.3 Environmental properties of the MCS

Figure 5c shows that both simulations reproduce 
the diurnal cycle of the surface temperature over the 
eastern side and northern side of Senegal with a bet-
ter agreement with observation over Podor. Based on 
the surface temperature, simulations show an abrupt 
change related to the spreading of the MCS over 
West Africa on 26 and 27 June 2018 (Figures 5b 
and 4c and Figure 7) as observed in synoptic scale 
(Figures 4c and 4d). The minimum temperature 
shown by the observation at the detection time of 
the MCS over Matam is obtained in the simulations 
at 1200 UTC (Figure 5). Figure 7i-7p shows more 
details on the changes in 2-meter temperatures (T2m) 
induced by the MCS properties. By 2100 UTC on 
26 June, significant dry air masses are located in the 
aerosol transect [48] over southern Algeria, northern 
Mali, southern Mauritania, and northeastern Sene-
gal (Figures 7i and 7m). By 0000 UTC on 27 June, 
a decrease of T2m of about 5 °C is noted on this 
transect when the MCS merged with northeastward 
convective cells (Figures 7j and 7n). When the 
MCS is detected on the eastern side of Senegal and 
the western side of Mali (Figures 6 and 7), a signif-
icant gradient of temperature greater than 10 °C is 
obtained (Figures 7k and 7o). By 1800 UTC on 27 
June after the system spread away from West Africa, 
the situation becomes drier on the northern latitude 
12°N (Figures 7l and 7p).

The important transport of southwestward mois-
ture, which is associated with oceanic air masses and 
powering the MCS on 27 June at 0000 UTC, is in 
Figures 7b and 7f with precipitable water exceeding 
50 mm. The cold pool is associated with 10-meter 
wind exceeding 20 m·s–1 and the migration of the 
ITD is located at northern Texte latitude 18°N during 
the event. The monsoon surge shown by the south-
westerly wind direction at 925 hPa and the strong 
northward progression of the ITD transport humidity 
over the border of Mali-Algeria and Niger as already 
highlighted in a previous case study [22].

3.4 Vertical profile of storm environment 

Figure 8 shows the differences in the thermody-
namic structure preceding and associated with the 
spread of the cold pool. The atmosphere became in-
creasingly moist, which is defined by the distance be-
tween the black and green lines, below 700 hPa when 
the MCS arrived at Matam with a maximum humidity 
located between 850 and 700 hPa in the PM model. 
The atmosphere is generally well mixed with the west-
ward transport of air masses as shown in Figure 8 by 
wind directions above 800 hPa. The moisture transport 
is stronger in the PM than in CPM model (Figure 8), in 
contrast to the wind surface which shows respectively a 
magnitude contours of 11.5 m·s–1 and 24 m·s–1 (Figure 
7). This result is in agreement with the founding [12], 
where authors showed that their Parameterized simula-
tion has got a greater moisture convergence than their 
explicit model.

3.5 Impact of dust

In this section, we investigate the profile, T2m 
temperature, and daily precipitation between the Pa-
rameterized and explicit convection in WRF-Chem. 
On 27 June at 0000 UTC, the lowest atmosphere 
between the surface and 2 km is dryer in the explicit 
convection than in the model Parameterized (Fig-
ures 8a and 8c). After the event on 27 June, the PM 
model showed heavy moisture between 850 hPa and 
500 hPa (1.5 km to 3 km). The explicit convection is 
quick dryer at this altitude and above and is similar 
to the ERA5 vertical profile (not shown).

On 27 June, the observation from GPM-IMERG 
shows a spatial distribution of daily precipitation 
over the western Sahel, with a maximum over north-
ern Burkina Faso, southern Mali, eastern Senegal, 
western African coastal, northern Nigeria and south-
western Niger (Figure 9a). The Parameterized and 
NODUST explicit convection models miss capture in 
general the maximum rain over West Africa expected 
in southeastern Senegal and overestimate the daily 
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precipitation in Central Senegal (Figures 9b and 9d). 
However, the explicit convection captures well the 
spatial patterns of daily precipitation as shown by the 
observations except in central Mali, and southwest-
ern Niger (Figures 9c). Figure 10 shows the spatial 
patterns of T2m temperature between dust and no-

dust explicit models. This shows that airborne dust 
clearly affects solar radiation by inducing a cooler 
surface temperature before the event (from 26 June 
2100 UTC to 27 June 0000 UTC). The atmosphere is 
heated after dust plume transport over the Sahel on 
27 June 1800 UTC (Figure 10d).

Figure 7. Precipitable Water Vapor (color shading) respectively simulated by the PM at (a) 26 June 2100 UTC, (b) 27 June 0000 
UTC, (c) 27 June 0600 UTC, (d) 27 June 1800 UTC, and (e-h) by the CPM at the same time, and the ITD (dashed blue line) and 925 
streamlines (grey). The 2 m surface temperature (color shading) respectively simulated by the PM (i-l), and the CPM (m-p) at the 
same time.
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27062018

Figure 8. Skew-T diagram of simulated soundings over Matam (Senegal) respectively by the PM at (a) 27 June 0000 UTC, (b) 27 
June 0600 UTC, and by the CPM at (c) 27 June 0000 UTC, and (d) 27 June 0300 UTC. Solid black and green show air and dew point 
temperatures (°C), and black wind barbs show the simulated winds in knots.
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Figure 9. 24 h accumulated rainfall from GPM-IMERG (a), (b-d) accumulated modeled daily precipitation from respectively PM, 
CPM and NODUST models on 27 June.

Figure 10. The difference in 2-meter temperatures (color shading) between Dust and NODUST CPM simulations at (a) 26 June 2100 
UTC, (b) 27 June 0000 UTC, (c) 27 June 0300 UTC, and (d) 27 June 1800 UTC.
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4. Conclusions
In this study, we have investigated the capability 

of WRF-chem model to capture a dust storm and  
the synoptic weather conditions that triggered a se-
vere dust storm in West Africa between 26 and 27 
June 2018 accompanied by the first precipitation in 
the early monsoon season. Observational data from 
synoptic stations and satellite estimations showed a 
typical characterization of a haboob event accom-
panied by a huge amount of dust mobilization along 
the LECCP. The West African weather is clearly im-
proved in the CPM model with a better spatial pat-
tern of the daily precipitation similar to the distribu-
tion shown by the satellite observations. The explicit 
convection model captures well the dust-generating 
winds, which are enough underestimated in the Pa-
rameterized convection model. The strong 10-meter 
winds have exceeded 20 m/s in the CPM model and 
15 m/s in the PM model. These strong winds have 
induced heavy dust emission along the Sahelian dust 
transect and then impacted strongly the 2-m sur-
face temperatures in both models. However, surface 
turbulence is better represented in the CPM than in 
the PM models. The heavy dust emitted in the CPM 
model has induced a strong gradient in the surface 
temperature with warmer and cooler air masses re-
spectively onward and behind the MCS. The thermo-
dynamic features showed that the characterization 
of haboob is matched in both simulations when the 
MCS spreading from North Burkina merges with 
small convective cells advected from central Mali on 
the night of 27 June 2018 as well as showed in the 
observations. The merging of the convective cells 
was coinciding with a strong southwest transport of 
air masses bringing moisture and then empowering 
the MCS. 
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ABSTRACT
Especially for smallholder farmers with limited land and financial resources, farming in arid and semi-arid lands 

(ASALs), where season-to-season rainfall fluctuation dictates production, is a risky business. Through participatory 
approaches, this study compares deterministic and probabilistic interpretations of climate forecasts and their use by 
smallholder farmers through a crop-growing season. The study revealed that deterministic advisories are good for 
smallholder farmers only when formulated from forecasts with higher accuracy than the historical climatological 
distribution. Otherwise, they cause farm loss in terms of labor and inputs. On the other hand, probabilistic advisories help 
farmers spread the risk to cater to all the uncertainty and in so doing bring out a balance between confidence and caution. 
However, farmers must be supported with enough sensitization to comprehend forecast probability, translate it into 
probabilistic advisories and use that to plan and manage farm activities. The findings support the hypothesis providing 
packaged climate products in transparent probabilistic terms in place of deterministic form can overcome inherent 
credibility challenges. The study’s conclusion highlights important takeaways and new understandings of the advantage 
of using probabilistic advisories among resource-poor smallholder farmers.
Keywords: Smallholder farmers; Deterministic advisories; Probabilistic advisories

1. Introduction

Climate information access and use have been 

proven to help vulnerable communities such as 
smallholder farmers to better manage climate risks 
and maximize the opportunities posed by the same. 
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Technological advancement in the collecting, pro-
cessing and communicating climate information 
services has led to improved availability of climate 
information services. However, uptake of these ser-
vices among the resource-poor smallholder farmers 
especially in the dryland regions of Sub-Saharan Af-
rica is still low [1,2]. The credibility issues associated 
with climate services are among the many inhibitors 
of improved uptake [1,2]. 

Forecasters can only provide probabilistic fore-
casts rather than saying with certainty whether a cer-
tain region will receive wet or dry conditions during 
a particular time scale, for instance, a crop growing 
season. However, meteorological services providers 
especially in Sub Saharan Africa do not communi-
cate forecasts in their full probabilistic form but rather 
translate them into deterministic terms based on the 
highest tercile probability [3] (Tercile probabilities are 
the forecast probabilities that the rainfall amount in 
a particular season will be in the lower 33.3% of the 
climatology hence dry, the middle 33.3%, hence nor-
mal rainfall, or the upper 33.3%, hence wet season). 
They do this under the impression that providing us-
ers with information about forecast probability will 
confuse them. In this line of thought, deterministic 
interpretation of the forecasts is then used to for-
mulate deterministic advisories. For instance, if the 
season forecast says there is a 45%, 30%, and 25% 
probability of having above-normal, normal and be-
low-normal rainfall respectively, the communicated 
forecast will be the one with the highest probability 
of occurrence and in this case, above-normal rainfall. 
From this forecast, a deterministic advisory is issued 
advising the farmers to plant seed varieties appropri-
ate for above normal rainfall. This is a deterministic 
advisory based on a probabilistic forecast. This ap-
proach works perfectly well when there is a minimal 
deviation between the forecast and the observed. 
Otherwise, if the rainfall event during the season 
does not unfold exactly as predicted, the providers 
carry the blame for faulty predictions and farmers’ 
trust in the forecast starts to dwindle. Hence there is 
a loss of credibility resulting in very poor uptake of 
climate information services.

In the context of attempts to improve climate in-
formation services adoption, this research article pro-
vides an overview of the practical use of probabilis-
tic advisories. On the basis of participatory approach 
methods, this research engaged 327 smallholder 
farmers through a crop-growing season with the use 
of a probabilistic derived advisories. As would be ex-
pected, revealing forecast uncertainty and consider-
ing the same in the formulation of advisories has the 
potential to uphold the credibility of climate services 
and hence lead to improved adoption of these servic-
es. The results also indicate that trained farmers can 
understand forecast inherent limitations especially in 
terms of uncertainty, which disapproves the line of 
thought that revealing forecast uncertainty confuses 
the users. 

Addressing the issue of credibility is essential to 
comprehend the value of climate and weather fore-
casts in support of agricultural decision-making. This 
constraint can result from past inaccurate forecasts, 
which can easily occur from forecasts that are com-
municated in deterministic form and from which a 
deterministic advisories are formulated. Climate ap-
plication research has underscored the danger of in-
terpreting climate predictions deterministically [1,4-7]. 
While communicating forecasts in probabilistic form 
may be difficult, these authors contend that forecasts 
should be communicated in full probabilistic form. 
Past research has suggested that climate service us-
ers especially smallholder farmers have difficulties 
understanding forecast probability especially be-
cause the producers do not present and explain them 
well [7-9] and hence it may be better to disseminate 
a deterministic version instead. Recent proponents 
argue that if farmers’ ability to understand and use 
probabilistic forecasts is enhanced, they are able to 
understand the forecast’s limitations and this increas-
es their trust in the forecasts [10-13]. 

This article’s focus is on seasonal climate forecast 
users (smallholder farmers in an arid and semi-arid 
region in Kenya), who face a myriad of pressures 
ranging from land degradation, increasing climate 
variability, land fragmentation and market forces, 
and who must make wise decisions to be self-suffi-
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cient with respect to household food security [14-16]. 
With technological advancement, climatologists are 
able to forecast seasonal rainfall and disseminate it 
to smallholder farmers in Sub Saharan Africa. How-
ever, these forecasts are highly uncertain, and fore-
casters do not report this uncertainty for fear  that 
they will confuse the users [17-21]. Using experimen-
tal methodology with smallholder farmers in Kitui 
County, one of the drylands of Kenya, the research 
examines whether reporting forecast uncertainty 
can help to improve forecast credibility among re-
source-poor smallholder farmers. In this regard, the 
study sought to know whether more forecast credi-
bility would lead to increased levels of adoption of 
forecasts at the farm level.

2. Methodology

2.1 Sampling procedure

The mixed farming climatic zones within the 
county include low midland 5 (LM5), low midland 
4 (LM4), and upper midland 4 (UM4). A sampling 
frame that was stratified according to the wards’ po-
sition in the mixed agricultural climatic zones yield-
ed the identification of three wards. The wards were 
specifically chosen due to their location in the mixed 
farming climate zones as follows Kyangwithia west-
ward (which occupies 93% of the LM5 climatic zone 
and 7% of the LM4 climatic zone), Matinyani ward 
(which occupies 100% of the UM4 climatic zone), 
and Kwa-Vonza ward (which occupies 73% of the 
LM5, and 6% of the LM4). County wards located 
outside the mixed farming climatic zones were left 
out. The village names in each of the three wards 
were arranged in alphabetical order to guarantee a 
random selection of villages. Every fourth village 
was chosen to ensure that associated biases would 
not affect the systematic selection. The results of 
this sampling were as shown in Table 1. One farm-
er group was specifically identified in each of the 
chosen villages on the premise that it owned a group 
farm and had at least 15 active members. As a result, 
three farmer groups were created as study units. The 

farm groups are group owned and farming is done 
the same as on individual farms.

Table 1. Villages, wards and livelihood zones.

Agro-
Climatological 
Zone

UM4 LM4 LM5

Wards Kyangwithya 
west Matinyani Kwa-Vonza

Villages

Mbusyani, Kathuma, Kawongo /
Kathome

Mulutu, Kauma, Makusya,

Ndumoni Kavuvuu, Mikuyuni,

Tungutu** Kitumbi** Kyosini**

Kyambusya, Muvitha /
Kathemboni

Kyondoni, Ndunguni,

Maseki, Nyaanyaa,

Musosya,

Nzakame,

** indicates the study units.

2.2 Stakeholder engagement and capacity 
building

The study worked with the smallholder farmers 
to identify the local stakeholders they partner with 
in relation to climate services. The identified stake-
holders included local agricultural extension officers 
and seed suppliers. Pre-seasonal meetings were used 
to involve stakeholders and help them better un-
derstand the terminology used in climate services, 
establish their roles in providing climate services to 
farmers, and assist in the effective use of probabil-
istic seasonal forecasts. Via an iterative process, the 
stakeholders were involved in the October Novem-
ber December (OND) 2021 season. The first stage 
of interaction centered on enhancing stakeholders’ 
climate understanding, using seasonal forecast data 
at the farm level, and highlighting the probabilistic 
nature of projections. The second phase concentrated 
on enhancing the stakeholders’ abilities to evaluate 
probabilistic forecast data in terms of farm manage-
ment choices. The timelines for the research activi-
ties during the season were as shown in Figure 1.
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2.3 The provision and use of climate services 
(probabilistic forecasts combined with advi-
sories)

On the 11th day of September 2021, the initial 
suites of climate services were introduced to the 
study sites. The source was the Kenya Meteoro-
logical Department. The default tercile probabil-
ities, or probability of the below-normal, normal, 
and above-normal categories, of expected seasonal 
rainfall totals supplemented with commencement 
and cessation dates, were used as the structure of 
the downscaled seasonal forecast for the study. The 
demonstration farms consisted of three group farms. 
The group farms were in distant wards across the 
county. The main aim behind the involvement of the 
farm groups was to reinforce the usability of climate 
information through demonstration effects. It was 
envisaged that the demonstration would lead the 
skeptical farmers to adopt the use of climate infor-
mation after witnessing proof of its effectiveness. In 
other words, the use of transparent probabilistic fore-
casts will reinforce trust in the forecasts.

Figure 1. Timelines for OND 2021 activities.

** indicates activities that were carried out iteratively.

In the three demonstration farms, farming activ-
ities were directed by a tercile probability forecast. 
To increase the legitimacy of the process, and to 
aid social learning (in as far as farm-level use of 
probabilistic forecast is concerned), discussions and 
exchange of thoughts were encouraged among the 
participants in order to brainstorm on the best way 

to interpret and implement forecast probabilities. As 
a result of these inclusive deliberations, a scheme 
to interpret and put into use forecast probabilities at 
the farm level was co-designed. All the stakehold-
ers agreed that each demonstration farm should be 
divided into three parts since the forecast probabil-
ity terciles were three. In this way, the percentages 
assigned to each probable group were used in the 
co-designed plan to determine how much acreage to 
allot to each category. In addition, appropriate seed 
varieties were also selected for each probability cat-
egory. For instance, if the forecast gave a 50%, 30% 
and 20% probability of above normal rains, normal 
and below normal rains respectively; then 50% of 
the demonstration land was allocated seed varieties 
suitable for above normal rain, 30% of the demon-
stration land was allocated seed varieties suitable for 
normal rain, and 20% of the demonstration land was 
allocated seed varieties suitable for below normal 
rains. 

This division of land, for each of the demonstra-
tion farms, was done by the respective participating 
farmers in each farm. The extension staff and seed 
suppliers assisted the farmers in the selection of 
appropriate seed varieties for each tercile probabil-
ity to account for the entire projected uncertainty 
range. Farmers were urged to use their judgment to 
segment each study site into three pieces, each of 
which was equal to the various percentage probabil-
ity groups, rather than engaging in long quantitative 
calculations. As the season continued, stakeholders 
were regularly updated with seasonal information in 
dekadal weather reports via phone calls or brief text 
messages. After receiving farmers’ comments during 
the research, the delivery of climate services was 
changed as necessary.

2.4 After-season evaluation

In order to gather farmers’ opinions on the over-
all results of the selected probability forecast in-
terpretation system as well as the efficiency of the 
delivery of climate services, a post-season evalua-
tion was carried out after the conclusion of the crop 
growing season. Focus group conversations with 
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participating farmers were used to accomplish this. 
Of specific interest, group discussions sought to 
participate farmers’ views on whether: 1) the farm 
subdivision and the subsequent planting of appro-
priate cultivars on each subdivision as indicated by 
the tercile probabilities supported farmers’ climate 
risk management, 2) the scheme enabled spreading 
of climate risk compared to banking on the deter-
ministic forecast, which is based on the highest 
tercile forecast probability and which, at times 
can be wrong and 3) this bottom-up approach of 
forecast probability interpretation brings a balance 
between caution and confidence in the use climate 
services at the farm level. In addition to the focus 
group discussions, the research also attempted to 
estimate crop yields in each group farm subdivision 
in the three study sites. This was done using the test 
weight pre-estimation method. 

3. Results and discussions
On the group farms, farming operations were di-

rected by estimated probabilities for OND 2021. This 
was released with a three-week lead period, allowing 
for advanced planning. As was indicated in Section 
2.3, farmers divided the demonstration farms into 
three parts to cover all the tercile probabilities. On 
each sub-division they planted appropriate seeds for 
the respective probability tercile. Table 2 presents a 

summary of the three group farms, the forecast prob-
ability that was issued for each of these group farms, 
the proportioning of the group farms and the appro-
priate seed varieties that were planted on each farm 
sub-division.

In Table 2, Pioneer P28, Duma 43, DH 02, 
DK8031 and sungura are maize seed varieties while 
Nyayo, Kat X 56 and Kayelo are bean seed varieties 
suitable for different seasonal rainfall amounts as 
shown in the table.

After-season evaluation results

Focus group conversations with participating 
farmers suggested that for the first time, farmers had 
received seasonal forecasts in probability form and 
understood how to translate them into farm deci-
sions. The discussions also pointed out that the use 
of different seed varieties as dictated by probability 
terciles worked as a mechanism for crop diversifica-
tion, which enabled the farmers spread the climate 
risk. The group farms’ distribution to account for 
terciles in all likelihood brought some harmony 
between caution and certainty, (that is, a balance be-
tween reducing risks and increasing returns) unlike 
before when farmers indicated to have been used 
to frequent climate-related losses. The individual 
farms, on the other hand, were planted according 
to the prediction group with the highest likelihood. 

Table 2. Chosen seed varietals sowed on each farm segment to account for all probable forecast groups.

Group farm Forecast
probability Partitioning of the group farms to distribute the risk

Kanzoya
A 50%
N 30%
B 20%

Sow 50% of the acreage with Pioneer P28
Sow 30% of the acreage with Duma 43
Sow 20% of the acreage with DH02

Mucerere
A 50%
N 30%
B 20%

Sow 50% of the acreage with Nyayo
Sow 30% of the acreage with Kat X 56
Sow 20% of the acreage with Kayelo

Seven-up
A 30%
N 50%
B 20%

Sow 30% of the acreage with Nyayo and DK8031
Sow 50% of the acreage with Kayelo and Sungura
Sow 20% of the acreage with DH02 and Katumbuka

Pioneer P28, Duma 43, DH02, DK8031 and Sungura are maize see varieties and Nyayo, Kat X 56, Kayelo, and Katumbuka are bean seed varieties. All suitable for Kenyan 

drylands.
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As an illustration, the Kanzoya farm group loca-
tion, whose climatic services were derived from the 
above-normal prediction category, experienced av-
erage rainfall during this season. As a result of using 
seed kinds adapted for above-average precipitation, 
individual farmers in this location did not harvest 
much from their crops. However the Kanzoya group 
farm did not suffer a complete loss since farmers had 
divided the farm into three sections to accommodate 
the three probability groupings. Because of this, they 
received a bumper crop of the Duma 43 variety of 
maize from the group farm’s 30% share.

The narrative from the focus group discussions 
concurred with the quantitative yield estimates, 
which are presented in Figure 2. In line with the 
communicated forecast, the Mucerere agricultural 
group experienced above-average rainfall. Partici-
pating farmers in this area received a bountiful har-
vest from their individual farms and from 50% of 
their collective farms. The Seven-up farm group’s 
participating farmers, however, did not reap much 
from their individual farms because they had planted 

seed kinds for normal to above normal conditions in 
accordance with the stated prognosis, but the actual 
rainfall received was below average. Yet, their group 
farm did not completely lose out because 20% of the 
farm produced an excellent crop of DH02 maize, a 
seed variety suitable for below-average rains.

The group farm demonstration helped farmers un-
derstand the role of probability in forecasts and how 
they may use it to share the risk, despite the concerns 
surrounding forecast skills. Because of this, the farm-
ers were able to maintain a healthy mix of caution and 
assurance throughout the season. According to the 
majority of farmers, all farmers in the county should 
have access to climate services because they will all 
reap similar benefits. Farmers cited the following 
requirements as necessary in order to make all farm-
ers, train farmers to adopt climate services: Increase 
accessibility, educate farmers to comprehend and use 
the services, and transparently communicate forecast 
probability. These results suggest that improvements 
could be made to current forecast delivery practices as 
far as the format is concerned in Kenya. 

Figure 2. Yield estimates (kg) for the different cultivars indicated in Table 2 in different study sites.
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4. Conclusions
This article set out to advance climate informa-

tion services adoption by understanding how the 
interpretation of raw seasonal forecasts into proba-
bilistic advisories can help bring a balance between 
caution and confidence among resource-poor small-
holder farmers. To this end, the practical engage-
ment of smallholder farmers provided insight into 
the importance of revealing forecast uncertainty and 
considering the same in the formulation of advisories 
(probabilistic advisories), which uphold the credibil-
ity of climate services and hence improved adoption.
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