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Dust storms are commonly occurring phenomena in Tajikistan. The 
known aridity of the region is a major factor in promoting numerous 
dust storms. They have many diverse impacts on the environment and 
the climate of the region. The classification of dust storms and synoptic 
conditions related to their formation in Central Asia are discussed in the 
content of their diverse impact. We address dust optical properties that 
are representative of the region. Dust storms significantly reduce visibly 
and pose a human health threads. They also cause a significant impact 
on the radiative regime. As a result, dust storms may cause a decrease in 
temperature during daytime of up to 16℃ and an increase in temperature 
during night time from up to 7℃ compared to a clear day. 
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1. Introduction 

Tajikistan is situated in the global dust belt on the 
way of transport routes of dust from some major 
dust sources like the Aralkum desert of the desic-

cating Aral Sea, the Kyzyl-Kum and Karakum deserts east 
of the Caspian Sea, the Iranian Dasht-e-Kavir and Dasht-
e-Lut deserts and the deserts in Afghanistan, Sahara and 
Taklamakan desert [1-4] (Figure 1). Therefore, Tajikistan is 
frequently affected by severe dust events every year (from 
April untill November) and is a net accumulator of dust. 
Tajikistan is a country with a dry climate and benefits 

from its water resources in the mountainous Pamir region, 
which are stored in a large part in glaciers. Furthermore, 
Central Asia and especially Tajikistan are highly affect-
ed by climate change. For example, the dramatic glacier 
shrinking took place in the last decades, which has also an 
effect on the water resources of Tajikistan and the whole 
Central Asian area. Since the trans-regionally important 
rivers as Amu Darya and Syr Darya are fed by glacier 
melt water, which were originally feeding the Aral Sea, 
which now became itself a strong dust source [1-4]. On the 
other hand, deposited dust itself can accelerate glacier 
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melt by altering the glacier’s surface albedo [3].

Figure 1. Geographical map with desert regions (black 
text), dust belt (bright green dotted line), measurement 

site in Dushanbe, Tajikistan (red text) highlighted (http://
naturalearth.springercarto.com, adapted) [4]

It should be noted that in the period up to 1990th (Sep-
tember 20, 1989 to October 15, 1990), predominantly 
strong dust storms with the subsequent precipitations were 
observed. These dust storms had a duration of 6-8 hours 
and were accompanied by a decrease in the horizontal vi-
sual range down to 50 meters [5,6]. 

After 1990s, the duration of dust hazes increased to 
3 to 8 days (sometimes for a week). They often created 
a pulsating change in the range of the horizontal visibil-
ity, and, most importantly, were not accompanied by a 
precipitation. In the summer-autumn period of 2001 dust 
hazes reached the record frequency. It occurred almost 
daily with 29 days of dust haze stay in Dushanbe city 
between July-August. On November of 2007 (from 8 to 
24), the dust haze covered the whole territory of south-
ern Tajikistan. Sometimes, the horizontal visibility was 
less than 200-500 m. In August 2008 (from 4 to 15), and 
August of 2009 (from 25 to 29), pulsating dust episodes 
were observed, causing a deterioration of the horizontal 
visual range down to 200 meters. Often after prolonged 
dust haze episodes, dust particles were deposited on the 
ground without any precipitation. These deposits result in 
very high pollution levels in the surface layer [6]. Thus, it 
is important to study dust storms in Tajikistan that provide 
the motivation for this work. The goal of this paper is to 
provide a comprehensive characterization of dust storms 
in Tajikistan by linking the environmental conditions, dust 
properties, and dust diverse impacts.  

Aerosol plays an important role in the formation of 
weather and climate, both regionally and globally. Aerosol 
is frequently generated by dust storms (DS) in the atmo-
sphere of the arid zone. The fine particle fraction (with a 
diameter<1 μm) may be transported with the air flow far 
enough away from the source and it may remain long time 
in the atmosphere. Atmospheric dust is the aerosol, which 
significantly absorbs solar radiation and also interact with 

thermal radiation [7]. The extent of the observed effects is 
determined by the microphysical properties of dust parti-
cles, namely, by  their complex refractive index, particle 
size distribution, shape, density, and their total concen-
tration in the atmosphere that all control the dust optical 
properties and dust radiative impacts.

The fine particle fraction (with a diameter <1 μm) may 
be transported with the air flow far enough away from the 
source and it may remain long time in the atmosphere. At-
mospheric dust is the aerosol, which significantly absorbs 
solar radiation and also interact with thermal radiation [7].
The nature of the observed effects is determined by the 
microphysical properties of dust particles, namely, by  
their complex refractive index, particle size distribution, 
shape, density, and their total concentration in the atmo-
sphere that all control the dust optical properties and dust 
radiative impacts.

Depending on the concentration of dust and its vertical 
profile, time, and duration of the residence of dust in the 
atmosphere, it may have diverse effects on the air tem-
perature and the land surface vegetation [7-12]. For particle 
sizes of the order of a few micron or less, which determine 
the opacity of the dust storms or dusty haze, the visible ra-
diation is absorbed stronger than thermal [11,13]. Therefore, 
in the afternoon we can expect a decrease in the surface 
temperature under dusty atmosphere conditions, and at 
night - a warming in the comparison with normal condi-
tions, since the thermal radiation from the surface will be 
partially absorbed by a dusty atmosphere and reradiated 
back. Dust can increase the albedo of the system [8-11].

One of the effective way of determining the optical 
characteristics of atmospheric aerosol is a photo metric 
method of direct and diffuse solar radiation. Currently, 
the most advanced system in the automation of the mea-
surement efficiency of obtaining data and global coverage 
is network of AERONET aerosol observations (http://
aeronet.gsfc.nasa.gov) [14]. In Dushanbe, the study of the 
AOT (aerosol optical thickness) of atmosphere using the 
AERONET program was held in July 2010 in the regular 
mode measurements by the AERONET network with the 
support of collaborators from the United States, France, 
and Portugal [13]. 

For this research the data were taken from the archive 
of Agency on Hydrometeorology of Tajikistan and web-
site www.r5.ru.

https://rp5.ru/Weather_in_Dushanbe ; 
https://rp5.ru/Weather_in_Termez ; 
https://rp5.ru/Weather_in_Repetek ; 
https://rp5.ru/Weather_in_Bayramaly ;
https://rp5.ru/Weather_in_Qurghonteppa_(airport) ; 

DOI: https://doi.org/10.30564/jasr.v2i2.352
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2. Classification of Dust Storms and Synoptic 
Conditions Related to Their Formation in 
Central Asia

A dust storm is a phenomenon of strong gusty winds that 
bring into the air large amounts of dust, sand and other 
particles that are then suspended in the air, causing a de-
crease in  a horizontal visibility down to from 1-2 km to 
several hundred meters [12,15]. In Central Asia (CA), the 
main centers of dust storms are the Kyzylkum desert and 
the Karakum desert. In Tajikistan, dust storms occur most 
frequently in southern valleys of the Lower Kafirnigan, 
Vakhsh, Kyzyl-Su, and Yakhsu [16]. 

A dusty haze is a phenomenon, in which  solid particles 
are suspended in the air and the horizontal visibility is 
limited to 2-4 km. Dust particles can travel hundreds and 
even thousands kilometers from the point of their initia-
tion during dust storms. In the case of the turbulent state 
of the atmosphere, dust can be transported to the heights 
of 3-4 km, and more. The thickness of the layer of dust 
haze depends on the wind speed and the vortex structure.  
Ascending air currents lead to dust haze being lifted up to 
5-7 km.

The initiation and spread of dust storms depend on the 
following two conditions: the presence of suitable materi-
als (dust, sand) and strong winds, which capable to carry 
particles horizontally and vertically. Favorable conditions 
for dust storm are created by prolonged dry periods, the 
presence of loess soils in the foothills, loose sand in the 
desert, and frequent gales. In Tajikistan, especially the 
strong dust storm or the so-called "Afghan" occurs in 
warm seasons (June-September).

The Kyzyl-Kum Desert, Karakum Desert and Aral-
Kum are known local sources of dust in the Central Asian 
region.

The Kyzylkum Desert is the 11th largest desert in the 
world. Its name means "red sand" in Uzbek and Kazak 
languages. The desert is located in Central Asia in the 
flood plain between the rivers Amu Darya and Syr Darya, 
and is divided between Kazakhstan, Uzbekistan, and 
Turkmenistan. The desert occupies about 298000 square 
kilometers.

The Karakum Desert) occupies about 70%, or the 
350000 km2 area of Turkmenistan. The desert located to 
the east of the Caspian Sea, with the Aral Sea in the north 
and the Amu Darya River and the Kyzylkum desert in 
the north-east. The Murghab River and Tedjen River flow 
from Hindu Kush Mountains in the south and through the 
desert, providing water for irrigation purposes. The largest 
irrigation canal in the world is the Karakum Canal that 
crosses the desert. 

An additional source of dust, the Aral Sea, arose in 
the last quarter of the last century. During the hot season 
(June-September), the surface is heated by the solar radi-
ation. The moisture evaporates and the upper layer of soil 
is converted into a friable mass of sand, which is capable 
of moving by winds, and transferring the fine material 
from the surface into the atmosphere. Strong winds, es-
pecially in the summer, often form dust storms. Note that 
dust, salt, and sand storms cause extensive ecological and 
economic damages, especially to the vegetation, agricul-
tural lands, and industrial facilities. They also pose a seri-
ous health thread. 

It is advisable to consider first not the genetic classifi-
cation of dust storms (DS), which is rather difficult, but a 
classification according to some external features. From 
the point of view of the duration of dust storms and visi-
bility, they [17] propose the following main types:

(1) Short-term dust storms with a relatively small de-
terioration in the visibility. Their duration often does not 
exceed several minutes, very often these are dust storms 
caused by purely local wind features. 

(2) Short-term dust storms with a strong deterioration 
in the visibility. The duration of these dust storms are the 
same as the first type, but they can cause a drop in the 
visibility to one kilometer, and sometimes less than a kilo-
meter (to 100 - 200 m) [17]. 

(3) Long-lasting and pulsating dust storms with a rel-
atively small deterioration of the visibility (2-4 or more 
kilometers) [17]. Dust storms can last for several hours or 
even days and are generated by stable pressure fields with 
large horizontal gradients. Particularly dangerous and dif-
ficult the dust storms with pulsating visibility.

(4) Long-lasting severe dust storms with a large dete-
rioration of the visibility (1 - 2 km or less). These are the 
most dangerous dust storms when you consider that they 
usually have a greater vertical power [17].

(5) Dusty or sandy storms drifts represent the phenom-
enon of the transfer of dust and sand in a layer not more 
than 2 m from the soil surface. In general, dust drifting in 
its pure form is extremely rare [17]. 

Dust storm (dust haze) leads to a decrease in the hori-
zontal visibility range. To determine the degree of a reduc-
tion of the horizontal visibility range, weather conditions 
with a relative humidity of less than 50% were chosen, 
which is typical of the situation associated with DH in 
Tajikistan. Figure 2 shows the frequency of the horizon-
tal visibility range (in%) is less than 1 km and 10 km in 
Dushanbe for the period 1950-2014. As one can see, after 
the 1970s, aerosol pollution associated with dust storms 
prevails in the atmosphere.

DOI: https://doi.org/10.30564/jasr.v2i2.352
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Figure2. The frequency of repeat ability of the horizontal 
visibility range (in%) is less than 1 km and less than 10 

km in Dushanbe city for the period 1950-2014

A long rainless period of summer months in Central 
Asia and in the foreign territory adjacent to it leads to 
a strong degradation of the soil surface, as a result of 
which DS can occur even at low wind speeds (7-10 m / 
s). If the air mass, moving over the Central Asian deserts, 
loses contrast in the surface air layer and atmospheric 
fronts pass through the territory of Tajikistan in a weak-
ened form, then dust storms do not occur. However, dust, 
reaching a vertical height of 5 km (Figure 3) [5], even from 
remote sources of DS, can be brought into the territory of 
Tajikistan in the form of the dust haze (DH) from the des-
ert zone (Figure 4) [5].

Figure 3. The vertical profile of the back scatter coeffi-
cient recorded using the Lidar  complex Polly XT - TRO-
POS during the dust haze period of August 9, 2015 as part 

of the CADEX project

Figure 4. The back trajectory of air masses during the 
formation of DH

In the case of intense invasions of cold air with the 
rapid mixing of atmospheric fronts, strong winds arise, 
causing DS and DH both outside Tajikistan and in its 
valleys along the route of the air flow. Orography fea-
tures also contribute to the strengthening of winds in the 
south-western regions of Tajikistan, and the DS capacities 
in this zone are associated with the large reserves of loess 
soils and light gray soils (1000 square kilometers desert). 
Dust storms invade Tajikistan mainly from the south of 
the country (Ayvadzh village), while the invasion through 
a narrow gorge in the south of the republic framed by low 
mountains (altitude 1100 m) creates an aerodynamic ef-
fect, the speed of the invasion can sometimes reach 25-30 
m/sec, extending to Dushanbe. Since the Dushanbe city 
is covered from all sides by mountains, the dust haze may 
exist for a long time [5].

The Dushanbe city is located at an average elevation of 
821 m above sea level, in the intermountain Gissar valley, 
surrounded from the north by the Gissar ridge, and from 
the south by the low Rangon mountains. The valley is 
open only from the western and eastern sides by narrow 
intermountain passes. The orographic isolation of the 
valley contributes to the increase of the air circulation, as 
a result of which windless weather prevails here and, ac-
cordingly, a stagnation of pollutants occurs [1-3].

One of the main factors causing the air stagnation is the 
anticyclonic circulation, which causes the development of 
powerful retention layers — the inversion layer, when the 
temperature rises with the height, or the is other mal layer, 
when the temperature in a certain surface layer remains 
constant. Inversions that have the most significant effect 
are formed on clear and cloudy nights due to the cooling 
of the surface air layer. In addition, during the winter 
period, the arctic front plays a role of the retaining layer, 
which penetrates into the valley and sharply cools the sur-
face layer of the air at an altitude of 1-1.5 km.

As a result of these phenomena, there is a retention and 
accumulation of  pollutants. Such substances include: par-
ticulate matter (dust, combustion products) and harmful 
gases (CO,  ground-level ozone, NOx, etc.). 

Some episodes of the dust haze for the period 2010-
2015 are shown in Table 1 and Table 2, indicating the 
aerosol optical thickness (AOT) (at ƛ= 1020, 500 and 
340 nm), water vapor amount  (W, cm), Angstrom pa-
rameter )(λα , fine and coarse and total fractions of AOT 
at 500 nm, the number of measurements per day (N), the 
value of the daytime cooling and nighttime warming, 
as well as the mass concentration of particle matter less 
than 10 mm (PM10) for these days. For comparison, 
these characteristics are given for particularly clear days 
of this series [6].

DOI: https://doi.org/10.30564/jasr.v2i2.352
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The high values of AOT, PM10 and low values   of the 
Angstrom parameter indicate the presence of the dust. The 
duration of dust in the atmosphere of Dushanbe due to 
the city’s relief is alarming[6]. Table 1 and Table 2 present 

episodes of pure dust cases (τ≥0.4; 0.2) and some data of 
the clean atmosphere (τ<0.2; 1.5). In the spring, the Ira-
nian branch of the polar front begins to shift to the north 
and passes through Central Asia. At this time, temperature 

Table 1. Some episodes of the dust haze for the period 2010-2012

Date
τ

W(cm) )(λα AOТ (500nm)
N dTd dTn PM10(µg/m3)

1020nm 500nm 340nm Total Fine Coarse
06/14/2010 1.876 1.795 1.866 2.369 0.025 1.787 0.168 1.619 6 -2.6 3.3 748
08/23/2010 2.533 2.775 2.878 2.605 0.12 2.77 0.479 2.291 25 -1.3 4.2 1156
08/24/2010 0.846 0.934 0.959 1.41 0.1 0.932 0.151 0.781 16 -5.2 2.3 389
10/02/2010 0.03 0.053 0.07 0.431 0.553 0.052 0.021 0.031 59 22
10/13/2010 1.446 1.528 1.571 2.02 0.073 1.527 0.218 1.309 8 -2.3 5.2 637
10/22/.2010 1.037 1.084 1.081 0.762 0.033 1.084 0.147 0.938 43 -12.2 5.4 452
01/21/2011 2.136 2.32 2.538 1.097 0.17 2.318 0.447 1.87 2 -2.8 6 967
01/30/2011 1.299 1.334 1.437 1.155 0.095 1.334 0.195 1.139 2 -2.8 5.5 556
03/06/2011 1.323 1.356 1.452 1.07 0.087 1.354 0.196 1.158 1 -2.5 6.8 565
03/23/2011 0.714 0.704 0.739 0.872 0.214 0.706 0.076 0.63 8 -1.8 1.2 293
08/08/2011 1.602 1.749 1.818 2.031 0.103 1.75 0.305 1.445 33 -3.8 1.1 729
08/26/2011 1.766 1.994 2.093 2.641 0.149 1.995 0.42 1.575 37 -4.4 1.6 831
10/06/2011 2.68 2.661 2.623 1.428 0.027 2.665 0.271 2.394 11 -4.3 3.7 1109
10/07/2011 1.415 1.4 1.416 1.578 0.011 1.401 0.129 1.272 36 -6.1 0.5 583
10/08/2011 0.862 0.896 0.947 1.537 0.068 0.896 0.125 0.771 30 -5.7 0.3 373
11/30/2011 0.03 0.069 0.11 0.52 1.427 0.557 0.452 0.104 11 29
05/16/2012 1.857 1.856 1.932 2.174 0.031 1.854 0.207 1.647 2 -4.5 1.6 773
07/13/2012 0.947 1.072 1.115 1.406 0.133 1.07 0.218 0.852 64 -2.8 0.8 447
08/25/2012 0.886 0.989 1.048 1.905 0.136 0.987 0.179 0.808 48 -6 3.6 412
12/21/2012 0.021 0.058 0.094 0.718 1.685 0.12 0.104 0.015 18 24

Table 2. Some episodes of dust haze for the period 2013-2015

Date
τ

W(cm) )(λα AOТ_500nm
N dTd dTn PM10(µg/m3)

1020nm 500nm 340nm Total Fine Coarse
02/07/2013 0.018 0.047 0.071 0.291 1.562 0.114 0.103 0.011 9 20
02/09/2013 2.506 2.539 2.694 1.211 0.059 2.534 0.325 2.209 1 -3.4 3.3 1058
02/27/2013 1.774 1.959 2.132 0.929 0.186 1.955 0.401 1.554 1 -11.2 9.3 816
03/01/2013 1.17 1.129 1.162 0.879 0.016 1.129 0.096 1.033 2 -14.4 6.3 470
03/22/2013 1.487 1.423 1.429 0.87 0.036 1.42 0.098 1.323 12 -1.4 3 593
05/19/2013 0.581 0.633 0.686 1.902 0.108 0.632 0.099 0.533 25 -6.5 4.6 264
07/05/2013 0.333 0.451 0.585 1.942 0.55 0.448 0.146 0.302 32 -1.9 2.9 188
08/01/2013 0.509 0.795 1.053 2.586 0.684 0.789 0.359 0.431 2 -5.9 0.9 331
08/07/2013 0.35 0.489 0.645 2.209 0.518 0.486 0.169 0.317 35 -2.7 1.5 204
11/05/2013 1.254 1.306 1.349 1.551 0.075 1.305 0.185 1.12 1 -2.2 7.2 544
11/23/2013 0.865 1.062 1.253 0.991 0.367 1.06 0.312 0.749 1 -1.8 1.6 443
07/02/2014 1.393 1.516 1.619 2.275 0.122 1.516 0.243 1.273 50 -4.6 3.4 632
07/25/2014 0.565 0.644 0.708 1.493 0.149 0.644 0.117 0.527 60 -2.9 2 268
07/26/2014 0.449 0.537 0.627 1.679 0.233 0.536 0.119 0.417 58 -3 0.6 224
07/30/2014 0.505 0.655 0.803 2.185 0.367 0.654 0.187 0.466 30 -6.5 6.2 273
08/15/2014 0.941 1.055 1.123 1.481 0.141 1.054 0.196 0.858 11 -7.6 4.6 440
09/28/2014 1.021 1.1 1.138 1.749 0.074 1.1 0.162 0.938 36 -5 3.2 458
11/19/2014 1.047 1.209 1.387 0.961 0.412 1.206 0.287 0.92 5 -4.8 3.8 504
11/20/2014 0.488 1.25 1.791 1.311 1.285 1.239 1.116 0.123 2 -8.9 0.8 521
12/27/2014 0.017 0.045 0.067 0.298 1.333 0.382 0.049 0.333 8 19
01/01/2015 0.088 0.161 0.23 0.418 0.942 0.078 0.033 0.045 14 67
07/06/2015 1.106 1.208 1.247 1.655 0.088 1.208 0.204 1.004 27 -5 7 503
07/21/2015 1.112 1.253 1.357 2.441 0.171 1.252 0.241 1.011 33 -7 3 522
08/09/2015 1.212 1.378 1.43 1.383 0.129 1.377 0.28 1.097 54 -5 6 574
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contrasts at the front reach their maximum value, which 
leads to an increase in the intensity of cyclones.  The 
cyclonic activity in the southern areas of Central Asia, 
including Tajikistan, causes a pronounced early spring 
(March - April) maximum in the precipitation [13,14,17,18]. 

In the valleys of Tajikistan, the dust haze may be a 
result of the dust storm. This dust haze is delayed by the 
high mountains more than 2000 m high and lasts from 
a few days up to a several weeks. Over the last 20-30 
years, a number of dust haze events in Tajikistan has 
increased. In addition, the haze may come from other 
areas: from the southwest, and south (from April till No-
vember every year).  The wind that brings it has received 
a local name of "Afghan". The "Afghan" is of a gray 
color, reminiscent of fog or haze. The name of the “Af-
ghan” has no scientific evidence as most dust invasions 
of Tajikistan have a long-term source such as the Sahara 
deserts east of the Caspian Sea, the Iranian Dasht-e-
Kavir and Dasht-e-Lut deserts, the Aralkum desert of the 
desiccating Aral Sea, the Kyzyl-Kum and Karakum  and 
the deserts in Afghanistan, and Taklamakan desert. The 
Afghans call this dust invasions “Shuravi” (mean dust 
come from Soviet Union) as the dust invasions enter Af-
ghanistan through the desert zone of Uzbekistan [5].

Besides the "Afghans", in rare cases that occur (ones 
every 5-10 years), a dust haze can be transferred from 
the east of the Taklamakan Desert (China). As a result, 
the glaciers and snowfields are painted by the light 
orange color. The local name of this dust haze is "Chi-
nese". This type of dust haze is observed in springs 
(March - April). This dust haze reaches eastern Tajiki-
stan, and very rarely, once in 20-30 years, it carries over 
to western Tajikistan.  Dust storms in the Taklamakan 
desert occur on the southern periphery of a strong anti-
cyclone centered in the region of the Lake Balkhash [5]. 

3. The Number and Duration of Dust Haze 
Episodes

The bulk of the Central Asian dust storms develops over 
its lowland area, where the most favorable conditions 
occur. However, the distribution of dust storms in differ-
ent parts of Central Asia is extremely uneven. It varies 
greatly and depends on the place of the origin, the type 
of synoptic processes, seasons and local topography.

The Figure  5 shows the number of days with the dust 
haze in Termez, Shaartuz, Kurgan-Tube, and Dushanbe 
in the period between 2000 and 2014. The average annu-
al number of days with the dust haze in Dushanbe is 12, 
with seven of which having a strong dust haze, when the 
visibility is less than 2 km.

Figure5. The number of episodes of the dust hazes 
during the 2000-2014 period at stations:  Dushanbe (1), 

Kurgan-tube(2), Shaartuz(3), and Termez (4)

In the early 1990s, short term dust hazes that last-
ed 5-7 hours were very strong. In the later part of the 
1990s, dust hazes sometimes lasted several weeks, with 
a visibility of less than 2 km. For example, in 2001, dust 
hazes reached the record frequency, with an almost daily 
occurrence in Dushanbe between June and August. There 
was 29 days continuously dust haze stay in the  atmo-
sphere of Dushanbe between July to August 2001.

Our studies [19-22] have confirmed that a dust haze leads 
to a daytime cooling of air by 3-8oC and a nighttime 
warming by 2-5oC compared with a clear weather condi-
tion. Between November 12 - 20th of 2007, the dust haze 
covered the whole territory of southern Tajikistan. Some-
times, the horizontal visibility was less than 200-500 m. 
It should be noted that in the period from September 20, 
1989 to October 15, 1990, predominantly strong dust 
storms with the subsequent precipitations were observed. 
These dust storms had a duration of 6-8 hours and were 
accompanied by a decrease in the horizontal visual 
range down to 50 meters. After 1990s, the duration of 
dust hazes increased to 3 to 8 days. They often created a 
pulsating change in the range of the horizontal visibility, 
and, most importantly, were not accompanied by a pre-
cipitation event. In the summer-autumn period of 2001, 
November of 2007 (from 5 to 24), August 2008 (from 
4 to 15), and August of 2009 (from 25 to 29), pulsating 
dust episodes were observed with a deterioration in the 
horizontal visual range down to 200 meters. Often after 
prolonged episodes of the dust haze, dust particles were 
deposited on the ground without any precipitation. These 
deposits result in very high pollution levels in the sur-
face layer.

Figure 6 shows the results of our analysis of the du-
ration of dust haze episodes. The trend in the number of 
dust episodesis similar for all stations. The duration of 
the dust haze over 2005-2014 was uneven in its nature, 
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showing a varying dust activity with time. 
A seasonal change in the duration of episodes of the 

dust haze for each observation point (Figure 6) shows 
some peculiar features. Months of the clean atmosphere 
or "dusty" months remain overlap for each meteorolog-
ical station. These features are consequence of station 
geographical locations. The maximum duration of the 
dust haze for all meteorological points was observed 
in the summer time [19-22]. Durations of the dust haze in 
Dushanbe are more than in other sites because the city is 
surrounded by heals and mountains. 

Figure6. Duration of dusty haze episodes (in hours) in 
the period 2005-2014 at four stations by month: Termez 
(a); Shaartuz (b); Kurgan-Tube (c); and  Dushanbe (d)

During the instrumental observations 1961-2013, we 
have found an increase in a decade the mean annual tem-
perature of 0.7-1.2oC in the lowland areas of Tajikistan. 
A temperature increase (about 0.1-0.7o C) was observed 
in the southern regions of the country. In the mountains 
of central Tajikistan, Rushan, and the lowland of the 
Zarafshan, there was a small reduction of temperature of 
0.1-0.3oC. 

In large cities, the growth of the temperature was 
especially significant and reached 1.2-1.9oC, an effect 
that is clearly associated with the urbanization (building 
heating, roads, buildings, the impact of transport, busi-
nesses, etc.).

Figure 7 shows the dynamics of the average annual 
temperature in Dushanbe for the last 60 years. Our anal-
ysis of the meteorological data indicates a trend of an in-
crease in the mean annual air temperature. Over 60 years 
for the Kurgan-Tube (elevation 426 m) an increase was 
1.9°C, for Dushanbe (803 m), - 1.72oC, for Haramkul 
(2800 m) - 1.33°C, for the glacier Fedchenko (elevation 
4169 m) - 0.73oC. In 1997, the widely observed increase 
in the average annual temperature was 1-20C, in 1999 it 
was 1.2-2.1oC, and in 2000, it was 1.5o C over the long-

term average temperature. These increases have a signif-
icant impact on the state of glaciers and water resources 
of the region.

Figure 7. Dynamics of changes in mean annual surface 
air temperatures in Dushanbe

The highest temperatures were observed in 1990, 
1992, 2001, 2006 and 2007. Figure 7 shows that for 
these years the mean annual temperature was always 
greater than 16°C. The period between 1950 and 1974 
was the coldest of the last century. Most recently, the 
coldest winter was during 2007-2008. It was the coldest 
winter of the last 25 years, with the seasonal mean tem-
perature dropping to -5°C, which is significantly lower 
than the average for 60 years. Since the end of the 1970s 
over the whole of Tajikistan, a lot of the forest area was 
cut, creating favorable conditions for the development 
of semi-arid areas in the country. The reconstruction of 
forests will take several decades [16].

The increase of air temperature on the plain regions of 
Tajikistan constituted, on the average, 0.1-0.2ºC in a de-
cade. The biggest increase for the 65-year period is noted 
in Dangara (1.2ºC) and Dushanbe (1.0ºC), for the rest of 
the territory it constitutes 0.5-0.8ºC, in Khujand it is 0.3 
ºC (Figure 8). An insignificant increase of temperature in 
Khujand is most likely related to the development of ir-
rigation and building of the Kayrakkum water reservoir. 
The increase of the annual mean temperature in moun-
tainous areas constituted 0.3-0.5ºC in the 60-year period, 
except separate isolated canyons where the trends are 
less notable or negative. The biggest increase of annual 
mean temperature in the mountainous zone (1.0º-1.2ºC) 
was observed in Khovaling, Faizabad and Ishkashim. 
In altitudinal zones (more than 2500 masl), the increase 
of temperature on average constituted 0.2-0.4ºC and up 
to 0.6ºC in Djavshangoz. The decrease of temperature 
(-1.1ºC) during this period is noted in the kettle of the 
Bulunkul Lake, which could be related to the character-
istic features of climate in the Eastern Pamir [3].
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Figure 8. Annual air temperature anomalies in Tajikistan 
for the period 1940-2000 [3]

An analysis of the meteorological data for the last 
thirty years shows that around the 1980s, Tajikistan ob-
served strong dust storms, especially in September 1989 
and October 1990 that were 7 to 11 hours long. Over the 
last thirty years, observed dust hazes typically last 4 to 
15 days, and are accompanied by a pulsating change in 
the visibility, typically ending without a rain. Several 
strongest dust hazes occurred in the summer-autumn of 
2001 (dust stays in the atmosphere for 29 days during Ju-
ly-August 2001), November (5 to 24) of 2007 and August 
(from 4 to 15) of 2008, August of 2010, and July-August 
of 2011. They pulsed with the horizontal visibility range 
down to 200 meters. After the dust haze ends, the rainfall 
does not occur and sub-micron dust particles remain in the 
atmosphere in the surface layer for a long time [5].

The climate warming in the next 50 years could lead to 
a global climate catastrophe. Under climate warming, arid 
zones in Tajikistan may experience drought and expansion 
of desert areas (desertification areas), which may lead to 
more frequent dust storms (or dust hazes) in the Central 
Asia region. Especially dangerous, the effect of warming 
could be on the glaciers, which are the main sources of 
fresh water in the region.

4. Aerosol Characteristics of Dust Storms in 
Tajikistan

The climatic effects of aerosol are primarily determined 
by the complex refractive index of the particles m=n-iκ, 
which determine the ratio between absorption and scatter-
ing radiation by particles [9,11,23-26]. These aerosol charac-
teristics affect the dust optical properties and hence dust 
radiative impacts.

Several methods are used to determine the real and 
imaginary parts of the refractive index of dust aerosol. 

They can be divided into two groups [24]. The first group 
includes methods for determining the real, n, and imag-
inary, κ, parts based on  measurements of optical and 
radiative characteristics of aerosol in the atmosphere by 
applying  the inverse solution of problems [27]. The second 
group includes methods that involve the analysis of dust 
aerosol samples. These methods, in turn, can be classified 
as follows: modeling techniques, by using the modeling 
of known refractive indices of the main components of 
substances [9,11]; methods of the diffuse reflection, which 
is based  on the theory of  Kubelka – Munka [28,29]; the 
Kramers-Kronig method [30-36]; and diffuse transmission 
methods [36-38].

A characteristic feature of the first group of methods is 
that they allow to identify some of the effective value of 
the imaginary part  of dust aerosol present in real atmo-
spheric conditions [24]. For example, [39] describes a method 
for determining κ for atmospheric dust with respect to the 
direct and diffuse solar radiation reaching the Earth's sur-
face. It is assumed that the particles are spherical and the 
size distribution of particle is precisely known, in partic-
ular, [40] use the Jungle distribution  type. A determination 
result of is highly dependent on the choice of the surface 
albedo. In a slightly modified form, the method is used in 
[41], where for Saharan aerosol was obtained  the values of 
κ=0.0029; 0.008; 0.018, respectively, for λ=0.61; 0.468; 
0.375 m, assuming that . The size distribution of the parti-
cles was determined experimentally.

Methods of the second group are associated with a num-
ber of technical difficulties encountered in their implemen-
tation. In addition, a potential drawback of these measure-
ments may be that the selection and preparation of aerosol 
samples are distorted that affect measured optical charac-
teristics [24]. The first approach of the second group classi-
fication discussed above found its development in [26,42,43]. 
It is based on an assumption that the effective refractive 
index of the material can be modeled by considering it as 
a mechanical mixture of compounds, which is established 
from the chemical analysis of aerosol samples. In partic-
ular,  Andronova, Zhukovsky and Mandibles [42] describes 
a model of the aerosol chemical composition, which most 
closely matches the composition of the samples taken in the 
steppe and desert zones. Given values of are for the relative 
humidity of 18-25%, Andronova, Zhukovsky and Mandi-
bles [42] showed that for this model of  arid aerosol, an in-
crease in the proportion to  free water leads to a smoothing 
of the spectral variation of n(v) and κ(v); values of n(v) in 
the visible region is reduced from n=1.65 when the relative 
humidity f = 18 ...25% to n=1.382, f = 75 ...85% [24].

Different approaches exist for estimating n and κ, 
consequently, κ, using  R.  Authors of [28,41] present a com-
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monly used approach, based on the Kubelka-Munk theory. 
According to this theory, one does not need any prior 
information on the properties of the particle sample. Data 
for κ, obtained in these studies are presented in [23]. 

Another approach to define m from the measured re-
flection is the Kramers-Kronig relations, developed in [30]. 
The essence of the method is as follows: the measured re-
flection spectrum R(v) (v - frequency) is used to calculate 
the phase shift Θ(ν0 ) using the dispersion relations

Θ(ν0 )=-ν0/π∫0
∞lnR(ν)/(ν2-ν0

2 )dν     (1)

This method allows to define the complex amplitude 
reflection coefficient

r(ν0 )=R(ν0 )
0.5 exp(iΘ(ν0))     (2)

Then, using the Fresnel formulas one can determine 
the complex refractive index m(v0) and, therefore, deter-
mine the characteristics of n(v0) and κ(v0)

[24].To determine 
the optical constants of dust aerosol, we use the infrared 
spectrum (IR), where the diffuse transmittance is usually 
applied. In general, these methods differ in the preparation 
of the samples. The most widely used method is prepar-
ing tablets of KBr [31,42,44]. In this method, the dust aerosol 
powder mixed with KBr or other alkali metal halide, is 
compressed into a tablet form. The essential requirements 
of this approach are: a limit on the size of the particles of 
the substance (r＜ λ), where λ is the wavelength, and the 
proximity of the refractive index of the alkali metal halide 
to the index of the refraction of the analyzed material in 
the transparency window.

An application of the method on a KBr tablet to the 
study of dust aerosol has yielded spectra of n and κ in the 
IR [31,44]. The values of the real part were calculated by the 
Fresnel formulas based on the found range of κ. A slightly 
modified version of the method was used to determine the 
optical constants of the samples of soil and dust [44]. The 
average value of κ for eight different types of dust is pre-
sented in [23,24]. 

In September of 1989, on the territory of Tajikistan, the 
Soviet-American complex experiment was held to study 
the lifting of dust, chemical, microphysical, and optical 
properties of dust aerosol and its impact on local weather 
conditions and climate [45]. The experiment took place in 
the framework of the Soviet-American agreement on the 
environmental protection plan for the Working Group 
VIII. In addition, experiments were conducted in the Kar-
akum Desert, based in the Repetek sand-desert reserve in 
1970. They provided the important data on the profile of 
solar and thermal radiation. More detailed studies of the 
optical characteristics of dust were carried out during  the 

Global aerosol-radiation experiment (GAREKS) in 1977 
and 1979 [46].

Golitsyn [45] describes the objectives and the plan of the 
conducted experiment that took place in the south of Ta-
jikistan in the fall of 1989, see Figure 11. The objectives 
included the study of the characteristics of dust aerosol 
and its impact on the radiative fluxes, and consequently on 
the local weather conditions and climate. Synoptic condi-
tions during the experiment were described in [47]. During 
the experiment, a satellite observation [48] and airborne 
sensing [49] were also conducted. The study on the depo-
sition of dust showed that in Shaartuz, 10-30 dust storms 
were observed per year, and measured average annual 
values of the intensity of deposition of dust aerosol were 
206-617 g/(m2 year).

The model of deposition and transport of desert dust 
for the Valley of the Kafirnigan River (Figure 9) was con-
structed using the results of the study of the dust storm 
that occurred on September 16 and 20, 1989 in Shaartuz 
[45]. In [50], an analysis is presented of the temperature in the 
atmosphere surface layer in September 1989 during the So-
viet-American experiment, showing that there is a marked 
cooling of the air under the dust haze layer. Experimental 
evidences suggest that the decrease in temperature and am-
plitude of its diurnal oscillations coincide with a decrease 
in the visibility range. A significant increase in the optical 
thickness during the dust storm  was observed  [51].

The result of dust microphysical studies were presented 
in [45]. This study reported that in the arid zone of Shaar-
tuz, the particle size distribution in the range of 0.1-2 
microns can be approximated by the Young's distribution, 
and in the range of 2-20 microns, it can be represented by 
the lognormal distribution. Results of the measurement of 
the optical thickness of the atmospheric aerosol obtained 
by the Soviet and American experiments are shown in [45]. 

Figure 9. Scheme of the Kafirnigan valley in the south-
west of Tajikistan, 1, 2, 3, - ground station data collec-

tion: Shaartuz, Esanbay, Dushanbe, respectively, 4-Kur-
gan-Tube, 5-Termez, 6-Repetek, 7-Bayramali
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The altitude range of transport of arid aerosol largely 
depends on the source of the dust, and on the set of atmo-
spheric processes.  It is believed that the transcontinental 
transport of dust from the Taklimakan Desert occurs just 
under tropopa use layer (~ 10 km) [38,52]. Over Japan Asian 
dust aerosols observed in a wide range of heights from 6 
to 10 km [43]. 

5. Temperature Effects of Dust Storms in 
Southern Tajikistan

In this section, we analyze changes in surface air tem-
peratures during a dust haze event in the atmosphere over 
Dushanbe, Shaartuz, and Esanbay, in September 1989. 
We also present quantitative estimates of the cooling of 
the air that reduces the amplitude of the daily temperature 
fluctuation with the reduction of the horizontal visibility 
range. For these estimates, measurements of the direct so-
lar radiation, taken by an actinometer, and the attenuation 
coefficient of air photoelectric aerosol turbidity (by using 
photoelectric aerosol Nephelometer (PhAN) are being 
used. 

Golitsyn and Shukurov [10] studied the effects of dust 
on the temperature using the example of dust storms in 
the south-western region of Tajikistan. Their study fo-
cused on the relationship between the temperature of the 
surface air layer and the horizontal visibility Sm, based 
on the data from five weather stations - Ayvaj, Shaartuz, 
Kurgan-Tube, Sanglok, and Dushanbe, which are located 
in the direction of south-to-north, similar to the movement 
of the air in the periods of dust storms. A distance from 
Ayvaj to Dushanbeis about 250 km. The data are from 
10 days of strong dust hazes, which occurred in theJu-
ly-August1976, 1979, 1980, and 1984 with the vertical 
thickness of the dust layer reaching 1.2-2.5 km, Sm values 
ranged from 0.2 km to 10 km.In the daily course often, 
almost in all cases,there was a decrease of temperature 
during the daytime, and an increase in the temperature at 
night in comparison with clear conditions. The tempera-
ture was measured 8 times a day, every 3 hours(Moscow 
time: GMT+3, day startswith00 hours).

All analysis gave the same results: a reduction in aver-
age daily temperature with decreasing Sm. This fact sug-
gested the possibility to consider a dust haze as a natural 
analogue of the smoke haze in the study of climate effects 
of nuclear war fires[53-55].

Our study describe a detailed analysis of the tempera-
ture data obtained at the meteorological stations: Dushan-
be, Shaartuz, and Esanbay. We investigated actinometrical 
atmospheric transparency Pa by aerosol, the attenuation 
coefficient in the atmospheric boundary layer σa, km-1 

and temperature effects for each episode of the dust haze. 
During the experiment, there were only two episodes of 
dust: the moderate haze during September 16-18, 1989 (the 
1st episode) and the thick haze on September 20-21, 1989 
(the 2nd episode). Synoptic conditions during the experi-
ment described in [47]. The values of the average daily drop 
of the temperature (ΔT) and the amplitude of the tempera-
ture oscillations (ΔTA) in its daily course were evaluated 
only for the 1st day of the dust haze on 20 September. 
The results of measurements air temperature t (° C) (see 
Figure 11), actinometrical transparency of the atmosphere 
in aerosol (Pa) and the attenuation coefficient σa , as well 
as obtained from these data values of the aerosol optical 
thickness of the atmosphere, τa=-lgPa and σa , are shown 
in Figure 12. 

Figure 10 (a) dots denote: I –values t, measured at the 
meteorological station Dushanbe; II-value t, which could 
be realized in 09 hours on September 20 in the absence of 
the dust haze; III-value t which could only be realized due 
to the arrival of the cold air mass. The envelope line of I 
held on the maximum t in the non-dust days 15, 19, and 
28 September; the envelope-line II-done with the mini-
mum night t in the non-dust days of 25 and 28 September; 
the envelope line III-done with maximum daily values of 
t in clear  days25 and 28 September; the vertical dashed 
line IV is  in the period 09 hours, close to the time of the 
invasion of the cold air mass in the range of Dushanbe; 
poly line V-conducted by the values t measured in the 
term of09 hours to determine the day with a maximum 
turbidity of the air.

The solid vertical lines denote the beginning and end of 
the precipitation event. Oblique dashed line shows a des-
ignated intervals maximum t, day at 12 and 15 hours and 
the minimum in 00 hours and 03 hours. Due to the lack of 
value of t, 15 and 21 h points are joined by a dotted line.

As can be seen from Figure 10, the main features in the 
behavior of day and night, ºC, when the dust haze agree-
ment with the data [10] days, temperature values t fall due 
to the general weakening of the solar radiation in the vis-
ible and infrared radiation emitted from the earth surface 
caused by dust hazes. The absolute values of the daytime 
cooling of the air are higher than its night time warming. 
The same result can be seen for meteorological stations 
Shaartuz and Esanbay.
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Figure10. Variations surface air temperature in Dushanbe 
during the dust storms: a - in September 1989, b - in Octo-

ber 1990

During the second episode of the dust storm, with the 
arrival of the cold air mass between the 06 and 09 hours 
on September 20,  within 09 hours according to Figure 
10, the temperature was reduced by about 100 (Figure 
10 shows the difference in t, oC,  levels 3 and point 1 of 
the envelope). This finding is consistent with the data 
[56]:  the intrusion of the cold air on the territory of Tajik-
istan(Weather data in Ayvaj) 02 hours on September 20, 
causes  a sharp decrease in the air temperature.

The line I (Figure 11) indicates amonotonic decrease 
in t, oC from 15 to 29 September by about 10o C, which in 
overall agree with many years of average data on the tem-
perature in this period by about 6o C.

Thus, the analysis of the results showed that for the first 
dust episode(September 17) daytime temperature dropped 
relative to the line 1 is for Dushanbe - 2.4oC, for Shaartuz 
- 5.5 oC, and for Esanbay-5 oC. The nighttime temperature 
is increased relative to the line II, respectively 2oC, 3oC, 
and 1.3oC.

For the second dust episodeon September 20, the day-
time temperature dropped to the line I is14 oC for Dushan-
be, 11oC for Shaartuz, and12.4oC for Esanbay. The night 
temperature increased relative to the line II of the2.4oC, 
3oC and 2oC, respectively.

Figure 11(dots) denotes 1 - Pa values of the transpar-
ency of the atmosphere, according to solar radiation mea-
surements (angular height of the Sun on September 15-20 
was 53o, the number of air masses, respectively, m=1.2). 
Dots 2 show value of Sm,calculated as Sm=3.9/σa. Dots 3 
show values of the optical thickness of the atmosphere in 
aerosol conditions obtained from the relationship; Dots 4 
show values of σa.

As noted above, σa was measured on September 17 
and 20, the rest of the values σa reconstructed from the σa 

comparison with àτ  the values measured at noon on Sep-
tember 15-19. The numerical values of these quantities are 
given in Table 1, indicating the value of the mean-square 
deviation and relative errors.

The value of Pa, σa, and τa refer to the effective wave 
length λ=0.5μm. Evaluation of the vertical thickness of 
1 dusty haze of the 1 st episode of the ratio τa=σaL gives 
L=0.9 in the direction of the sun.This result is consistent 
with the conclusion of [10], if we consider that Dushanbeis 
located at a height H=0.821 km above sea level.

Figure 11.  Diurnal variation of different optical parame-
ters of the atmosphere during the first and the second dust 

episodes: Sm – horizontal visibility, σa - back scattering 
coefficient, Pa – transparence of atmosphere, τa- aerosol 
optical thickness (on the X axis - days, September 1989)

As can be seen from Figure 11 and Table3 the value of 
Sm in the period of the 1stepisode of the dust varied in a 
range from 6.3 km to 13 km, which is consistent with the 
assessment of the values of Sm for the 1st episode at the 
meteorological station, in which Sm=4-10km . According 
to measurements with PhAN, a value of September 20 is 2 
km, which gives the value of Sm=2km. However, accord-
ing to all meteorological stations(Shaartuz, Esanbay, and 
Dushanbe), as noted in [57], the values of Sm fall to 0.5 km.

The data processing procedure is somewhat different 
from that used in [10]. However, the average daily tempera-

ture for the  for t td i=∑
i=

6

1

/ 6  06 - 21 hours period and av-

erage night t tn i=∑
i=

2

1

/ 2  for the period 00 and 03 hours, 

then everyday, starting from September 15to September 
20, inclusive, were determined by the total temperature 
tc=td+tn. The further procedure of the data processing is 
shown in Figure 14,where the straight lines 1 and 2 are 
plotted as envelopes according to the values ofat noon on 
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September 19and15,  on midnight on September 15 and 
18 in the clear day.

Table 3. The mean values of Pa ,τa ,σa (km-1) .The columns 
are standard deviations for the Pa and τa . The relative 

errors of σa and Pa . Sm for 17 and 20 September 5% for σa,  
Sm 15, 16, 18, September. The values of ΔT ,K and ΔTa , K 

obtained by the envelope method.

N Day Pa
δPa 
103 τa δτa 103 σa Sm ∆T,°K ∆TA,°K

1 09/05/89 0.70 7 0.35 1 0.305 12.8 0 13.6

2 09/16/89 0.67 9 0.40 1 0.330 11.8 0.9 9.6

3 09/17/89 0.49 3 0.71 5 0.616 6.3 2.2 6.4

4 09/18/89 0.62 30 0.48 4 0.400 9.8 2.1 9.0

5 09/19/89 0.63 20 0.47 4 0.380 10.3 0.4 12.2

6 09/20/89 - - - - 2.00 1.95 6.7 2.8

Lines shown on Figure 12 were drawn from the values 
of the daily average temperature td and the night average 
temperature tn , values ΔT,°K ,are the daily cooling tem-
perature under a layer of haze estimated as ΔT=ΔTd+ΔTn, 
where ΔTd is the difference between the values td and tskirting 
envelope on the line1 (see explanatory notes to). ΔTn is the 
difference of values between tn and tskirting on the envelope 
line 2 values, ΔTn is defined as the temperature difference 
between noon and midnight smoothed lines 1 and 2 (enve-
lope method discussed in further details in [50]).

The Figure 12 presents the main results of this analysis. 
Dots denote the 1-values T. These values are assigned to 
each episodeasa dust-to-one in general; 2-values of ΔT,°K 
,according to the present study-prepared by the method of 
envelopes (see interpretation of Figure14 ).

The results of this study confirm the main conclusions 
of [10], the system decrease in T ,at the earth's surface and 
the amplitude of the diurnal oscillations with decreasing 
Sm .

Figure12.Explanation of the definition of the envelope 
method ΔT value and ΔTA at the different Sm.

Taking into account the data of this work and that of 
[10], it can be argued that values of  ΔT , ΔTA and Sm have a 
fairly definite relationship in the range of Sm minimal to 

Sm=12km . When Sm ＞ 12 values ΔT are negligible and 
close to ΔTA during clean days.

It should be noted that in October 1990,two episodes 
of the strong dust storm(October 6, 1990 and October 15, 
1990) were observed. Dust storms led to a sharp decrease 
in the daily temperature and a warming in the night tem-
perature. Meteorological visibility reached 0.5 - 1 km. The 
moderate dust haze on October 12, 1990, led to a decrease 
in the daily temperature and an increase in the night tem-
perature.

When comparing the amplitude of the temperature 
of the clean day before the dust storm and the clean day 
after the dust storm, we obtain the night warming up to 8 
0C and the daytime cooling to -160C (Figure 13a). When 
comparing the amplitude of the temperature of the clean 
day before dust haze and clean day after the dust haze, we 
obtain  some night warming up to 40 C , and the daytime 
cooling to 30C (Figure 13b).

Figure 13. Comparison of the amplitude of the tempera-
ture of the clean day before the dust storm and clean day 
after the dust storm (September 20,1989) (a): Compari-
son of the amplitude of the temperature of the clean day 
before the dust haze and the clean day after the dust haze 

(August 09,2015) (b)

6. The Temperature Effect of Dust Aerosol 
during a Dust Haze Event in the South of Ta-
jikistan

The data on meteorological parameters of the atmosphere 
were obtained from the site http://www.rp5.ru. For the 
analysis of the meteorological data, we collected the 
data in the period from November 8 to November 21, 
2007,when there were a few interesting dust episodes. The 
values of ΔT and ΔTA , the average daily temperature drop 
sand the amplitude of the oscillations in its daily course, 
were evaluated for all episodes of November 08 to No-
vember 21, 2007 (see Figure14).

The results of temperature measurements and measure-
ments of the aerosol scattering coefficient, σa , and ob-
tained from these data values of the aerosol optical depth  
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τa=-lgPa and σa shown in Table 2, the temperature settings 
are shown in Table 3. Pa is the aerosol transparency of the 
atmosphere. 

Figure 14. Variations in the surface air temperature in Du-
shanbe during the dust haze in November 2007

Values of σa were measured on November 8 and 12, the 
rest of the values reconstructed from the measured values 
of σa  and τa in the afternoon of November 9, 10, 13...21. 
The value σa for dust episodes that occurred on November 
9, 13, 14, 15 and the data, τa  on these days were mea-
sured. The values of Sm , km, calculated from the data σa 
with the ratio of Sm=3.9/σa  from the measured values of 
the aerosol scattering coefficient, σa. Evaluations of the 
vertical thickness of the dust haze in the first episode give  
L=1.9 km in the direction of the Sun.  

Figure 14 shows the line I, which is computed  with 
maximum temperatures of  the clean  days of  November 
8 and 19; the line II is computed  with a minimum night 
temperature in the clean days of November 8 and 18; the 
line III is computed with maximum daily values of the air 
temperature in the clean days of November 12 and 19; the 
vertical line represents the time 08 hours, close to the time 
of the invasion of the cold air mass within the Dushanbe. 
The solid vertical lines denote the beginning and end of 
precipitation.

Table 4. The mean values of Pa, τa and σa km-1 and tem-
perature settings.

Days Sm σa τa Pa 〈tn〉 〈td〉 ΔT1 tmd tmn ΔT2

11/08/07 51 0.07 0.1 0.93 5.62 17.45 11.83 24 8.8 15

11/09/07 0.5 7.82 - - 7.6 14.15 6.55 18.2 7 11

11/10/07 2 1.95 1.8 0.17 7.9 15.75 7.85 22.6 9.3 13

11/11/07 4 0.97 0.9 0.41 5.97 15.3 9.33 21.3 5.1 16

11/12/07 51 0.07 0.1 0.87 7.46 16.6 9.14 25.6 8.3 17

11/13/07 0.5 7.82 - - 9.58 17.45 7.87 18.4 13 5.8

11/14/07 0.5 7.82 - - 10.5 9.92 -0.58 14.6 8.6 6

11/15/07 0.2 19.6 - - 6.13 13.27 7.14 18 5.2 13

11/16/07 2 1.96 1.8 0.17 3.8 13.7 9.9 19 4.1 15

11/17/07 4 0.97 0.9 0.41 3.43 12.35 8.92 19.2 2.4 17

11/18/07 4 0.97 0.9 0.41 3.5 10.9 7.4 18 3.6 14

11/19/07 4 0.97 0.9 0.41 8.3 14 5.7 21 13 7.8

11/20/07 10 0.39 0.4 0.7 10.23 11 0.77 13.1 7 6.1

11/21/07 51 0.07 0.1 0.93 9.75 14.75 5 20.4 16 4.4

*_________
Note: Sm - horizontal visibility range
ϭa- aerosol scattering coefficient
τa - aerosol optical thickness
Pa- transparency of the atmosphere
〈tn〉- average daytime temperature
〈td〉- average night time temperature
tmd - midday temperature
tmn - midnight temperature

As can be seen in  Figure 15, the main features in the 
behavior of the daytime and nighttime temperatures in the 
dust haze correspond to the data of [10], i.e., daily tempera-
ture drops due to the general weakening of the solar radia-
tion by the dust haze in the visible and infrared radiation.

Absolute values of the day time cooling of the air are 
more than the absolute value of nighttime warming. The 
same result can be seen from measurements of air tem-
peratures at the meteorological station in Termez (Uzbeki-
stan).

Line 1 (Figure 15) indicates amonotonic decrease in the 
temperature from November 8 to November 21 of about 
3.1oK. For all episodes of the dust haze, the analysis of the 
results is shown in Table 4.

The data processing procedure is somewhat different 
from that used in [10]. However, as in [10], we determined 
the average daily temperature t td i i=∑ 4

=1 / 4  in the peri-
od from 08 to 17 hours and average night t tn i i=∑ 4

=1 / 4  
for the period from 20 to05 hours. Then everyday, begin-
ning from November 8 to November 21, we determined 
the total temperature ts=td+tn . The further procedure 
of the data processing is shown in Figure 17, where the 
straight lines 1 and 2 are shown as envelopes according 
to the values at noon’s on November 8, 21, and tn -at mid-
night on November 11 and 17.

Lines 1 and 2 were drawn from the values of day td and 
night tn .The values of ΔT , which are daily cooling tem-
peratures under the haze layer were estimated as ΔT=ΔT-
d+ΔTn , where ΔTd is the difference between the values td 
and tenv shown by the line 1 , ΔTn is the difference between 
the quantities td and tenv, shown by the  line 2.The values  
ΔT were determined as the difference between the tem-
perature at noon and at the midnight. Numerical values of  
T and TA are shown in Table 5.

Figure 15 and Table 5 present the main results of this 
analysis. The points marked 1 give ΔT values obtained by 
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the 1stdata processing method of comparing the total daily 
temperatures.

Table 5. Average values of temperature parameters

Days 〈tn〉〈td〉 T1 tmd tmn T2 ΔT1 ΔT2 T(K) TA(K)

08/11/2007 5.62 17.45 12 24 8.8 15 0 2.5 2.5 -2.5

09/11/2007 7.6 14.15 6.6 18.2 7 11 -5.76 1.2 -4.6 -6.96

10/11/2007 7.9 15.75 7.9 22.6 9.3 13 -1.15 4.2 3.05 -5.35

11/11/2007 5.97 15.3 9.3 21.3 5.1 16 -2.3 0 -2.3 -2.3

12/11/2007 7.46 16.6 9.1 25.6 8.3 17 2.7 2.3 5 0.4

13/11/2007 9.58 17.45 7.9 18.4 12.6 5.8 -2.3 10.8 8.5 -13.1

14/11/2007 10.5 9.92 -0.6 14.6 8.6 6 -8.1 3.46 -4.6 -11.6

15/11/2007 6.13 13.27 7.1 18 5.2 13 -4.61 2.3 -2.3 -6.91

16/11/2007 3.8 13.7 9.9 19 4.1 15 -3.1 1.5 -1.6 -4.6

17/11/2007 3.43 12.35 8.9 19.2 2.4 17 -2.7 0 -2.7 -2.7

18/11/2007 3.5 10.9 7.4 18 3.6 14 -3.5 1.92 -1.6 -5.42

19/11/2007 8.3 14 5.7 21 13.2 7.8 0 12.3 12.3 -12.3

20/11/2007 10.23 11 0.8 13.1 7 6.1 8.1 6.54 14.6 1.56

21/11/2007 9.75 14.75 5 20.4 16 4.4 0 16.15 16.2 -16.2

Note: ΔT1=tmd - tenv ; ΔT2=tmd - tenv

Dust storms and haze events are the essential meteoro-
logical factors in Central Asia.An average annual number 
of days with haze events in Dushanbe is about 15-20, 
with seven days of a strong haze when visibility values 
becomes less than 2 km.  The year of 2001is the record. 
During that year, in the period from June to August, the 
weak haze in Dushanbe was almost daily.A number of 
days with the moderate to severe haze in the period from 
June to November was 29 days.Note that in the summer-
time, there is a cooling of the air by 3-8 degrees compared 
with clear weather days [58,59].

Figure 15. Explanation of the variables defined by the 
envelope ΔT(K) and ΔTA(K) for various Sm

In 2007,during the study period from November 8 to 
November 21, there were a few days of dust haze events 
of various magnitudes. A detection processes brought a 
dust haze resulting in a drop of the visibility range from 

10 km to 0.2 km (see Figure 17). Our analysis of several 
episodes of the dust storm (dust haze) shows that for an 
average dust haze (Sm=8-10km) , the amount of the daily 
cooling of  the air temperature at all studied stations is on 
average ΔT=2°K , in the case of strong dust storm (Sm˂1-
2km) is ΔT=4.5°K . (Figure 18)

Figure 16. Comparison of the ΔT(K) depending on the 
range of visibility Sm

The absorption by dust particles in the infrared range 
is especially important in the area of a transparency win-
dow of 8-13 μm , where dust and main atmospheric gases 
significant absorbs the thermal radiation. This is precisely 
the wavelength region where the distribution function of 
the Planck thermal radiation has a maximum for com-
mon terrestrial temperatures.Therefore, the loss of heat 
in the space of the thermal radiation emitted by the soil is 
reduced due to the presence of dust particles (the course 
fraction), having strong absorption bands in this spectral 
range near 10 µm.In this case, almost all the energy of 
the absorbed particles of the solar and thermal radiation is 
converted to heat of the air. At the night,the heat absorbed 
by dust particles (especially, by course fraction), transfers 
to the air and heats it. As a result, the total daytime air 
temperature in a dusty atmosphere is lower than in a clean 
day and the nighttime temperature is a bit higher than in 
a clean night. The particle size distribution function has 
a bimodal character with maximum in the range of 0.5-
10 and 0.05-0.5 microns (Figure 17). One can see the 
difference between clear and dust haze days, although the 
distribution of particles is always bimodal. During the 
invasion of the dust haze, particles of the coarse fraction 
predominate. The proportion of the coarse fraction gradu-
ally increases with increasing aerosol optical thickness in 
case of the dust intrusion and low values of the Angstrom 
parameter indicate the presence of coarse particles. 
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Figure 17. Changes in the size distribution function of 
aerosol particles in the atmosphere of Dushanbe city: a 
- in the usual situation (09/09/2015); b – case dust haze 

(08/09/2015)

Dust particles can participate in two events, leading to 
opposite changes in the temperature. We can identify the 
critical parameters that determine the transition from one 
effect to another. Figure 18 shows the dependence of the 
average daily air temperature in dusty and clean atmo-
spheres on the concentration of dust (based on our experi-
mental results).

To clarify the role of dust aerosol in the long-term 
changes of the air temperature, it is necessary to analyze 
and separate the contributions of aerosols in the green-
house and anti-greenhouse effects. This can be achieved 
by using decades-long measurements of air temperatures 
at various meteorological stations in Tajikistan. A trend of 
the mean annual temperature is different for the measure-
ment points located at different altitudes. Figure 18 shows 
an increase in the mean annual temperature over 100 years 
at altitudes ranging from 426 m (Kurgan-Tube) to 4260 
m(Fedchenko). The higher the observation point above 
sea level, the less of the warming effect is observed.In the 
arid zone, where Tajikistan is located, dust particles are 
constantly present in the atmosphere with a background 
value of about 100 mg/m3.The greater is the height of the 
observation point, the lower is the concentration of the 

background aerosol and dust.
Studies [50,58] have reported the effect of dust storms on 

the temperature regime of the atmospheric boundary layer 
and found that dust storms lead to a decrease in the air 
temperature at the surface layer of the atmosphere, but an 
explanation of the effect of the dusty haze on the tempera-
ture regime of the surface layer is not yet available.For 
the further clarification of the influence of the dusty haze 
on the temperature regime of the surface layer, we studied 
data on temperature changes obtained at meteorological 
stations in Dushanbe, Termez, Bayramali, and Repetek 
for the period 2005-2010 and for the Kurgan-Tube for the 
2008-2010 year.

Figure 18.The dependence of the average daily air tem-
perature shifts on the concentration of dust aerosol(a – 

back round; b- dust haze and c-dust storm).

In the study of temperature measurements during a 
few months at Dushanbe, Termez, Bayramali, Repetek 
and Kurgan-Tube we detected the exceeding value of the 
night warming and the daily cooling.This fact suggests 
that, under certain weather conditions in the surface layer 
of the dust haze warming occurs.Such a mechanism could 
proceed as follows: in the presence of a dusty haze in the 
surface layer of the atmosphere, when the transparency of 
the atmosphere P˃0.3 and the concentration of dust parti-
cles is less than 170 μg/m3, the absorption in the infrared 
region of the spectrum occurs [15].At the nighttime, the 
heat is absorbed by the aerosol particles and the surface of 
the soil.Thus, there is some heating of the surface layer of 
the atmosphere at nights.

The portion of the line above the x-axis in Figure 19 
corresponds to the greenhouse effect due to the presence 
of the atmospheric dust haze.The curve, which is below 
the x-axis, corresponds to the anti-greenhouse effect 
during the dust storm. An intersection with the x-axis at 
the almost linear section allows one to define a critical 
value of the concentration corresponding to the transition 
from the greenhouse to the anti-greenhouse effect, which 
is 750 μg/m3.

Figure 19 shows the intensity of the direct solar radi-
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ation as a function of aerosol concentration. At low con-
centrations of dust aerosol(less than 160 μg/m3), which 
is almost always present in the atmosphere,dust does not 
contribute to the greenhouse effect, because the level of 
the heat transfer from the heated particles is at the level of 
the thermal noise in the air.

Figure 19. The dependence of the intensity of the direct 
solar radiation at the surface on the aerosol concentra-

tions.

If the total contribution of the nighttime warming ex-
ceeds the total contribution of the daytime cooling, the 
dusty haze contributes to the greenhouse effect, and vice 
versa. If the total contribution of the nighttime warming is 
less than the total contribution of the daytime cooling, the 
dusty haze contributes to the anti-greenhouse effect. In the 
study of the temperature data, we found the both effects 
may occur in the arid (Termez, Bayramali and Repetek), 
and insub-aridzones (Dushanbe, Kurgan-Tube).

Figure 20a shows a typical example of the behavior 
of average night and average daily temperatures during a 
month.The corresponding data for the thermal effects of 
the dust storm for the same month are shown in Figure 
20b. Envelopes lines for average daily temperatures were 
constrained by the maximum values of daily maximum 
temperature, under an  assumption of an absence of a 
dusty haze. The envelope lines of average nighttime tem-
peratures are made for minimum nighttime temperatures.
Value of the daytime cooling was defined as the differ-
ence between the average daytime temperature and the 
envelope of the line drawn by the maximum values of the 
maximum daytime temperature(in the absence of a dusty 
haze). Figure 20c shows the aerosoloptical depth (Du-
shanbe, August 2010)

Figure 20. a - air temperature, b - average daily tem-
perature differences due to dust, c –aerosol optical depth 

(Dushanbe, August 2010)

The magnitude of the night warming was defined as the 
difference between the temperature and the envelope aver-
aged night line drawn for the minimum night temperature 
(assuming the absence of a dusty haze). The total value of 
these differences determines the effect dusty haze on the 
temperature during a month.

To determine the patterns of influence of dust aerosol 
on the temperature regime of the surface layer, we studied 
data on air temperatures, obtained from meteorological 
stations in Dushanbe, Termez, Bayramaliand Repetek 
for the period 2005-2011years, and Kurgan-Tube for the 
2008-2011.

Table 6 and Table 7 show the final results of the pro-
cessing of the data on the thermal effects, averaged for 
each month of observation.

Table 6. Changing the daily average values of the tem-
perature effect (оС) for Kurgan-Tubeand Dushanbe

Kur-
gan-Tube 2005 2006 2007 2008 2009 2010 2011

V 3.01 -0.36 3.47 -0.6

VI 3.92 0.06 -2.25 -0.58

VII 0.12 2.24 2.71 0.26

VIII 4.43 0.32 1.07 0.01
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IX 0.68 0.33 1.71 -0.71

X 0.71 -0.27 -0.86

XI 0.98 0.25 -5.95

Dushanbe 2005 2006 07 2008 2009 2010 2011

V -2.1 -1.8 -1.23 -0.91 -0.84 -2.4 -2.75

VI -0.5 -0.54 -2.57 -0.19 -0.64 -1.91 -0.59

VII 1.6 1.56 1.78 0.86 0.05 -2.05 -1.28

VIII 1.1 1.05 0.54 0.24 -0.06 0.88 -0.36

IX 1.2 0.51 -0.84 0.84 -0.95 -1.72 0.17

X -1.2 1.266 -1.04 3.4 -1.15 -0.73

XI -2.6 -0.278 -0.95 -1.92 0.89 -1.42

The analysis shows that the previously powerful dust 
storms, such as the September 20, 1989, and October 15, 
1990, led to a sharp decrease in the daytime air tempera-
ture and an increase in nighttime temperatures. In gener-
al,this process clearly led to a sharp decrease in tempera-
ture in the lower atmosphere.

Comparing the heat haze effect in cities located in a 
very narrow range of the south-eastern part of Central 
Asia,one can discover an interesting pattern. In Dushan-
be, Termez, Bayramali, and Repetek the positive thermal 
effect was observed in 45% of the total number of months 
that were followed, in the Kurgan-Tubein the last 2 years 
a positive effect was observed in 85% of the number of 
months.The average monthly value of the temperature 
effect, which characterizes the average change in the tem-
perature associated with the dusty air, for Dushanbe (-0.15 
° C), Termez (-0.23 ° C), Bayramali (-0.35 ° C), Repetek 
(-0.0065 °) and  for Kurgan-Tube (+ 0.35° C) is different.

To determine the reasons for differences in the mag-
nitude of the thermal effect of the air caused by dust, we 
analyzed the geographical and physical features of the 
observation locations Repetek (38°34N.,63°11'E. ele-
vation185 m), Bayramali (37°36'N.,62°11'E., elevation 
241 m) and Termez (37°36'N.,62°11'E., elevation 302m) 
are in the arid zone in the open countryside. Dushanbe 
(38°33'N.,68°47'E., elevation 821 m) and Kurgan-Tube 
(37°50'N.,68°47'E., elevation 430 m) are located in moun-
tainous areas, with blowing winds hindered by the moun-
tains surrounding the valley, where these cities are located 
(Figure 9).

From the change in the scattering coefficient, one can 
derive the height of several diffusion layer switch differ-
ent aerosol concentrations over the various points of the 
city.Sudden changes in aerosol concentrations correspond 
to changes in temperature of these layers.

Table 7. Changes of the daily average values of the tem-
perature effect (° C) for Termez, Bayramali, and Repetek.

Termez 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

V 0.7 -0.36 0.76 -0.33 -0.73 2.11 0.96 0.44 0.64 -1.91

VI -0.4 -1.49 -0.08 -1.87 0.02 1.8 -0.65 -0.38 -0.58 -2.67

VII 0.9 1.65 0.62 0.6 -0.02 -1.27 -1.07 0.2 0.18 -1.16

VIII 1 1.13 -0.39 0.01 0.05 -1.12 -0.55 0.02 0.08 -0.16

IX -0.8 -1.67 -0.07 -1.83 -0.35 2.28 -0.34 -0.4 0.31 -1.97

X -1 -0.85 -1.62 -1.09 -1.45 0 -0.56 -0.94 -0.94 -1.21

XI -1.3 0.98 -0.68 0.42 1.46 -1.73 -0.69 -0.22 -0.22

Bayramali 2005 2006 2007 2008 2009 2010 2011

V 0.6 -1.35 -0.26 -1.81 -1.55 -1.45 -1

VI -2.7 0.44 -1.21 -1.65 1.06 -1.07 0.82

VII -0.9 2.33 -0.38 0.16 1.3 2.8 0.24

VIII -1.6 0.53 -0.11 -0.33 0.38 -3.4 1.2

IX 1 2.061 -0.15 -0.14 0.11 1.15 0.03

X 2.4 -0.07 -1.54 -3.36 0.76 4.65

XI -1.7 -0.62 -2.54 -2.2 0.59 -4.66

Repetek 2005 2006 2007 2008 2009 2010 2011

V 2 0.07 4.02 1.84 -1.97 -1.87 -0.74

VI 1.2 -1.05 1.01 -0.52 1.14 1.66 0.09

VII 0.6 1.32 -1 -0.44 0.48 -0.59 0.52

VIII -0.2 0.43 -1.07 -0.84 0.01 -0.16 0.39

IX 1 1.29 -1.62 -1.01 0.44 -0.91 -0.45

X 0.3 -0.13 0.68 -3.99 -2.26 -0.62

XI -3.1 -0.47 0.78 -0.15 0.89 -4.75

During a dust storm in the surface layer of the atmo-
sphere, the total content of aerosol increases by more than 
an order of magnitude. Figure 21 shows typical profiles of 
the scattering coefficient obtained in Dushanbe  [60]. Above 
the inversion layer, the scattering coefficient is about 10 
times less than under the inversion layer (the scattering is 
shown by a family of curves 2 in Figure 21). In this lay-
er,the absolute value increases as compared with a pure at-
mosphere average by an order of the magnitude (depending 
on the capacity of the dust removal). 

This leads to a static situation, when the dust rises into 
the air and for a long time it does not settle and, thus, 
stabilizes the state of dust. This stabilization occurs by 
increasing the inversion layers that inhibit the spread of 
dust in the vertical direction and leads to a uniform mix-
ing. A formation of diffusion layers with different concen-
trations of dust was recorded in 1989, through airborne 
measurements over Dushanbe [60] (Figure 21). In period 
of Soviet-American experiments, a change in high-rise 
temperature (T) and the light scattering coefficient, which 
is proportional to the concentration of the aerosol, were 
observed[60].
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Figure 21. Vertical profiles of the scattering coefficient 
at a wavelength of λ=0.52μm of  Dushanbe: 1a, and in c, 
are for background conditions; 2 is during the dusty haze 
on September 16, 1989; and 3a, and in c, are during a dust 

storm on September 21, 1989 [60].

The results of the temperature effect of dust aerosols 
for five stations located along the path of the dust storms 
in the period 2005 to 2011 indicates that 41% of the dust 
aerosol event contributes to the greenhouse effect, and in 
59% of the cases contributing to the anti-greenhouse ef-
fect.

The temperature inversion (temperature above the in-
version layer above1-1.5°C) at an altitude of 3400m (for 
Dushanbe) becomes more pronounced and has a locking 
action on the distribution of the aerosol up. Above the in-
version layer,the scattering coefficient is only three times 
greater than the one for a pure atmosphere.The altitude 
of the temperature inversion for Kurgan-Tube increased 
more significantly than in Dushanbe.

During dust storms, the developed turbulent mode pro-
vides lower-level temperature inversion supporting a good 
mixing of the aerosol. At a height of H= 1400m, well 
below the inversion layer, the scattering coefficients are 
practically constant [60]. The formation of diffusion layers, 
which are characteristic of the dust haze, is often observed 
in the arid zones of Central Asia.

7. Conclusions

Tajikistan is located in the global dust belt on the way of 
transport routes of dust from some major dust sources 
like the Aralkum desert of the desiccating Aral Sea, the 
Kyzyl-Kum and Karakum deserts east of the Caspian Sea, 
the Iranian Dasht-e-Kavir and Dasht-e-Lut deserts and the 
deserts in Afghanistan and Sahara, and Taklamakan desert 
in China. Therefore, Tajikistan is frequently affected by 
severe dust events every year (from April until November) 
and is a net accumulator of dust. Tajikistan is a country 
with a dry climate and benefits from its water resources in 

the mountainous Pamir region, which are stored in a large 
part in glaciers. Furthermore, Central Asia and, especial-
ly Tajikistan, is strongly affected by climate change. For 
example, the dramatic glacier shrinking took place in the 
last decades, which has also effected water resources of 
Tajikistan and the whole Central Asian region. On the oth-
er hand, deposited dust itself can accelerate glacier melt 
by altering the glacier’s surface albedo.

Arid zones of Tajikistan are constantly exposed to the 
presence of dust particles that a result of dust storm and 
dust haze events, spreading over the thousands of kilome-
ters. The strengthening of dust storms offset that leads  to 
the  distribution dust particles throughout the territory of 
Central Asia,causing the following consequences:a signif-
icant deterioration of public health and other living organ-
isms: 50% reduction in bees and other beneficial insects; 
a reduction of direct solar radiation; significant weakening 
of the process of photo synthesis in the vegetation; change 
the melting regime of glaciers; territorial expansion of 
desert areas and soil degradation; and the quantity and 
quality of agricultural products.

In this manuscript, we have analyzed the classification 
of dust storms and synoptic conditions related to their 
formation in Central Asia. An analysis of the meteoro-
logical data for the last thirty years shows that around the 
1980s, Tajikistan observed strong dust storms, especially 
in September 1989 and October 1990 that were 7 to 11 
hours long. Over the last thirty years, observed dust hazes 
typically continues 4 to 15 days, and are accompanied by 
a pulsating change of the horizontal visibility, typically 
ending without rain. Several strongest dust hazes occurred 
in the summer-autumn of 2001, November (5 to 24) of 07 
and August (from 4 to 15) of 2008, August of 2010, and 
July-August of 2011. They decreased the horizontal visi-
bility range down to 200 meters. After the dust haze ends, 
the rainfall does not occur and sub-micron dust particles 
remain in the atmosphere in the surface layer for a long 
time.

Analyses of the number and duration of dust haze epi-
sodes in the period 2005-2014 at four stations: Termez and 
Shaartuz deserts; Kurgan-Tube rural and Dushanbe urban 
site show increasing the number and duration of dust haze 
episodes in 2001.

A comparison of the amplitude of the temperature of 
the clean day before the dust storm and the clean day after 
the dust storm was performed, revealing the night warm-
ing up to 8 ℃ and the daytime cooling to -16℃ . Compar-
isons of the amplitude of the temperature of the clean day 
before the dust haze and the clean day after the dust haze, 
revealed some night warming up to 4℃ , and the daytime 
cooling to -3℃ .
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We studied the duration of the dusty haze at selected 
stations: Termez (Uzbekistan), Dushanbe (Tajikistan), 
determining the seasonal and annual variations of the dust 
haze using the database of meteorological parameters for 
Dushanbe (2000-2012), Bayramali and Repetek (2005-
2012), Termez (2005-2014), Kurgan-Tube (2008-2012.). 
The results of the variation of surface temperature during 
the last century for Tajikistan was analyzed. The results of 
a detailed analysis of the temperature effect of dust aero-
sols at five stations, which are located in two neighboring 
states on the way of transportation of dust storms in the 
period 2005 to 2012, indicate that 41% of the dust event 
contributes to the greenhouse effect, and in 59% of the 
cases contributing to the anti-greenhouse effect.

The study of dust storms should be conducted in dif-
ferent world dust sources to comparatively examine the 
strength of the sources in terms of the dust flux emission, 
the initial height of dust plumes that controls the ability of 
dust plumes to be transported over long distances.

Dust optical properties and its radiative impacts vary 
from the source-to-source. For instance, the ability of 
dust to absorb sunlight strongly depends on the presence 
of certain minerals (e.g., iron oxides). The mineralogical 
composition varies from one dust emitted area to another. 
Thus, the world wide sources will need to be well-docu-
mented.

The diverse impacts of dust, including the radiative 
impact, the impact on vegetation, as well as, the adverse 
impact on human health will need to be examine in the 
synergistic fashion.
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The seasonal changes in the energy balance after the substitution of a 
herbaceous savanna by a Brachiaria field located in the Orinoco lowlands 
were assessed over an entire year using the eddy covariance technique. 
Simultaneously, an herbaceous savanna was monitored as a control. This 
work provides evidence that the vegetation replacement lead to different 
patterns of energy and water balance. The seasonal trends of the latent 
heat flux (λE) to available energy (Ra) ratio tended to decrease as senes-
cence increased due to seasonal influence of air humidity mole fraction 
deficit and soil water content on leaf area index (LAI) and surface con-
ductance (gs).  Therefore, the partitioning of the available energy depend-
ed on both climatological (i.e., solar radiation, volumetric soil water con-
tent and air humidity mole fraction deficit) and biological variables (i.e., 
conductance behavior and LAI) which were stress-induced. For the wet 
season, the seasonally averaged daily λE in the Brachiaria field (i.e., 0.8 
± 0.1 mm d-1) was 1.3-fold higher than that in the herbaceous savanna (i.e., 
0.6 ± 0.1 mm d-1) (Mann-Whitney U-test). For the dry season, the value 
was 2.7 ± 0.6 and 2.2 ± 0.4 mm d-1, respectively, these means values were 
not significantly different. In the Brachiaria and herbaceous savanna 
stands, the annual evapotranspiration was 731 and 594 mm year-1, respec-
tively, and the annual ratio of evapotranspiration to precipitation was 0.52 
to 0.42 respectively. In Brachiaria field, the deep drainage was relatively 
lower (43% of total precipitation) than that in the herbaceous savanna 
stand (53%) leaving a similar amount of water to increase soil storage. 
The current shift in land cover decrease deep drainage and increased λE 
by water uptake from a pasture with high belowground phytomass and 
LAI.
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1. Introduction

Savannas are a major component of the world´s veg-
etation covering one-sixth of the land surface [1] and 
supporting most grazing lands [2]. In these lands, the 

major areas dedicated to extensive beef production are the 
Neotropical and Australasian savannas. The well-drained 
Neotropical savannas are characterized by a marked sea-
sonal decrease in dry matter accumulation and palatability 
as the transpiring surfaces are reduced [3]. As a result, 
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constraint on livestock production is evident. Therefore, 
strategies have been developed to improve land manage-
ment on the basis of replacing 250 x 106 ha of native veg-
etation by drought-resistant African pastures in the last 30 
years [4,5,6,7,8]. Specifically, Brachiaria is estimated now to 
cover 20-30 % of South American savannas [9]. The conse-
quences of this extensive replacement have scarcely been 
documented [10]. However, there is major concern over ac-
celerated land degradation and reduced water availability 
following inadequate pasture management [11]. The over-
all aim of this study is to compare the effect of seasonal 
conditions on the water vapour fluxes of two contrasting 
surface forcing conditions, as represented by a cultivated 
Brachiaria field and a native savanna side by side under 
the environment of the Orinoco lowlands. The Brachiaria 
field presents a mat-forming surface and the savanna fea-
tures an open and erect canopy. This situation might have 
a disproportionate influence on the surface-forcing condi-
tion of the Neotropical plains.

This paper focuses on one dimension of vegetation hy-
drology: evapotranspiration. To accomplish this task, the 
micrometeorological approach is suitable [12,13,14,15,16]. Com-
paring measurements of water flux vapour as a function of 
contrasting canopy features and environmental conditions 
revealed the genetic potential and highly successful adap-
tation of Brachiaria to the Neotropical savanna environ-
ment.

This study was carried out within the Orinoco basin 
(1.1 x 1012 m2), which extends from the northern region 
of South America (10° 56' N; 67° 25'W) to the Orinoco 
River in the south (7° 46' N; 64° 25' W ). In this region-
al environment, the patchiness of Brachiaria fields and 
herbaceous savannas provides favorable circumstances 
for undertaking a comparative study of the water   va-
pour fluxes. Specifically, we considered that if seasonal 
water demand and supply are determinant of vegetation 
functioning, then replacing savanna forcing conditions by 
changes in land use should modify water balance. By con-
trast, if resources such as soil water and holding capacity 
turned out not to limit forage development, then we could 
expect other factors to be determinants.

The aims of the present work were to: 1) understand  
favorable circumstances for undertaking a  compara-
tive study of energy and water vapour fluxes between 
Brachiaria field and herbaceous  savanna stand in the 
Orinoco lowlands using the eddy covariance method; 2) 
evaluate the processes controlling water vapour transfer as 
generated by different canopy forcing conditions;  and 3) 
compare the water balance as based on the mass curves, 
Kareliotis` approach, between the  Brachiaria field and 
the surrounding herbaceous savanna stand. The described 

processes and controls might be representative of major 
Neotropical savannas.

2. Materials and Methods

2.1. Description of the Study-sites and Treatments

At the Experimental Station of Eastern University (9º 45´ 
N, 63º 27´ W) in Monagas State, Venezuela, a 40-ha plot 
covered with herbaceous savanna (i.e., savanna with less 
than 3% of woody cover) was selected. The infertile soil 
is a sandy loam belonging to the Maturin series, which is 
within the oxic-paleustults as classified by Espinoza [17] 
in accordance with the U.S. Taxonomy [18]. The soil infil-
tration rate ranges from 26 to 36 mm hr-1[19]. The annual 
mean precipitation is 1014 mm; the growing season spans 
May to November with 885 mm. The annual mean class 
A pan evaporation is 2226 mm and the annual mean tem-
perature is 25.9 ºC. Those variables correspond to 38-year 
mean.

The 40-ha plot was divided into two sub-plots of 20 
ha each. A sub-plot was plowed and a field fertilized with 
400 kg ha-1 of 12-12-17 NPK and Brachiaria decumbens 
(L.) Staff was planted (August, 16th 2000) to monoculture 
at a density of 2,000 viable seeds per m2. Because of its 
dense, rigorous mat-forming surface, the B. decumbens 
formed a sward with a closed canopy throughout the year. 
The carrying capacity of this stand was 1.0 Animal Unit 
(AU) ha-1. In the other 20-ha sub-plot, the herbaceous sa-
vanna (< 3% tree cover) forms an open canopy dominated 
by species of the genus Trachypogon and Axonopus with 
upright tillers.

Previous to the experimental setup, the Brachiaria 
field and the herbaceous savanna sub-plots were regularly 
grazed under conditions representative of those under nor-
mal use in the Orinoco lowlands. At the beginning of the 
dry season (2008), before microclimatological measure-
ments, the plots were excluded from grazing.

2.2. Leaf Area Index and Belowground Dry Mass

At each sub-plot, the leaf area index was determined 
monthly with a plant canopy analyzer (LI-2000, LICOR, 
Lincoln, Nebraska, USA). Ten 1 m x 1 m soil samples 
were selected monthly at random and the soil was exca-
vated down to 0.5 m. The below-ground phytomass was 
separated by the flotation method [20]   and oven-dried at 
80°C until constant dry mass.

2.3. Measurement Systems

At each sub-plot, energy and water vapour flux densities 
were measured continuously by the eddy flux covariance 
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(EC) method [21,22]  using an open path infrared gas analyz-
er (LI-COR 7500, Lincoln, NE) coupled with a 3D sonic 
anemometer (Solent A1003R, Gill Instruments, Lyming-
ton, UK) at 2 m above the ground for the Brachiaria  and 
herbaceous savanna stands. EC was processed every 30 
minutes with the EdiRe software (version 1.4.3 1167, R 
Clement, University of Edinburgh) including despiking, 
double rotation for deviation of time lag spectral correc-
tions, Webb´s corrections [23]   and the atmosphere stability 
test. Weekly clearing frequency limited the problem of 
optical contamination to a minimum. Total incoming and 
outgoing radiation was measured with   pyrradiometers 
(S.R.I.4 Solar Radiation Instruments, CSIRO, Victoria, 
Australia). Short wave solar radiation (Rs) over the veg-
etation was measured with two pyranometers (LI-200X, 
LI-COR, Lincoln, NE and CM3 Kipp and Zonen, Deft, 
Holland), and the albedo with a pyranometer (CM3 Kipp 
and Zonen). The net radiation (Rn) (i.e., net all-wave-
length radiation balance) over the canopy was determined 
with two net radiometers (Funk-type, model S.R.I.4 Solar 
Radiation Instruments and Q-7.1 Campbell Scientific, 
Logan, UT). Net radiation at the soil surface (Rno) was 
measured with a tube radiometer (TRL/M3, Delta-T De-
vices, Cambridge, U.K.) and a net pyrradiometer (S.R.I.4 
Solar Radiation Instruments, CSIRO, Victoria, Australia). 
Measurements were recorded every second and averaged 
every minute on a Datalogger (21X, Campbell Scientific). 
All times were local times.

Soil heat flux (G) was measured with a network of 
ten heat flux plates (S.R.I.9 Solar Radiation Instruments) 
placed 0.08 m below the soil surface. The net storage of 
energy (ΔSE) in the soil column above each soil heat flux 
plate was determined from the temperature profile [24]  
measured with 24 AWG copper-constantan thermocouples 
placed at 0.2 m intervals from each soil heat flux plate to 
the soil surface. Before field measurements, the full instru-
mentation was inter-compared to check for consistency.

At each sub-plot, all instruments were installed near the 
center. Height for the measurements of vertical fluxes of 
H2O and momentum was maximized by using the model 
for source area/footprint analysis as outlined in [25] and [26]. 
The resulting measurement height over the sub-plots was 
2.0 m. The cumulative normalized flux was 0.91 for H2O.

Volumetric soil water content (θ) was measured dai-
ly from a depth of 0.45 m in 0.15 m intervals  with a 
time-domain reflectometer (TDR) (6050X1 Trace System, 
Soil Moisture Equipment, Santa Barbara, CA). At each 
soil depth, three probes were buried horizontally and read-
ings were taken with a multiplier (6022 Trace System). 
Water retention curves were established with a pressure 
apparatus membrane as outlined in Richards [27]. Matric 

potential ranging from –0.01 to –0.03 MPa was deter-
mined with a porous funnel.

Ancillary meteorological characteristics were recorded 
above the canopy at the same height as the eddy covari-
ance systems using an automatic weather station (CM6, 
Campbell Scientific).

Gaps in data were filled by standardized methods [28,29], 
and the dataset was completed with measured ancillary 
data describing study sites, vegetation and climate. For 
the water and energy fluxes, symbols and notations follow 
Reifsnyder et al [30]. 

The pathway for H2O diffusion between canopy and at-
mosphere was described by surface (gs) and aerodynamic 
(ga) conductances. Canopy-to-air humidity mole fraction 
difference was estimated as the difference between the sat-
uration humidity mole fraction at the canopy temperature 
(T0) 

[31] and the air humidity mole fraction at the canopy 
surface. This, in turn, is determined using the latent heat 
flux equation on the basis of measurements from vapour 
pressure at the weather station, the latent heat flux (λE) 
and the aerodynamic conductance.

To assess the effect of volumetric soil water content on 
the upper limit of the daily latent heat  flux (λE) to avail-
able energy (Ra) ratio, a ben-cable form of a piece-wise 
linear model with nonlinear quantile regression[32] was 
used. The 0.90 to 0.99 quantiles provide estimates near 
the upper boundary of the percentage of λE/Ra ratio as it 
varied with θ[33].

2.4. Aerodynamic and Surface Conductance

The pathway of the water vapour diffusion and heat 
between the atmosphere and the canopy was expressed 
by the aerodynamic (ga) and surface (gs) conductances. 
Aerodynamic conductance was estimated from the sonic 
anemometer measurements considering the additional 
boundary layer conductance to momentum flux and the 
atmosphere stability [34,35] as:

ga H M
−1 = + + Ψ +Ψ

u ku Z
u

Ψ Ψ
2

1  
 
 
ln
 
 
 

Z

H

0

     (1)

Where u is the longitudinal wind speed at the reference 
height, u* is friction velocity, k is on Karman´s constant, 
Z0/ZH is the proportion of the momentum roughness 
lengths for momentum (Z0) and heat (ZH) transfer [35] and 
ΨH and ΨM are the integrated adiabatic correction factors 
for heat and momentum, respectively [36]. The proportion 
was taken as 10, a typical figure for a homogeneous cano-
py [37].

Surface conductance was estimated by the inverse form 
of the Penman-Monteith equation [38,39]  using measure-
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ment of latent (λE) and sensible (H) heat fluxes as well  as 
specific humidity deficit (D) in the equation:

gs
−1 = +

 
 
 

ε ε
g E E
+
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1  
 
  (ε λ+1)

A
( )

ρa D

     (2)

Where ε is the rate of change of saturate humidity with 
temperature, A is the addition of the available energy for 
the canopy (Ac) and soil (As) (i.e., A = Ac + As),  ρa is the 
molar density of air and E is the  evaporation rate.

2.5. Conductance and the Omega Factor

The degree of coupling (Omega factor, Ω) [40] between the 
canopy and the atmosphere was calculated from the esti-
mates of aerodynamic (ga) and surface (gs)   conductances 
to examine the relative contribution of radiation and spe-
cific humidity deficit on transpiration using the following 
equation:

Ω = +−1 1  
 
 ∆ +

γ
γ

 
 
 

g
g

a

s      (3)

Where Δ is the slope of the saturation vapour pressure 
as a function of the air temperature and γ is the psychro-
metric constant.

This factor describes how closely the vapour pressure 
deficit at the canopy surface is linked to that in the air 
outside the canopy boundary layer. At the same time, it 
allows examination of the contribution of radiation and 
saturation deficit to the transpiration rate [41]. Ω approaches 
1 in well-watered and aerodynamically smoth canopies, 
where transpiration rate is driven by canopy to air satu-
ration deficit. Thus, when Ω ≈ 1, LE tends to equilibrium 
evapotranspiration as described by the Priestley-Taylor 
equation. When Ω ≈ 0, LE is closely coupled to the atmo-
spheric saturation deficit [41].

2.6. Modeling Surface Conductance by Nonlinear 
Least Square-optimization

For the hourly data of the seasons, the gs for the surfaces 
was expressed as a function of the ancillary meteorolog-
ical measurements (Qs = solar radiation, Ta = air tempera-
ture, Da = air humidity mole fraction deficit, δθ = volu-
metric soil water content deficit and δθmax = maximum 
value of δθ) by nonlinear least-square optimization [38,42,43,]. 
An environmental variable analysis was performed to 
decrease the redundancy of the environmental variates. 
Thus, the variables were subject to a preliminary analysis 
by using the variance inflaction factor of variables in a 
multiple regression equation [44]. Collinear variables (i.e., 
solar radiation and air temperature) were deleted from 
the variable set. As a result, the best model was gs = gsmax 

f1(Qs) f2(Da) f3(δθ), where gsmax was the maximum mea-
sured gs and the equations

f2 (D a) =1- K 3Da     (4) 

f3 (δθ) = 1- eK4         (5)

K4 =K5 (δθ-δθmax)     (6)

Where gsmax (i.e., K1) and K2 – K5 were parameters.

2.7. Water Cycle Dynamics

The water cycle dynamic data was analyzed by using the 
Chow and Kareliotis`approach [45] as based on the mass 
curves. Thus, the mass balance equation, in which the 
system component of precipitation (Pc), conceptual wa-
ter storage (S), measured as temporal changes in the soil 
volumetric moisture content Ɵ, at deep layer 0.5 m evapo-
transpiration (λEc) and run off (Rt= cero in our case) are 
considered as stochastic processes. The water drained be-
low the 0.5 m depth is considered as the differences of the 
three component stochastic processes (Pc-λEc-S)

3. Results

3.1. Physical Environment

Climatic seasonality was marked by 99.9 % of the total an-
nual precipitation (i.e., 1397.8 mm) falling during the wet 
season (Figure 1A). During the dry season, the weather was 
usually stable with 85 days receiving 83% of the clear sky 
radiation. Maximum daily solar radiation increased from 
20.3 MJ m-2 day-1 in the dry season to 21.1 MJ m-2 day-1 in 
the wet season (Figure 2A). On an annual basis, the stands 
received 5.9 GJ m-2 yr-1. Despite receiving equal annual 
sums of solar radiation, annual Rn was greater over the 
Brachiaria field (3.1 GJ m-2 yr-1) than over the herbaceous 
savanna stand (2.7 GJ m-2 yr-1). Daytime averaged hourly 
temperature ranged from 25.3 to 31.4 ºC in the dry season 
and from 20.8 to 31.4 ºC in the wet season (Figure 2B). 
During the wet season, there were days when the daytime 
and nighttime averaged hourly temperature overlapped 
from 0.5 to 1.5 °C. Air humidity mole fraction deficit in-
creased during the dry season and reached a maximum of 
24.9 mmol mol-1 at the end of the season (Figure 1B).

The volumetric soil water content (θ) was integrated 
across the upper 0.45 m of the soil profile (Fig. 2C). The 
daily amount of soil water in the Brachiaria and herba-
ceous savanna stands remained different. With the onset 
of the dry season, vegetation and the atmosphere depleted 
water from the soil profile and the vegetation cover dried 
out. Thus, θ in the Brachiaria field was below wilting 
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point (WP) (i.e., 0.087 m3 m-3) from March to April (i.e., 
36 days). In contrast, in the herbaceous savanna stand, it 
was below WP only in April (i.e., four days). As a conse-
quence, the LAI of the Brachiaria field and herbaceous 
savanna stand became reduced with plant senescence to 
1.15 ± 0.08 and 0.45 ± 0.06 m2 m-2, respectively. This LAI 
of Brachiaria was significantly higher than that in herba-
ceous savanna stand (Mann-Whitney U-test in Sokal and 
Rohlf [46]. The rapid decrease in vegetation growth was as-
sociated with low soil water-holding capacity of the sandy 
soils and a high air humidity mole fraction deficit (Figure 
1B). As the vegetation growth proceeded during the wet 
season, θ for the Brachiaria field and herbaceous savanna 
stand reached a maximum of 0.327 and 0.339 m3 m-3, re-
spectively (Figure 2C). During the measuring period, θ in 
the Brachiaria and herbaceous savanna soils was above 
field capacity (i.e., 0.220 m3 m-3) on 152 and 194 days, 
respectively. Distribution of rainfall and θ variability were 
determinants of the length of the growing season for both 
stands, which was shorter in this study (185 days) than 
that (220 days) for the 38-years average in the same area 
for prevailing conditions.

3.2. Radiation Balance

During the dry season, the seasonal average daily (Rn/Rs) 
ratio over the Brachiaria field was 0.55 ± 0.01, 25 
% higher than that in the herbaceous savanna stand (0.44 
± 0.02) (Mann-Whitney U-test). During the wet season, 
the value for the Brachiaria field (0.53 ± 0.02) was not 
significantly different from that for the herbaceous sa-
vanna stand (0.49 ± 0.063) (Mann-Whitney U-test). The 
difference (Mann-Whitney U-test) during the dry season 
between outgoing short wave radiation over both stands 
(-2.4 ± 0.3 MJ m-2 d-1 for the Brachiaria field and -2.0 ± 
0.2 MJ m-2 d-1 for herbaceous savanna) and outgoing long-
wave radiation (-39.9 ± 0.6 MJ m-2 d-1 for Brachiaria and 
-41.9 ± 0.7 MJ m-2 d-1 for herbaceous savanna stand) as 
well as during the wet season in outgoing short wave radi-
ation over the stands (-2.5 ± 0.5 MJ m-2 d-1 for Brachiaria 
field and -2.1 ± 252 0.4 MJ m-2 d-1 for herbaceous savanna 
stand) and outgoing long-wave radiation (-37.3 ± 0.7 MJ 
m-2 d-1 for Brachiaria field and -38.2 ± 0.3 MJ m-2 d-1 for 
herbaceous savanna stand) were associated with site fac-
tors such as albedo and surface temperature.

3.3 Energy Balance Closure and Seasonal Energy 
Fluxes

In the Brachiaria field and herbaceous savanna stand, 
the sensible flux (H), latent heat flux (λE) and available 
energy (i.e., Ra) were determined concurrently and the 

outcomes compared by regression statistics [47]. For both 
study-sites, the relationships showed a high significant 
slope close to unit (i.e., 0.98 and 0.99, respectively) (r2 

= 0.92 and 0.91, respectively) and the mean square error 
(RMSE) 18 and 19 Wm-2, respectively.

A comparison between the Brachiaria field and herba-
ceous savanna stand in daily evapotranspiration (λE) and 
the effect of the seasonal conditions are shown in Figure 
1A-D. During the dry season, λE over the two contrasting 
stands was less than 1.3 and 0.8 mm d-1, respectively as 
soil water decreased. With onset of the wet season, λE at 
both stands increased day by day until peaking at 3.7 and 
3.5 mm d-1, respectively. Annual λE in the Brachiaria field 
was 731 mm and the herbaceous savanna stand was 594 
mm.

3.4. Seasonal Partitioning of Available Energy

During the seasons, two typical daily trends of fluxes in 
the Brachiaria field and herbaceous savanna stand are 
shown in Figure 3A-B. After replacement of the herba-
ceous savanna, the changes in forcing surface conditions 
and water availability contribute to the measured differ-
ences. On the typical sunny day during the dry season 
(March, 12th), Rs over the Brachiaria field and herbaceous 
savanna stand increased to a maximum value of 966 Wm-

2. As a result of canopy senescence and decreased LAI, the 
ratio of Rn above to Rn below the canopy in both stands 
reached 0.33 ± 0.21 and 0.25 ± 0.16, respectively. These 
values were not significantly different (Mann-Whitney 
U-test). The energy flux density of H and λE showed a si-
nusoidal trend; however, λE presented lower value than H 
from late morning to afternoon hours. During the midday 
hours, the H/Rn ratio over both stands reached 0.58 and 
0.82, respectively. Bowen ratio (β) over the stands reached 
a maximum of 2.7 and 8.9, respectively. On a typical 
day during the wet season (October, 10th), the maximum 
Rs was 828 Wm-2. The Brachiaria field and herbaceous 
savanna stand canopies heated and the Bowen ratio was 
positive for most daytime with figures related to site con-
ditions. As λE increased over both sites, β reached values 
of 0.2 and 0.4, respectively.

On the days during the dry and wet seasons hourly soil 
storage flux (ΔSH) in the Brachiaria and herbaceous sa-
vanna stands (Fig. 3A-B) are a major component of Rn, but 
decreased during the afternoon hours. Around noon of the 
day during the dry season, the average daytime convec-
tive-to-conductive heat-sharing fraction (ΔSH/Rn) ratio ranged 
from 0.18 to 0.80 in the Brachiaria field and from 0.10 to 0.60 
in the herbaceous savanna stand. On the day during the wet 
season, the ΔSH/Rn ratio spanned from 0.07 to 0.60 and from 
0.02 to 0.70, respectively. These results indicated that soil 
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constituted a differential sink/source of heat.
In the Brachiaria and herbaceous savanna stands, the 

difference between the canopy and the air in temperature 
(Fig. 3E-F) reached up to 1.3 and 0.6 °C, respectively. On 
the day during the dry season, the canopy-to-air humidity 
mole fraction difference (Dc) rose through the morning 
hours from 1.9 and 1.4 mmol mol-1 at predawn respec-
tively, to 47 and 50 mmol mol-1 at 12:00 and 14:00 hours, 
respectively. The variations of the fluxes indicate that 
λE was affected by both Da and Rn. For both stands, the 
multiple regression of λE as a function of Rs and Da was 
significantly fitted. In the case of the Brachiaria field, the 
expression was λE = 21.21 + 0.66 Rs + 1.40 Da, p <0.0001 
for the dry season. In the herbaceous savanna stand, the 
expression was λE = 14.51 + 0.01 Rs + 0.44 Da, p < 0.0097 
for the dry season. Around noon, during the dry season, gs 
in the Brachiaria field rose to reach its peak (i.e., 0.6 mol 
m-2 s-1) in the very early morning hours. Thereafter, it de-
creased rapidly to reach its lowest value during the rest of 
the day. For both stands, the multiple regression of λE as 
a function of solar radiation and air humidity mole frac-
tion deficit was significantly fitted. Thus, in Brachiaria 
field, the relationship was λE = 27.2 + 0.06 Rs + 1.75 Da, 
p < 0.0001 for the wet season. In the herbaceous savanna 
stand, the expression was λE = -5.77 + 0.24 Rs + 2.12 Da, 
p < 0.0001 for the wet season. Surface conductance in the 
stands remained at low values (< 1.0 mol m-2 s-1). On the 
day during the wet season, gs over the Brachiaria field 
increased in the daytime rising to a plateau (1.19 ± 0.40 
mol m-2 s-1) between 7:00 and 15:00 hours. Thereafter, it 
decreased to low values during the nighttime. Over the 
herbaceous savanna stand, the course was different. In 
this stand, gs increased to i.e., 0.9 – 1.9 mol m-2 s-1 during 
the very early morning hours. Thereafter, it decreased 
and reach values close to zero during mid-day hours. The 
trend of the surface conductance was associated with can-
opy-to-air mole fraction difference. On the day during the 
wet season, gsover both stands increased with Rs and de-
creased with canopy-to-air humidity mole difference (Da) 
(Fig. 3A-F). The trends of wind speed and aerodynamic 
conductance (ga) (Fig. 3C-D) were relatively lower in the 
day during the wet season as compared to that in the day 
during the dry season. The magnitude of ga (Fig. 3C-D) 
was always higher than that of gs, except for the morning 
hours of the wet season.

3.5. Proportion of Daily Available Energy (Ra) 
Used for Evapotranspiration as a Function of Vol-
umetric Soil Water Content, Leaf Area Index and 
Surface Conductance

The response of evapotranspiration in the Brachiaria 

field and herbaceous savanna stand to θ was quantified by 
using the daily latent heat flux-to-available-energy ratio 
(Fig. 4) as originally outlined in Denmead and Shaw [48]. 
Maximum daily λE/Ra ratio was represented by using a 
99Th quantile piece-wise linear regression. The results 
indicate that upper boundary of the Brachiaria field en-
velope was higher than that for the herbaceous savanna. 
The regression analysis identified the breakpoint (i.e., the 
critical θ at which maximum daily λE/Ra is attached) in 
the interval 0.110 ± 0.022 m3 m-3 and 0.105 ± 0.021 m3 m-3, 
respectively. The equation for the quantifying the upper 
bound on λE/Ra ratio between minimum and critical θ was 
daily λE/Ra =13.480 θ – 0.621 for the Brachiaria field and 
daily λE/Ra = 19.989 θ – 1.401 for the herbaceous savanna 
stand. Therefore, the Brachiaria field transpired at a faster 
rate, despite lower θ.

In the Brachiaria and herbaceous savanna stands, the 
seasonal trend of the ratio λE/Ra was explained by the dif-
ference in LAI development (Fig. 5). Seasonal variations 
in LAI were coupled with changes in moisture availabil-
ity. Maximum LAI for the Brachiaria was (i.e., 2.4 ± 0.2 
m2 m-2) higher than that (i.e., 2.1 ± 0.2 m2 m-2) for the her-
baceous savanna stand. These results indicated that λE/Ra 
was depressed at low θ because LAI decreased with θ.

Measuring hourly gs ranges permitted assessing how 
variation in maximum hourly gs affected the daily λE/Ra 
ratio. For both stands, data were fitted by a logarithmic 
relationship (Fig. 6). In Brachiaria field the ratio was 
less affected as maximum hourly gs increased from 0.4 
to 4.0 mol m-2 s-1. Below 0.4 mol m-2 s-1 (i.e., the critical 
conductance) the ratio experienced a sharp reduction as 
a function of the maximum hourly gs. In the herbaceous 
savanna stand the ratio was slightly affected from 0.4 to 
1.2 mol m-2 s-1, and the critical ratio was similar to that in 
Brachiaria field. However, there was a clear difference 
between stands in canopy roughness and physiological be-
havior, and these factors influenced energy exchange and 
partitioning.

3.6 Modeled Surface Conductance Versus Envi-
ronmental Variables

The modeled surface conductance as a function of envi-
ronmental variables indicated that the seasonal trend of 
gs showed the influence of the air humidity mole fraction 
deficit (Da) and soil water content deficit (δθ). The model 
accounts for 68 % and 70% of the variance of gs over the 
Brachiaria field and herbaceous savanna stand, respec-
tively, as a function of maximum gs, Da and δθ (Table 1). 
Comparison of the parameters of the surface conductance 
model for the Brachiaria field and herbaceous savanna 
stand as determined by nonlinear square optimization in-
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dicates that in the Brachiaria field, response of gs to the 
changes in the volumetric soil water content deficit was 
higher than that in the herbaceous savanna stand.

3.7 Water Cycle Dynamics

The seasonal trends of cumulative precipitation and 
evapotranspiration (i.e., Pc and λEc, respectively) and soil 
water storage (S) in the 0.0-0.5 m depth for the Brachiaria 
field and herbaceous savanna stand are shown in Figure 
7. λEc, in the Brachiaria field (731 mm year-1) was higher 
than herbaceous savanna stand (594 mm year-1), respec-
tively. Soil water storage and water drained below 0.5 m 
soil layer was lower in Brachiaria field (122 mm year-1 
and 53.1 mm year-1) than herbaceous savanna stand (135 
mm year-1 and 63 mm year-1), respectively.

4. Discussion

In this analysis, the effect of land-use changes from neo-
tropical herbaceous savannas to cultivated paleotropical 
grass was evident on roughness-forcing conditions and 
energy partitioning. The seasonal dynamic of λE could be 
mainly attributed to the trend of atmospheric demand and 
water supply for vegetation development. Thus, temporal 
trends in demand (i.e., energy availability) and supply (i.e., 
soil water content and leaf-area index) were associated 
with this tendency.

4.1. Weather and Climate

Seasonal difference between the Brachiaria field and her-
baceous savanna stand in Rn was due to albedo and surface 
heating (i.e., difference from incoming to outgoing long 
wave radiation). In the dry season, the seasonally aver-
aged daily albedo in the stands was 0.15 ± 0.01 and 0.12 ± 
0.02, respectively. The divergence between stands in dry 
seasonally averaged daytime albedo was significantly dif-
ferent (Mann-Whitney U-test). In the wet season, the val-
ue was 0.16 ± 0.01 for the Brachiaria field and 0.14 ± 0.03, 
for the herbaceous savanna stand. The deviation between 
stands in wet seasonally average daytime albedo was not 
significantly different (Mann-Whitney U-test). The sea-
sonally averaged daily surface heating in the Brachiaria 
field and herbaceous savanna stand was -5.31 ± 0.25 and 
-7.39 ± 0.30 MJ m-2 d-1, respectively, for the dry season 
and -4.79 ± 0.20 and -5.9 ± 0.20 MJ m-2 d-1, respectively 
for the wet season. The difference between stands in the 
seasonally averaged daily surface heating was different 
significantly (Mann-Whitney U-test) for the dry and wet 
seasons, respectively. In the Orinoco lowlands, the con-
trast between the two key exotic  grasses (i.e., Brachiaria 
as reported here) and Andropogon field (as outlined in San 

José et al [3] ) and the herbaceous savanna stand in albedo 
and surface heating values might lead to differences in 
mesoscale circulation and cloud convection as described 
by Keenan et al [49]. There is also evidence of a feedback 
mechanism between land use change and shifts in resul-
tant climate. That is decline in rainfall over cleared and 
cropped landscape in Western Australia [50]. In the case 
of burned and unburned savannas in northern Australia, 
Beringer et al [51] have found that the consequent contrast-
ing albedo and heating values may significantly modify 
precipitation patterns.

During the dry season, the mat-forming surface of 
Brachiaria field with high albedo absorbed less energy 
than that in the upright canopy savanna, where the canopy 
temperature was consequently higher. The difference in 
seasonal albedo was associated with the changes in LAI. 
Similar results have been reported for the African tall 
grass Andropogon field and herbaceous savanna stand of 
the Orinoco lowlands [3].

4.2 Evapotranspiration and Sensible Heat. Water 
Cycle Dynamic

The seasonally averaged daily H flux was the main source 
of the available energy (Ra) in the Brachiaria field (7.036 
± 1.186 MJ m-2 d-1) and herbaceous savanna stand (4.843 
± 1.008 MJ m-2 d-1) during the dry season and it was rel-
atively higher in the Brachiaria field (Mann-Whitney 
U-test). By contrast, λE over both stands was the main 
component of the available energy during the wet season. 
However, seasonally averaged daily latent heat flux (λE) 
for the Brachiaria field (6.183 ± 1.427) was not signifi-
cant different from that for the herbaceous savanna stand 
(5.609 ± 1.206 MJ m-2 day-1) (Mann-Whitney U-test). 
The results indicate that during the dry and wet seasons, 
the monthly averaged daily evapotranspiration rate in the 
Brachiaria field (i.e., 0.8 ± 0.1  and 2.7 ± 0.6 mm day-1, 
respectively) was 1.3- and 1.2-fold higher than those mea-
sured in the herbaceous savanna stand (i.e., 0.6 ± 0.2 and 
2.2 ± 0.2 mm day-1, respectively) (Mann-Whitney U-test).  
In the climate seasonality marked conditions by 0.1% of 
total precipitation occurring during the dry season, the 
monthly averaged daily λE in the stands was lower than 
that measured over the Brazilian campo sujo, campo cer-
rado and campo denso (i.e., 1.1 – 2.5 mm day-1) [52,53,54,55,56]. 
By contrast, the monthly averaged daily λE during the wet 
season was similar for the studied stands (2.2 – 2.7 mm 
day-1) and Brazilian cerrados (i.e., 2.2 – 3.7 mm day-1) [57]   
with similar precipitation events.

For the Brachiaria field and herbaceous savanna stand, 
the annual evapotranspiration was 731 and 594 mm year-

1, respectively (Fig. 7). λE for both stands was similar 
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to that reported for a tall grass Andropogon field and a 
herbaceous savanna (721 and 538 mm yr-1, respectively) 
occurring  under similar environmental conditions [3]. By 
contrast, in the Brazilian  cerrado denso and cerrado, the 
mean annual λE was 823 and 689 mm yr-1, respectively 
[56]. For Eucalyptus open-forest savannas in northern Aus-
tralia, λE was 870 mm yr-1[58]. These differential responses 
could be related to woody cover density such as has been 
reported by Bucci et al [59] for a transpiration gradient 
along a tree increment in the cerrado and cerrado denso.

For the Brachiaria and herbaceous savanna stands, the 
annual ratio of evapotranspiration to precipitation was 0.52 
and 0.42, respectively. This ratio for the Brachiaria field 
was similar to that reported for Andropogon field (0.49); 
whereas the herbaceous savanna stand ratio was lower 
than those in other herbaceous savannas  (0.65) growing 
in the Orinoco lowlands which featured 1066 mm of pre-
cipitation [3] ; and lower also than in the annual grasslands 
(0.54-0.58) in Ione, California with 559 mm of precipita-
tion [60].

During the dry season, evapotranspiration of the stands 
proceeded according to the soil water storage levels (Fig. 
7). When the rainfall period began, evaporation rose 
markedly and water drained from the upper (0.50 m) soil 
layers to layer soil > 0.5 m depth (i.e., Pc - λEc - S). In 
the Brachiaria field, 52 % of the precipitation returned 
to the atmosphere via evapotranspiration and a smaller 
amount of water entered soil storage as compared to the 
herbaceous savanna stand. In both stands, water storage 
increased from the beginning of the wet season until the 
middle of the season and λE depended on both precipita-
tion and soil water storage.

The water drained below 0.5 m layer in Brachiaria 
field was relatively lower (43 % of total precipitation) 
than that in the herbaceous savanna stand (53 %). In the 
Andropogon field, the value was 42% [3]. As consequence, 
the available water for human consumption, industrial 
activities and food production was reduced in the exotic 
grass species by 16-17 %.

These results indicate that after savanna was replaced 
by Brachiaria field the regulation of λE by community 
functional features (i.e., surface conductance, LAI and 
root system), phenology and water supply determined a 
different water balance. Thus, water loss by evaporation 
in the replaced herbaceous savanna was increased 1.2-
fold. In the case of Andropogon the value was 1.3 fold [3]. 
By contrast, after a native oak woodland was replaced by 
grasslands [61] evapotranspiration dropped from 513 to 378 
mm yr-1 (i.e., 26 %). In the cultivated Sahel, the fallow 
replaced by millet crops led to a water loss of 343 to 237 
mm yr-1 (i.e., 30 %) [62]. Similarly the hydrological cycle 

of the cerrado savannas of central Brazil was modified as 
native woody vegetation was replaced by exotic grasses 
and agricultural crops [55]. The comparative differences 
might be related to tree density.

4.3 Processes and Controls

The partitioning of the available energy into λE and H, 
and the resulting effect on boundary layer processes de-
pended on both biotic and abiotic factors. The relative 
control of the climatological variables was elucidated 
from volumetric soil water content and air humidity mole 
fraction deficit. The biological responses were adequately 
estimated by conductance behavior and leaf area index.  
As the dry season proceeded, the evaporation fraction of 
the available energy tended to decrease with increasing 
senescence due to the seasonal influence of control effects 
such as air humidity mole fraction deficit, and soil water 
content on leaf area index and surface conductance.

The annual variations in the daily λE/Ra ratio at each 
stand were in phase with variation in soil moisture con-
tent, LAI and surface conductance (Fig. 4-6). When the 
ratio was expressed as a function of θ, the upper bound of 
the envelope for the Brachiaria field (0.87) was greater 
than that for the herbaceous savanna stand (0.80). In the 
case of the herbaceous savanna stand, the seasonal aver-
aged ratio for the wet season (0.68 ± 0.10) was similar 
as that reported for a tree and scrub woodland cerrados, 
accounting for 0.60 during the wet season [52]. In the 
Brachiaria field and herbaceous savanna stand, a sharp 
decrease in the ratio occurred below the critical soil water 
content (θc) at both stands (i.e., 0.111 ± 0.022 and 0.107 ± 
0.021 m3 m-3, respectively). Thus, the Brachiaria field was 
more tolerant of low soil water potential than that in the 
herbaceous savanna stand. Similar results for Brachiaria 
have been reported by Mattos et al. [63]. The difference be-
tween stands in the response of the λE/Ra ratio as a func-
tion of θ was  related to the total below-ground dry mass 
as Brachiaria partitioned a larger value (720 ± 65  gm-2) 
than that in the herbaceous savanna stand (379 ± 48 gm-2) 
(Mann-Whitney U-test).  Therefore, the Brachiaria seems 
to withstand water-stressed conditions on the basis of an 
extensive root system exploring large soil volume over a 
long period. Furthermore, the root system of Brachiaria 
decumbens features height hydraulic conductivity under 
conditions of high evapotranspiration and water stress 
[63,64]. These traits are likely to delay the onset of the dry 
season.

Over the Brachiaria field and herbaceous savanna 
stand, the average daily λE/Ra ratio was 0.23 ± 0.04 and 
0.21 ± 0.03, respectively, during the dry season, and 
0.66 ± 0.10 and 0.68 ± 0.09, respectively, during the wet 
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season. Similar seasonal ratios have been reported for 
intensively farmed land in the paleotropical savannas of 
Eastern Burkina Faso [65]. In this location, the λE/Ra ratio 
was 0.23 in the dry season and 0.71 in the wet season. 
This similarity between the Neotropical and Paleotropical 
sites in seasonal ratios might be related to a comparable 
development of the leaf area index. Here, monthly aver-
aged daily λE /Ra ratio for both stands increased similarly 
as LAI does (Fig. 5). Thus, LAI development explained 
the seasonal changes of the ratio across the pasture-sa-
vanna mosaic.  As θ directly affected the λE/Ra ratio more 
strongly when the soil was markedly dry. The difference 
between stands in the linear relationship of λE/Ra on LAI 
was not significant when the test of heterogeneity between 
the slopes was carried out [46].

For the Brachiaria field and herbaceous savanna 
stand, the daily λE/Ra ratio was logarithmically related to 
maximum hourly gs (Fig. 6). Similarly, the logarithmic 
increase of λE/Ra with increase in maximum hourly gs has 
also been reported for a savanna woodland continuum [3]. 
The  short-closed canopy of Brachiaria with maximum 
hourly gs exceeding the critical value 0.8 mol m-2 s-1 was 
less-coupled to the atmosphere as compared with the open 
tall savanna when the  daytime averaged hourly  Omega 
(Ω) was 0.21 ± 0.15 and 0.12 ± 0.05, respectively, for 
the wet  season. These values were significantly different 
(Mann-Whitney U-test). In the herbaceous savanna stand, 
the reduction in maximum hourly gs of less than the crit-
ical value 0.4 mol m-2 s-1 was related to a sharp decrease 
in the ratio. In a tree and scrub woodland cerrado, similar 
critical values of gs (0.4-0.5 mol m-2 s-1) were reported 
during most of the daytime hours [52].This measured low 
critical gs in the herbaceous savannas might be acting as 
a water limiting mechanism. Here the silica body depos-
ited around the stomatal apparatus in the native grasses 
[66] might contribute to decreased stomatal aperture. Low 
critical gs in native grasses have been reported by Baruch 
et al. [67]. They reported that at a leaf-air vapour  pressure 
difference less than 1 KPa, gs was 40% lower in the native 
grasses from the Orinoco  lowlands than that in the exotic 
grasses from the Paleotropical savannas.

The modeled surface conductance was a function of 
the air humidity mole fraction deficit (Da) and volumet-
ric soil water content (θ). Similar explanatory factors 
have been reported for other Neotropical, Paleotropical 
and Australian savannas [3,13,14,39,65,68,69,70]. Specifically, in 
B. decumbens, Mattos et al. [63] have found that stomatal 
conductance varied directly with the volumetric soil water 
content. Whitley et al. [71] compared the parameter values 
of a modified Jarvis-Stewart model applied across five 
contrasting Australian woodlands and forests. Similarly to 

the Orinoco stands, they stressed the relative effects of the 
vapour pressure deficit and soil moisture on canopy water 
flux.

5. Conclusions

In this study, evidence is provided showing that replace-
ment of the native herbaceous vegetation by a Brachiaria 
field led to different patterns of energy and water balance. 
Large expanses of savanna have been transformed into 
Brachiaria fields. Therefore, the future pasture-dominated   
ecosystem could come to occupy large areas of the savan-
nas. We found that the current shift in land cover decreas-
es soil water storage from 740 to 612 mm and increases 
λE because of more   water uptake by the pasture due to 
Brachiaria’s denser root system and higher LAI. Consid-
ering that the Orinoco lowland vegetation is an herbaceous 
savanna-woodland continuum, the hydrological effect of 
savanna conversion seems to depend upon tree density. 
Thus, the renewal of herbaceous savanna by a Brachiaria 
and Andropogon fields [3] contribute to an evapotranspi-
ration increase of 1.23 and 1.31 fold-times, respectively. 
These conditions might   affect 10% of the Orinoco low-
lands [72], whereas, the replacement of a savanna woodland 
by the African Brachiaria and Andropogon[3] lead to an 
evapotranspiration decrease of 1.0 – 1.5%. Understanding 
water use efficiency of these vegetations could be import-
ant for delineating environmental changes and energy bal-
ance on the regional scale. Furthermore, these variations 
could have a modifying feedback on the climate [73,74,75,76] 
and water budget [77]. In contrast, models elaborated by 
Hoffmann and Jackson [78] indicate that precipitation and 
evapotranspiration could be reduced by 10 % and 6%, re-
spectively, whereas temperature could increase by 0.5°C, 
as could the frequency of dry periods. They have specu-
lated that the regional conversion could increase deep soil 
water storage and reduce λE because of less water uptake 
by deep roots, especially during the dry season. As a con-
sequence, in this scenario, the climate could become drier. 
In the particular case of the replacement of a herbaceous 
savanna by a grassfield, the relative response appears to 
depend upon the disturbance conditions of the displaced 
savanna.
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Figure 1. (A) Precipitation, (B) Daily averaged hourly air 
humidity mole fraction deficit, (C) Class A pan evapora-
tion and (D) Evapotranspiration in a Brachiaria field (●) 
and a herbaceous savanna (○) of the Orinoco Lowlands.

Figure 2. (A) Incoming short wave radiation flux, (B) Day 
(▲) and nighttime (△ ) averaged hourly air temperature, 
and (C) Volumetric soil water content in a Brachiaria field 

(●) and a herbaceous savanna (○) of the Orinoco low-
lands.

Figure 3. (A-B) Hourly values of energy budget compo-
nents in a vegetational mosaic of the Orinoco lowlands. 

RS = incoming short wave radiation; Rn = net radiation; H 
= sensible heat flux; λE= latent heat flux; ΔSH = soil net 

storage heat flux. (C-D) Aerodynamic (ga) and surface (gs) 
conductances, and wind velocity (u). (E-F) Air humidity 
mole fraction deficit (Da), canopy-to-air humidity mole 
fraction difference (Dc), air temperature (Ta) and canopy 
temperature (Tc). Measurements taken over a Brachiaria 
field and a herbaceous savanna in typical days during the 

dry and wet seasons of the Orinoco lowlands.
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Figure 4. Daily latent heat flux to available energy ratio 
(λE/Ra) as a function of volumetric soil water content (θ) 

in a Brachiaria field (A) and a herbaceous savanna (B) for 
the dry (●) and wet (○) seasons of the Orinoco lowlands. 
Maximum daily λE/Ra ratio is represented by using a 99th 

quantile piece-wise linear regression.

Figure 5. Monthly averaged diurnal latent heat flux to 
available energy ratio (λE/Ra) as a function of leaf area 
index (LAI) in a Brachiaria field ( □ dry season; ■ wet 
season) and a herbaceous savanna ( ○ dry season; ● wet 

season) of the Orinoco lowlands.

Figure 6. Daily latent heat flux to available energy ratio 
(λE/Ra ) as a function of maximum hourly surface con-
ductance (gs) in a Brachiaria field (A) and a herbaceous 

savanna (B) of the Orinoco lowlands.

Figure 7. Trend of cumulative precipitation (Pc, thick 
black), cumulative evapotranspiration (Ec thin black), 
water storage in the first 0.5 m (S, dark grey) and bal-

ance of the previous terms (Pc – λEc – S, light grey) in a 
Brachiaria field (A) and a herbaceous savanna (B) of the 

Orinoco lowlands.
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acteristics of winter ETCs passing over the coastal water of China are 
analyzed by using clustering and composite analysis. Automated cyclone 
detection and tracking algorithm are used to identify the ETCs, which are 
further classified into subgroups according to their trajectory features by 
using the probabilistic clustering algorithm. Six distinct types of straight 
moving or recurving trajectories with different climatological character-
istics are identified in the clustering analysis. Accordingly, the composite 
analyses also present six distinct synoptic patterns corresponding to cy-
clogenesis as well as the impact of ETCs on terrestrial precipitation. The 
spatio-temporal characteristics of winter ETCs’ origination, movement, 
and impact are revealed by the clustering and composite analyses.
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1. Introduction

Extratropical cyclone (ETC), also called wave cy-
clone or midlatitude cyclone, is a type of storm 
system in middle or high latitudes that transports 

huge amounts of moisture and energy poleward to reduce 
the meridional temperature gradient [1-2]. The passage of 
ETC is usually associated with strong winds, excessive 
precipitation, and temperature changes [3-5]. Therefore, 
studying the characteristics and paths of ETCs are of 
great importance both in terms of understanding varia-
tions of local weather and for a characterization of cli-
mate [3].

There have been a lot of studies on ETCs including 

their life cycle from initiation, growing, to their impacts 
as well as the identification, tracking, and clustering al-
gorithms [3-10]. The formation and evolution mechanisms 
of ETCs have been extensively studied using a wide 
range of observational, theoretical, and modeling ap-
proaches (reviewed in [4]). The main focus of this study 
start from the identification and tracking of winter ETCs 
to their climatological characteristics and impacts.

In the early times, the identification and tracking of 
cyclones were based on manual analysis of synoptic 
weather charts [11, 12]. Such analysis was very time-con-
suming, and could only be applied to a limited number 
of maps. With the increase of computer capacity in re-
cent decades, new automatic and semi-automatic meth-
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ods are developed to objectively detect ETCs based on 
sea level pressure, geopotential height, or vorticity fields 
[13-17]. The tracked ETCs are usually described as a set of 
moving objects that follow various tracks and have dis-
tinct individual lifecycle characteristics. Cluster analysis 
provides a natural way to analyze sets of trajectories and 
their relationships with the larger-scale atmospheric cir-
culation, by decomposing large sets of trajectories into 
subgroups with similar spatio-temporal characteristics 
[18,19]. Then, the synoptic characteristics of the clustered 
ETCs could be easily revealed by the following compos-
ite analysis [20, 21]. 

East Asia, especially the East China coast, is a major 
cyclogenesis region in the Northern Hemisphere [22, 23]. 
These ETCs move mainly eastward over the coastal wa-
ters of China and Northern Pacific [22]. A few of recent 
studies have focused on the climatological characteris-
tics of ETCs, particularly those generated at East China 
coast. Objective identification and tracking methods 
were widely used to study the features of ETCs in spring 
[24-26]. ETCs over East Asia and Western Pacific exhibit 
obvious seasonal variability, and stronger ETCs more 
frequently occurred in winter and spring than in summer 
and autumn [9]. Qin et al. [25] found that China’s offshore 
ETC tracks tend to shift northward in recent decades, 
characterized by increased (decreased) cyclone number 
at the northern (southern) part of the East China Sea. 
Zhang et al. [26] applied the k-means clustering method 
to identify the dominating trajectories of ETCs over East 
Asia, and studied their climatological characteristics in 
the period 1958-2001. Due to the spatio-temporal ho-
mogeneity of ETCs, the k-means clustering method was 
not the proper algorithm for clustering ETC trajectories 
[18]. Zhang et al. [23] proposed to classify the developing 
of ETCs into two types according to the central pressure 
deepening rate, and studied the inter-annual variability 
of ETC number and the possible causes. 

This study firstly applies an improved winter ETC de-
tection and tracking algorithm based on vorticity fields 
to identify the ETCs over the coastal waters of China. 
Then, the probabilistic clustering method is used to clas-
sify the ETCs according to their trajectory features. The 
climatological characteristics as well as the larger-scale 
atmospheric circulations are also analyzed by using the 
composite analysis. Moreover, the impacts of ETCs on 
terrestrial precipitation are also studied. The study is 
organized as follows: Section 2 presents the data and 
methodology used in this study. The ETC identification, 
tracking, and classification along with the composite 
daily means and anomalies of the synoptic pattern, are 
presented as results in Section 3. Finally the discussion 

and conclusions are given in Section 4 and Section 5, re-
spectively.

2. Data and Methods

2.1 Data

This study adopts the European Centre for Medium 
range Weather Forecasts (ECMWF) re-analysis data 
(ERA-Interim for 1979–2017), with a 0.75°×0.75° hori-
zontal resolution and 6-h time interval [27]. The vorticity 
fields at 850 hPa level within the region of 20°–60°N, 
60°–160°E extracted from the ERA-I reanalysis data-
set are used for ETC identification and tracking. Other 
synoptic variables related to large scale atmospheric 
circulations are 500hPa zonal and meridional wind, geo-
potential height, air temperature at 850 hPa level, and 
mean seal level pressure. The daily anomaly fields of all 
synoptic variables are calculated by subtracting the sea-
sonal cycles (calendar-day mean) for each grid cell. The 
seasonal cycle is defined from 1979 to 2017, and a 5-day 
running average is applied to reduce day to day varia-
tion.

The daily total precipitation data on a 0.5°×0.5° grid 
within the study area EAME are provided by the Na-
tional Oceanic and Atmospheric Administration Climate 
Prediction Center (U.S.A.). The daily mean climatology 
for precipitation has been firstly calculated for each grid 
during the period 1979-2017, and a 5-day running aver-
age is also applied for the purpose of reducing the day 
to day variation. Then, the smoothed mean precipitation 
is divided by the daily precipitation, and the ratio rep-
resents the precipitation anomaly [28].

2.2 Methods

In this study, the objective algorithm presented in [17] is 
used to identify and track winter ETCs (Dec., Jan., and 
Feb.) based on the vorticity fields at 850 hPa level. The 
algorithm includes two independent steps, where the first 
step is devoted to the identification of the cyclone cen-
ters, which are combined into a track in the second step. 
A Matlab toolbox named CycloTRACK (v1.0) could 
be accessed from the corresponding author of reference 
[17]. The spurious paths of cyclones moving upstream/
westward over five longitude degrees or having a life-
time less than 24 h are eliminated for the purpose of 
getting rid of local warm season thermal lows [29] and 
some tropical cyclones moving westward from Northern 
Pacific [30]. Moreover, only ETCs originating or entering 
the regions 35- 41°N, 117-127° E and 25-35° N, 120-
130° E are considered in this study. Besides the latitude 
and longitude of cyclone centers, the lifetime, central sea 
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level pressure, and travel distances of all ETCs are also 
recorded. The normalized central pressure deepening 
rate is also computed using the following equation [31]:

R = (Pt-12-Pt-12)/24hPa×[(sin60°)/sinφ],     (1)

where Pt-12 and Pt+12 are the central pressures of the cy-
clone before 12h and 12h after current time, respective-
ly; the parameter φ denotes the latitude of the cyclone 
center. The unit of R is “bergeron” (referred to as B). A 
positive value of R corresponds to developing cyclone, 
and more specifically the cyclone with R exceeding 1 B 
is considered as an explosive cyclone [23, 25, 26, 31].

Like Gaffney et al. [18], the probabilistic clustering 
algorithm is used to classify the identified winter ETCs. 
In this algorithm, a regression mixture model is applied 
to describe the longitude-time and latitude-time prop-
agation of the ETCs. Each ETC track is assumed to be 
generated by one of K different regression models. The 
clustering problem is actually to assign each track to the 
mixture component (and thus the cluster) that is most 
likely to have generated that track. Sometimes, the lati-
tude and longitude measurements are normalized before 
clustering. In this study, we omit the preprocessing step 
such as the normalization of ETC tracks. Instead, the 
ETC tracks are clustered directly, so that the produced 
results become easy to interpret [20]. The optimum num-
ber of clusters is determined by balancing inter-cluster 
and within cluster variability. The log-likelihood values 
are also computed as the goodness-of-fit metric [18]. The 
procedure for model selection is as follows: we ran-
domly select the training sets of trajectories, and then 
compute the log-probability of unseen ‘‘test” trajectories 
under each model. This calculation has been repeated ten 
times over multiple training-test partitions of the data 
to generate average out-of-sample log-probability (or 
log-likelihood) scores as the basis of model selection. 
Here, we only give a simple summary of the clustering 
algorithm, and detailed description can be found in refer-
ences [18, 20] with an application of the clustering method 
to ETCs over the North Atlantic. A Matlab toolbox of 
the above-mentioned clustering algorithm for trajectory 
clustering is available online at http://www.datalab.uci.
edu/resources/CCT 

3. Results

3.1 Climatological Characteristics of Winter 
ETCs

The study identified 291 winter ETCs passing over the 
coastal water of China in the period 1979-2017, and 171 
of them are explosive cyclones. All winter ETCs includ-

ing the tracks and the genesis locations are shown in 
Figure 1. The cyclogenesis location ranges from Mongo-
lia to southeast coast of China. More specifically, these 
winter ETCs passing over the coastal water of China 
more frequently originate from the east coast of China. 
In addition, Figure 2 below shows the time series of ETC 
and explosive ETC numbers in winter seasons. There is 
obvious inter-annual variation of the number of ETC or 
explosive ETC. During the period 1979-2017, the aver-
age number of ETCs passing over the coastal water of 
China is 7.5, and 4.3 of them are explosive ones. No sig-
nificant temporal trend has been detected for either ETC 
or explosive ETC time series.

Figure 1. (a) Tracks and cyclogenesis positions of winter 
ETCs passing over the coastal water of China identified 
from the from the European Centre for Medium range 
Weather Forecasts (ECMWF) re-analysis data (1979–

2017); (b) Spatial distribution of cyclogenesis positions 
in 1.5°lat×1.75°lon rectangle

Figure 2. Annual time series of winter ETC number and 
explosive ETC number
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Figure 3. The classified Winter ETCs tracks (green) 
passing over the coastal water of China during the period 
1979–2017 and the mean regression curve (blue curves) 

in each of the six clusters

In this study, a quadratic polynomial in the probabi-
listic clustering algorithm has been selected for the ETC 
tracks by visually inspecting the ETC shape (not shown as 
figures). The candidate cluster numbers from 4 to 9 have 
been evaluated, and we find that the clustering results are 
not sensitive to the choices between 6 and 8. The final 
choice of cluster number is 6 since the trajectory shapes 
and cyclogenesis positions could be easily distinguished. 
Figure 3 shows the clustered ETC tracks as well as the 
mean regression trajectories. The ETC tracks in cluster-1 
are typical straight and usually cross Korean Peninsula 
and Japan. The cyclogenesis positions for ETCs in clus-
ter-2 are similar to those in cluster-1. However, the ETCs 
in cluster -2 usually move northeastward rather than east-
ward in cluster-1. ETCs firstly cross the Korean Peninsula, 
then move to the Japan Sea, and decay over the Okhotsk 
Sea. The typical ETC tracks in cluster-3 are very similar 
to those in cluster-1, but the mean curve is localized far-
ther to the south and crossing the south border of Japan. 
The typical tracks in clusters 4 and 5 are both recurved 
trajectories. ETCs in cluster-4 originate at Mongolia and 
move southeastward firstly, then recurve after entering 
China’s coastal water and move eastward similar to ETCs 

in cluster-1. The recurving cluster-5 is more diffuse since 
the genesis positions occupy almost the whole east coast-
al waters including the Bohai Sea, Yellow Sea, and East 
China Sea. A few of ETCs in this cluster change their 
directions after entering the Northwest Pacific. The last 
cluster-6, also the most diffuse cluster, represents ETCs 
those originate at the Asian continent and move eastward 
to the Pacific Ocean. Figure 4 below shows all explosive 
ETCs for each cluster. Most explosive ETCs in winter 
occur at the Pacific coast or Northwest Pacific. The ratios 
of explosive ETCs to all ETCs in the 6 clusters are 54%, 
69%, 52%, 47%, 92%, and 32%, respectively.

Figure 4. The explosive ETCs in each of the six clusters. 
The red dots indicate the positions with R≥1

The distributions of the ETC’s lifetime, track length, 
minimum central SLP, and maximum deepening rate 
for each cluster as well as their pairwise correlations are 
shown in Figure 5. The smoothed probability density 
functions (PDFs) shown in the diagonal subplots represent 
the distributions of the 4 climatological characteristics. 
Except the lifetime and track length in cluster 3 and 5, 
the other distributions are dissimilar and some PDFs are 
bio-modal or multi-modal. The lower triangular subplots 
are the scatterplots, while the upper triangular subplots 
show the corresponding pairwise spearman correlations 
for the 6 clusters. Unsurprisingly, the positive correlations 
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between the lifetime and track length are consistent in all 
6 clusters. Significant negative correlations for lifetime vs. 
minimum central SLP, track length vs. minimum central 
SLP, and minimum central SLP vs. maximum deepening 
rate are also identified in all 6 clusters. The maximum 
deepening rate is also positively correlated to lifetime and 
track length in 5 clusters except for in cluster-2.

Figure 5. The distributions of the ETC’s lifetime, track 
length, minimum central SLP, and maximum deepening 

rate for each cluster as well as their pairwise correlations. 
Diagonal subplots: probability distributions of the 4 

climatological characteristics; lower triangular subplots: 
pairwise scatterplots; upper triangular subplots: pairwise 

spearman correlations for the 6 clusters

3.2. Synoptic Patterns of Winter ETCs

In this study, the synoptic patterns associated with each 
cluster are obtained by constructing the composite maps 
of atmospheric variables. For each composite map, the 
time steps that correspond to either the cyclogenesis 
position or the whole life cycle are composited. Figures 
6-8 show the composite anomalies of geopotential height 
(500hPa level), air temperature (500hPa level), and mean 
SLP corresponding to the cyclogenesis days, respective-
ly. Obviously, the cyclogenesis positions for each cluster 
shown in Figure 3 are consistent with the negative anom-
alies of geopotential height and low pressure shown in 
Figure 6 and 7. Moreover, the cyclogenesis positions are 
also consistent with the cold fronts shown in Figure 8. 
Since the movement of cyclone is largely determined by 
the large scale steering winds at mid-tropospheric level 
(700hPa or 500hPa). The anomalous winds composites at 
500hPa during the whole life cycle of ETCs in each clus-
ter are shown in Figure 9. The influence of the steering 
winds on the mean regression trajectory in each cluster is 
clearly revealed by the composite wind fields.

The influences of ETCs on terrestrial precipitation 
are also revealed by the composite maps of anomalous 
terrestrial precipitation during the whole life cycle of 
ETCs (Figure 10) in each cluster. Generally, the excessive 

precipitation anomalies are consistent with cyclogenesis 
positions or tracks. In cluster-1, the region with excessive 
precipitation is located at the rim of the Bohai Sea and 
Yellow Sea including the Korean Peninsula. However, no 
excessive precipitation is brought to Japan. In cluster-2, 
ETCs cause excessive precipitation to Korean Peninsula 
when moving northeastward. The influence of ETCs in 
cluster-3 on terrestrial precipitation is over the East China, 
Korean Peninsula, and South Japan. ETCs in cluster-4 
originate at Mongolia and move southeastward to North 
China associated with excessive terrestrial precipitation 
anomalies. ETCs in cluster-5 mainly originate over the 
whole east coastal waters of China, so the influence of 
ETCs on precipitation anomalies is only located at the 
Korean Peninsula and the three southern islands of Japan. 
On the contrary, ETCs in cluster-6 mainly originate at the 
Central China and move eastward, so that the influence of 
ETCs on terrestrial precipitation is located at East China.

Figure 6. Composite of geopotential height anomalies (red 
and blue shading) at 500hPa level for each cluster in the 

period 1979-2017, based on genesis day only
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Figure 7. Composite of mean sea level pressure anoma-
lies (red and blue shading) for each cluster in the period 

1979-2017, based on genesis day only

Figure 8. Composite of air temperature anomalies (red 
and blue shading) at 500hPa level for each cluster in the 

period 1979-2017, based on genesis day only

Figure 9. Composite of anomalous wind fields (green 
vectors) at 500hPa level during the whole life cycle of 
ETCs in each cluster for the period 1979-2017 and the 

mean regression curve (blue curves)

Figure 10. Composite of anomalous terrestrial precipi-
tation (orange and green shading) during the whole life 
cycle of ETCs in each cluster for the period 1979-2017. 
The value of ratio smaller than one means precipitation 

is lower than normal years, while the value of ratio larger 
than one means precipitation is higher than normal years
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4. Discussion

The East coast of China is a vital cyclogenesis region in 
East Asia [22]. The climatological characteristics of ETCs 
passing over the coastal water of China in winter season 
and their impacts of terrestrial precipitation were the 
major objective of this study. Previous studies show that 
ETCs occur in the strong baroclinic zones and thermal ad-
vection often trigger the initial development of ETCs [2-9]. 
The ETCs developing at the East China coast might be at-
tributable to the atmospheric baroclinicity from continent 
to ocean.

In this study, the ETC centers were defined in terms of 
relative vorticity and the tracks are obtained by combining 
the cyclone centers. The advantage and disadvantage of 
the use of relative vorticity for cyclone identification and 
tracking have been discussed in numerous studies [10, 17, 32, 

33]. Vorticity allows for more accurate identification of the 
cyclone generation at stages earlier than those revealed by 
SLP. However, the relative vorticity is sensitive to the hor-
izontal resolution of the data set since it is a wind-based 
field. The algorithm for ETC identification and tracking in 
this study was presented in reference [17], where all poten-
tial disadvantages have been properly considered and cor-
rected. Zhang et al. [26] showed that there were two major 
cyclogenesis regions for winter ETCs in East Asia. In this 
study, our results are basically consistent with the previous 
findings. ETCs passing over China’s coastal water mainly 
originate at the East coast of China. Other ETCs are from 
Mongolia and moving southeastward to the Bohai Sea and 
Yellow Sea. There was no significant temporal trend for 
the annual time series of ETC number or explosive ETC 
number, although there were evidence for the change of 
ETC frequencies and characteristics over the world [3]. 
Wang et al. [8] found that there was no trend over Northern 
Europe in the winter. Actually, the changes of ETCs were 
very complex including the interannual variability of ETC 
number and the spatial shift of ETC tracks. The changes 
of ETC frequencies and characteristics for a larger region, 
i.e. the East Asia or North Hemisphere, deserve a deeper 
study to a better understanding of the impacts of global 
climate change on cyclone activities.

ETCs have localized coherent spatial structures that 
generally propagate toward the east driven by the westerly 
[34]. The ETC population is thus most naturally described 
as a set of moving objects that follow various tracks and 
have differing individual lifecycle characteristics [18]. 
However, the commonly used method in atmospheric 
sciences such as the principal component analysis (PCA) 
is not suitable to analyze the cyclone trajectories, which 
are inherently localized in space in any given timeframe 

[18]. On the contrary, cluster analysis provides a natural 
way to analyze sets of ETC tracks and their relationships 
with the larger-scale atmospheric circulations, by classi-
fying cyclone tracks into subgroups with homogeneous 
spatio-temporal characteristics [18,19]. Several studies have 
applied clustering to classify cyclone tracks including 
tropical cyclones and ETCs. A proper classification of 
ETCs is helpful to reduce case-to-case variability and 
allows for a highly realistic representation of specific 
cyclone features in composite analysis. The roles of atmo-
spheric baroclinicity and thermal advection in triggering 
the development of ETCs were confirmed by the compos-
ite maps for each cluster. Previous studies also verified the 
passive role of sea surface temperature (SST) gradient in 
triggering the ETCs originating over the Gulf Stream [33]. 
Over China’s coastal water, the influence of SST anoma-
lies on ETC activities was verified in [9, 10, 22]. The role of 
SST anomalies especially the Kuroshio extension on ETC 
activities were not covered in this study. Much more de-
tailed and in-depth work should be done in the future. In 
addition, the composite analysis also showed that anoma-
lous wind fields at mid-tropospheric level partly explained 
the shapes of mean regression trajectory. An interesting 
finding of this study was that ETCs did not always cause 
excessive terrestrial precipitation during their whole lifes-
pan. This question will be answered by a simultaneous 
analysis of ETC movement and vapor transportation in the 
next work.

5. Conclusions

In this study, the climatological characteristics of winter 
ETCs over the coastal water of China are analyzed by 
using clustering analysis and composite analysis. Using 
an objective cyclone detection and tracking algorithm, 
291 ETCs have been identified from the ERA-I reanalysis 
dataset (1979-2017) in the study area. The ETCs are clas-
sified into 6 clusters according to their trajectory features 
by using the probabilistic clustering method. The synoptic 
patterns as well as the impact of ETC on terrestrial precip-
itation are presented by the composite maps. Major con-
clusions are summarized as follows.

The cyclogenesis positions of winter ETCs passing 
over the coastal water of China range from Mongolia to 
southeast coast of China. Most ETCs are usually weak 
over the coastal waters but deepening after entering the 
Pacific coast or Northwest Pacific. No significant temporal 
trend has been detected in the annual time series of ETC 
number. There are obvious differences for the features 
of ETCs in the 6 clusters. Generally, the ETC lifetime is 
positively correlated to track length and maximum deep-
ening rate, but negatively correlated to minimum central 
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SLP (Figure 5). The composite analyses show that the 
cyclogenesis positions are consistent with the strong ba-
roclinic zones and cold fronts. The large scale steering 
winds at mid-tropospheric level partly determine the ETC 
movement. The composite analysis also reveals the tight 
association between ETCs and excessive precipitation. In 
summary, the clustering of ETCs is basically successful 
since ETCs with similar spatio-temporal characteristics 
have been classified into one cluster.
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1. Introduction

The sudden change of wind and cloud generally in-
dicates that there will be rapid and intense weather 
changes. To effectively deal with the unexpected 

weather, advanced technology and equipment should be 
used as support. The advanced equipment for dealing 
with short-term severe convective weather in meteorology 
should belong to the new generation weather radar. It can 
monitor and detect the sudden short-term severe convec-
tive weather system and grasp its development and change 

trend in real time. The internal condition and intensity of 
the severe convective weather system are continuously 
tracked and detected to provide reliable basis for fore-
casting, early warning and disaster prevention. However, 
all of these are based on the function that the new gener-
ation weather radar can play in the absence of faults and 
normal operation. Long-term operation of machinery and 
equipment will always lead to faults. Finding the causes 
of faults, rapid positioning and timely repairing are very 
important safeguards. The existing fault self-checking 
system of the new generation weather radar has been 
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running for more than ten years, and its technology and 
functions have been improved. At present, there are two 
difficulties in the rapid diagnosis and timely maintenance 
of the new generation weather radar faults. One is that 
the existing self-inspection system of the new generation 
weather radar faults urgently needs to be updated, perfect-
ed, supplemented and upgraded. The other is that the new 
generation weather radar fault repair technology requires a 
high threshold and lacks one to provide technical support 
for timely repair. Standardized and intellectualized main-
tenance system can greatly reduce the technical barrier 
of maintenance, so that when the new generation weather 
radar breaks down, it can not only quickly detect the lo-
cation and determine the cause of the breakdown, but also 
have the ability to eliminate the breakdown in time and 
quickly restore the normal working state of the radar. This 
research is to develop a standardized and intellectualized 
maintenance step that can provide visual function. The 
maintenance system plays an important role in ensuring 
the normal operation of radar and realizing the moderniza-
tion of radar.

2. The Reason Why the Troubleshooting of 
the New Generation Weather Radar has Be-
come a Technical Difficulty

Fault detection and maintenance of new generation weath-
er radar are two main reasons for technical difficulties.

2.1 Fault Detection and Diagnosis of New Genera-
tion Weather Radar

2.1.1 Fault Diagnosis Technology

Fault diagnosis is to use various inspection and testing 
methods to find out whether there is a fault in the system 
and equipment. The process of further determining the 
roughly location of the fault is fault location. Fault detec-
tion and fault location belong to the category of network 
survivability. The process of locating the fault to the re-
placeable product level (replaceable unit) when repairing 
is called fault isolation.

System fault diagnosis is to detect the system running 
state and abnormal situation, analyze and judge the type, 
location and cause of the system fault, and take the judg-
ment results as the basis of system fault recovery, give 
solutions to achieve fault recovery.

2.1.2 Development of Fault Diagnosis Technology

From the end of the 19th century to the beginning of the 
20th century, fault diagnosis is in its infancy. Experts in 
various fields depend on their senses to obtain the state 

information of equipment. They also need to make direct 
judgments based on their own experience. This is a simple 
and practical method for fault diagnosis of some simple 
equipment. Since 1960s, due to the development and 
application of reliability theory and the gradual develop-
ment of sensor technology, it has become easier to mea-
sure various diagnostic systems and data, especially the 
development of artificial intelligence technology, which 
makes expert intelligent system widely used in the field 
of fault diagnosis. This concept will gradually replace the 
diagnostic process, which used to be based on numerical 
computation and signal processing, with knowledge pro-
cessing and knowledge reasoning as its core. At present, 
intelligent diagnosis technology has become a new direc-
tion of the current development of diagnosis technology. 
The development of modern fault diagnosis technology 
has formed a new comprehensive subject of “fault diag-
nosis”, and fault diagnosis has also produced a variety of 
classification methods, and each has its own characteris-
tics.

2.1.3 Fault Diagnosis Method

At present, the mature and effective fault diagnosis meth-
ods are: fault tree analysis and diagnosis method, diagno-
sis method based on fuzzy theory, diagnosis method based 
on statistical theory, expert system fault diagnosis method, 
neural network fault diagnosis method, data fusion fault 
diagnosis method and integration technology fault diag-
nosis method, and each has its own advantages and disad-
vantages. The most suitable fault diagnosis method can be 
selected according to the characteristics of equipment. A 
combined fault diagnosis method.

Expert system diagnosis method is one of the most 
noticeable development directions in the field of fault 
diagnosis. It is also a kind of intelligent diagnosis technol-
ogy with the most research and application. It has roughly 
gone through two stages of development: the fault diagno-
sis system based on expert experience knowledge in shal-
low knowledge field and the fault diagnosis system based 
on model knowledge of deep knowledge diagnosis object.

2.1.4 Current Fault Detection System of New 
Generation Weather Radar

The new generation weather radar fault self-detection 
system has been in use for more than ten years. It is 
developed and set up by professionals according to the 
common fault cases that appeared or may appear in the 
past, but it has not been fully supplemented, improved and 
upgraded. At present, fault detection technology and fault 
analysis and diagnosis technology have made great prog-
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ress, and the existing new generation weather radar equip-
ment gradually shows aging fatigue, and the failure rate 
gradually increases. After that, although some high-level 
weather radar personnel and maintenance personnel have 
studied several new generation weather radar fault self-de-
tection and diagnosis schemes, they have not been popu-
larized and applied. Both technology and function need to 
be upgraded in order to provide more effective basis and 
guarantee for the new generation weather radar to main-
tain normal use and fault repair.

2.2 Weather Radar Fault Maintenance

The new generation weather radar is a fusion of multidis-
ciplinary advanced technology products. The technical 
threshold of radar fault maintenance is very high. It is 
necessary to master a variety of technical knowledge and 
rich maintenance practice experience to be competent. 
Most of the existing radar operators only carry out sin-
gle-disciplinary systematic learning and training. Daily 
duty and simple faults can be dealt with without docking 
knowledge. There are too many points, too many blind ar-
eas, many radar attendants are not familiar with the inter-
nal structure and components of the radar, and they have 
never seen what the components of any specifications 
look like. Even if the weather radar fault location and 
causes are found out by the self-inspection system, they 
will not repair it. Most radar operators do not even know 
the sequence and steps of the fault repair and installation, 
and improper disposal may cause greater damage, and sta-
tions are often damaged. Because of the absence of main-
tenance personnel when the radar fails, it will delay the 
rush repair time, affect the radar observation work, greatly 
limit the timeliness of the repair of radar failures, and also 
affect the efficiency of the new generation weather radar. 
At present, radar maintenance is basically divided into 
station level, provincial level and manufacturer level.

The existing fault self-detection system of new gener-
ation weather radar is no longer suitable for the needs of 
radar operation, and it also needs to be updated, perfected, 
supplemented and upgraded urgently. Especially the exist-
ing radar fault self-examination system is only responsible 
for seeing a doctor, regardless of the treatment, even the 
prescription is not opened, which allows the radar watch-
man who is not proficient in maintenance to watch the 
observation period slip past in front of his eyes, sweating 
on his head and anxious in his heart. At present, the grass-
roots radar station lacks an expert intelligent maintenance 
system which can automatically provide general radar op-
erators with fault information and guide fault maintenance 
after fault location and causes are diagnosed by fault 
self-inspection system when weather radar fails.

3. Solutions of Difficulties in Fault Mainte-
nance of New Generation Weather Radar

3.1 Solution of the Fault Detection Shortcomings 
and Diagnosis of New Generation Weather Radar

The existing new generation weather radar fault self-de-
tection system has been used for more than ten years. In 
order to better integrate with the new generation weather 
radar fault self-detection system, the existing radar fault 
self-detection system can be optimized, upgraded, and its 
old appearance can be changed. In order to improve the 
ability of fault detection, analysis and diagnosis for the 
new generation weather radar, more advanced system and 
equipment self-inspection analysis and diagnosis methods 
are selected to be used in combination, so as to provide 
accurate location and cause for the maintenance of weath-
er radar faults in time, and to improve the accuracy and 
timeliness of diagnosis.

To adapt to the requirements of new weather radar fault 
detection technology, the existing database of new gen-
eration weather radar fault cases is reformed, perfected, 
supplemented and upgraded.

3.2 Maintenance Method for Solving Fault of New 
Generation Weather Radar

Strengthen the relevant technical training of the new gen-
eration weather radar operators, accumulate experience, 
gradually improve their familiarity with each part of the 
new generation weather radar system and equipment, and 
improve the operational level and response ability of radar 
fault maintenance.

If we want to achieve the timely and rapid repair of 
the new generation weather radar faults, we should try to 
reduce the technical threshold of radar fault maintenance. 
We can research and develop an advanced expert intel-
ligent system for fault maintenance of the new genera-
tion weather radar. This system can automatically select 
the optimal maintenance scheme according to the fault 
information of the radar fault self-examination system. 
Provides, realizes the self-inspection system to find out 
the fault has the corresponding repair plan, and provides 
the radar fault repair plan to enable the general business 
personnel to understand, according to this plan everybody 
can carry on the fault repair, it should be the visual ver-
sion of the maintenance plan with maintenance steps and 
maintenance tools and the required accessories physical 
image, this plan must have the maintenance expert level, 
and according to According to the fault repair plan, every-
one can repair, which will change the current state of only 
responsible for seeing a doctor, regardless of treatment, so 
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that the new generation of weather radar fault repair prob-
lems can be solved.

4. Design Scheme of Fault Maintenance Sys-
tem for New Generation Weather Radar

The new generation weather radar fault maintenance sys-
tem consists of two subsystems: radar fault detection sub-
system and radar fault maintenance subsystem.

4.1 Fault Detection Subsystem of New Generation 
Weather Radar

New generation weather radar fault detection subsystem [3], 
including radar monitor and radar fault detection device, 
radar monitor is connected with fault signal input interface 
circuit and operation state input interface. Radar monitor 
will acquire weather radar fault signal from fault signal 
input interface circuit and weather radar operation state 
signal from operation state input interface circuit. The sig-
nal is transmitted to the radar fault detection device.

Radar fault detection device, including the first proces-
sor, the first memory and the first remote communication 
device, the first processor is connected with the first mem-
ory [4], the first remote communication device; the first 
processor is used to query the fault location and fault of 
weather radar according to the weather radar fault signal 
transmitted by the radar monitor and the weather radar 
operation status signal in the first memory. The technical 
parameters of the cause are diagnosed by expert intelli-
gent system[5], and the weather radar fault information is 
transmitted to the first memory to store and send out alarm 
signals. The weather radar fault information includes 
weather radar fault signal, weather radar operational status 
signal, fault location and fault cause diagnosis results of 
weather radar; the radar fault detection device will process 
the first one. The weather radar fault information inquired 
by the device is transmitted to the radar fault maintenance 
subsystem through the first remote communication device.

4.2 Fault Maintenance Subsystem of New Gener-
ation Weather Radar

The new generation weather radar fault maintenance sub-
system includes the second processor, the second memory, 
the second remote communication device and the display. 
The second processor is connected with the second mem-
ory, the second remote communication device and the 
display. The second processor receives the weather radar 
fault information transmitted by the first remote commu-
nication device through the second remote communication 
device. The second processor also receives the weather 
radar fault information transmitted by the first remote 

communication device according to the second proces-
sor. The weather radar fault information received by the 
second remote communication device is searched in the 
second memory according to the radar fault information 
for the corresponding radar maintenance scheme, from 
which intelligent optimal screening is carried out, and the 
selected radar maintenance scheme and steps are pushed 
to the staff through the display to display and store, thus 
realizing the function of automatic analysis, search and 
screening the corresponding maintenance scheme, and 
also realizing the radar. Maintenance system is standard-
ized, intelligent and professional.

4.3 Working Principle of Fault Maintenance Sys-
tem for New Generation Weather Radar

Working Principle of New Generation Weather Radar 
Fault Maintenance System (see Figure 1): When weath-
er radar fails or runs abnormally, the radar monitor of 
Weather Radar Fault Detection Subsystem starts. It will 
acquire the weather radar fault signal from the fault sig-
nal input interface circuit and the weather radar running 
status signal from the runtime input interface circuit to 
the radar. The first processor of the radar fault detection 
device inquires the technical parameters of the weather 
radar fault location in the first memory according to the 
weather radar fault signal transmitted by the radar mon-
itor and the weather radar operation status signal, and 
compares them. The expert intelligent system is used to 
diagnose the fault location and the fault reason diagnosis 
results are stored and sent out. The alarm signal can auto-
matically supplement and update the weather radar fault 
information system in the first memory. At the same time, 
the radar fault detection device transmits the above results 
to the radar fault maintenance subsystem through the first 
remote communication device. After the second processor 
of the weather radar fault maintenance subsystem receives 
the weather radar fault information transmitted by the first 
remote communication device through the second remote 
communication device, it inquires the fault maintenance 
scheme according to the radar fault information in the sec-
ond memory, and intelligently optimizes the best scheme 
from the fault maintenance subsystem, and visualizes the 
fault maintenance scheme and steps to the staff through 
the display. Push display and storage. Radar operators car-
ry out fault repair according to the maintenance scheme 
of the radar fault maintenance system. After repair, the 
fault detection system is retested. If other faults are not 
repaired, the maintenance system provides a new scheme 
again, and then repairs until the weather radar resumes 
normal work.

The new generation weather radar fault overhaul sys-
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tem realizes the functions of automatic detection, fault 
diagnosis, automatic case storage, alarm and automatic 
pushing visual radar fault repair schemes and procedures 
to the staff. It also realizes the automatic supplement and 
improvement of radar fault overhaul system, which makes 
the system standardized, intelligent and professional, and 
guarantees the realization of the system. Modernization 
plays an important role in promoting development.

Figure 1. Icon Schematic diagram of fault maintenance 
system for new generation weather radar

5. Conclusion

The most prominent feature of the new generation 
weather radar fault overhaul system is that the system au-
tomatically provides the visual step maintenance plan ac-
cording to the fault detection and diagnosis results. In the 
maintenance plan, the required tools, spare parts parame-
ters and physical images are provided with visual images, 
and the scheme provided has the level of experts, which 
can greatly reduce the requirements of maintenance work 
for professional maintenance technology and experience. 
Threshold improves the timeliness of the new generation 
weather radar fault repair, and correspondingly improves 
the normal operation efficiency of the new generation 
weather radar.

The existing fault self-detection system of the new gen-
eration weather radar is no longer suitable for the needs of 
radar operation, and it also needs to be updated, perfected, 
supplemented and upgraded urgently. Especially the exist-
ing radar fault self-detection system has the characteristics 
of "only responsible for seeing a doctor, regardless of 
treatment", and cannot provide the corresponding repair 
methods. When the radar malfunction is also diagnosed 
the location and cause, which makes the radar watchman 
who is not proficient in maintenance, watching the obser-
vation period slip by in front of his eyes, sweating on his 
head and anxious in his heart. The establishment and ap-
plication of the new generation weather radar fault repair 

system is conducive to strengthening the standardization, 
intellectualism and specialization of the new generation 
weather radar fault repair, and can achieve the effect of 
both seeing a doctor and treating a disease.

The new generation weather radar fault overhaul sys-
tem has the function of expert intelligence system and 
self-supplementing, perfecting and upgrading case plan 
database, which improves the reliability, security and ad-
vancement of the system itself.

For the first complex new faults, new causes and solu-
tions, the new generation weather radar fault overhaul sys-
tem will carry out intelligent fitting analysis selection and 
expert scheme comparison and optimization input. The 
system will also automatically supplement and upgrade, 
Self-Summarize and accumulate experience, in order to 
achieve intelligent self-improvement mechanism, so as to 
maintain the new generation weather radar fault overhaul 
system has always been specialized. Home level.

The new generation weather radar fault overhaul sys-
tem has an innovative design scheme which can auto-
matically provide visual function. It also needs to select 
enough pilot units to carry out operational inspection and 
constantly improve the system in order to provide a good 
technical support function for the new generation weather 
radar.
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The sediment samples were collected from Maluku Strait at a depth 
of 1250 m, which is influenced by Mindanao Current and Indonesian 
Throughflow. Based on 16S rRNA clone libraries, the community struc-
ture and vertical distribution of archaea and bacteria were studied in a 
columnar sediment of 2m in length. From the surface sediment, 16S 
sequences were derived from fourteen bacterial phyla (Gammaproteo-
bacteria, Planctomycetes, Alphaproteobacteria, Deltproteobacteria were 
dominant), but were limited to two groups of archaea: Crenarchaeota 
(99%) and Euryarchaeota (1%). Besides, 90% of the archaea clones were 
ammonia oxidation-related which indicated that the ammonia-oxidizing 
archaea might make a significant contribution to the chemosynthesis in 
the surface sediment. Contrastively in the bottom sediment, six bacterial 
phylogenetic groups were obtained (Gammaproteobacteria and Firmic-
utes were absolutely dominant), however no archaea 16S rRNA was de-
tected. The microbial diversity of surface sediment was much higher than 
the bottom and seven unique bacterial phyla were obtained from two sed-
iment respectively. The geochemical elements analysis revealed that the 
content of C, TOC and S in the surface sediment was much higher than 
the bottom, but the content of P is contrary. The microbial communities 
might be in response to the geochemical substance transfer and deposit 
influenced by the ocean current and it deserves further study compared 
with the other sediment samples in this area.
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1. INTRODUCTION

The deep-sea sediments are one of the most important sit-
uations of the global nutrition and geochemical cycling. In 
recent years, chemical properties and biome distribution 
especially microbial communities at the sediment from di-
verse environment attracted the attention of researchers [1,2]. 
The recycling of organic input into the oceanic sediments 
is closely related to the benthic microbial communities [3]. 
Compared to the other sediments, the unique physical and 
chemical conditions of deep-sea sediment may result in 
different microbial population structure. Previous studies 
showed that anaerobic methanotroph Archaea (ANME-1 
and ANME-2) dominate in the carbonate sediments at the 
methane seeps in the Black Sea [4, 5]. Similar results have 
been obtained in other kind of sediments, a study about 
microbial community distribution of the permanently cold 
marine sediments showed certain characteristics which 
adapt them to the environment [6]. Recently, Tamara stud-
ied jelly-like microbial mats over subsurface fields of gas 
hydrates at the St. Petersburg methane seep, and the chem-
ical composition and phylogenetic structure of the micro-
bial community showed that the life activity of the mat 
occurs because of methane and its derivatives involved [7]. 
Besides, deep-sea sediments are formed by the deposition 
year by year, so spatial distribution should be taken into 
consideration to know how the environment shapes com-
munity structure. A research about the spatial structure of 
the microbial community in sandy carbonate sediment of 
Hawaii suggested that the microbial community structure 
was correlated to local physico-chemical conditions in the 
sediment and that spatio-temporally heterogeneous redox 
conditions resulted in an increased microbial diversity 
[8]. As the depths increase, the structure of the microbial 
community structure also changes. Due to the opaque and 
no dissolved oxygen in the sediment, microbial diversity 
of the bottom sediment declined rapidly but certain phyla 
may increase [9]. This means that even at the same sites, 
particular depths make the microbial structure different 
which let the vertical comparison be significant. Above re-
searches help us to know the relationship between organ-
isms and environment in the deep sea where we studied 
little before. 

We choose the Maluku Strait as the research object 
has certain reasons. Area of 30.7 square kilometers, with 
a series of trench basin and ridge, the depth of the water 
in Maluku Strait is about 1000-2000 meters. The deep-
est area of the water in the southeast is 4970 meters. As 
reported , a magnitude 7.5 earthquake erupted on 21th 
January, 2007 in Maluku Strait (01°12’ N, 126°30’ E) 
where is very close to the sample collection site (02°00’ N, 

126°14’ E). Furthermore, the velocity of flowing current 
in Maluku Strait is fast which means that rich nutrient 
will be brought here. Influenced by the Mindanao Current 
and Indonesian Throughflow (ITF), seawater of the Ma-
luku Strait is the mixture of upper thermocline circulation 
originate from the North Pacific and low thermocline 
circulation originate from the South Pacific [10]. The Min-
danao Current carried with the nutrients from the North 
Equatorial Current (NEC) is mixed with terrigenous water 
forming the mixing deposits which may shape the distinc-
tive microbial communities. To our knowledge, the spatial 
structure of microbial communities of the sediment in the 
Maluku Strait has not been studied especially in relation 
to biogeochemistry. The dominant archaea and bacterial 
phylogenetic groups are still unknown. Above all, we 
focus on this area and believe that special microbial struc-
ture and environmental factors may be observed.

The objective of this study was to examine vertical 
variation in microbial community in relation to the envi-
ronmental factors. So in this study, we chose the surface 
and bottom layer of a two meters depth columnar sedi-
ment in Maluku Strait as the samples. Variations in the 
distribution of archaea and bacterial communities in dif-
ferent layers will play a vital role in the further research 
like functional genes study and the mechanism of deep-
sea organisms adapted to the environment.

2. Materials and Methods

2.1 Sample Collection

Figure1. Sample position and current information in Ma-
luku Sea. NEC: North Equatorial Current. SEC: Soouth 

Equatorial Current. ITF: Indonesian Throughflow

The sediment samples were collected from Maluku Strait 
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(02°00’ N, 126°14’ E) at a depth of 1250 m (Figure1) 
during the cruise of physical oceanography research by 
RV KEXUE YI HAO from November to December, 2012. 
Sediment samples were stored at -80 °C for DNA ex-
tractions and 16S rRNA gene amplication. We took both 
ends of the two meters columnar sediments which were 
named U for the surface layer and D for the bottom layer.

2.2 Geochemical Analysis 

Granularity and elements (C, TOC, N, P, S, Fe, Co, Ni) 
content of two sediment samples (U and D) were deter-
mined by the Analysis and Testing Center in the Institute 
of oceanology, Chinese Academy of Sciences. Granularity 
is measured by C1las-940 Laser Particulate Size Descrip-
tion Analyser (USA). The elements (P, Fe, Co, Ni) and 
(C, TOC, P, S) content was determined by the Optima 
7300DV Inductively Coupled Plasma Atomic Emission 
Spectrometer (ICP-AES) (USA) and Vanio MACRO Ele-
mental Analyser (GER) separately.

2.3 Total DNA Extractions, PCR Amplification 
and Sequencing

Environmental DNA from the samples was extracted from 
the two samples using the MoBio PowerSoilTM DNA kit 
(MoBio, USA). The DNA was used as a template in PCR 
that contains modified 27F/1390R bacterial and A21F/
A958R archaea primer pairs as previously described [11, 12]. 
PCR was carried out using respective environmental DNA 
templates, EasyTaq DNA polymerase (TransGen, Chi-
na), 10×EasyTaq Buffer (Mg2+), dNTP, primers 27F (5’- 
AGA GTT TGA TCA TGG CTC AG-3’), 1390R (5’-ACG 
GGC GGT GTC TAC AA-3’) or A21F (5’-TTC CGG 
TTG ATC CYG CCG GA-3’), A958R(5’-YCC GGC GTT 
GAM TCC AAT T-3’) and the following program: 94 °C 
(5 min), followed by 30cycles of 94 °C (1 min), 56 °C for 
bacteria or 61.5°C for archaea (1min), 72 °C (1 min) and 
a 10-min extension step at 72 °C. Through connection and 
conversion, the 16S rRNA gene clone libraries of archaea 
and bacteria were constructed respectively. They are 
named as UA (archaea 16S rRNA gene clone library of the 
surface layer), UB (bacterial 16s rRNA gene clone library 
of the surface sediment) and DB (bacterial 16s rRNA gene 
clone library of the bottom sediment).

2.4 Sequences Analysis

All 16S rRNA gene sequences were checked for possi-
ble chimeric artifact using Bellerophon (available http://
greengenes.lbl.gov/cgi-bin/nph-bel3_interface.cgi) and 
the chimeric sequences were not included in the following 
analysis. Operational taxonomic units (OTUs) were gen-

erated by using the MOTHUR program at 97% sequence 
similarity cut off for archaea and bacteria respectively as 
previously described [13]. Basic diversity estimates includ-
ing Shannon-Wiener index and Chao 1 estimator were 
calculated for each sample. The Shannon-Wiener diversity 
index (H’) [14] was calculated according to the equation 
H’=-∑(pi)(lnpi), where pi was the number of ribotypes in 
each operational taxonomic unit (OTU) group, as defined 
by 97% similarity, divided by the total number of ribo-
types in each library. Non-parametric Chao1 estimator [15] 
was calculated using the MOTHUR program [13]. To study 
the differences between individual groups of OTUs, the 
representative sequences were subjected to phylogenetic 
analysis. Archaea and bacterial phylogenetic trees of the 
two samples were respectively constructed from the re-
sulting distance matrix by the NJ method with the MEGA 
4 package [16]. BLASTN similarities of all sequences were 
determined by NCBI nucleotide database search. 

3. Results

3.1 Environmental Factors

The content of elements and granularity (Table1) was 
obtained to find out the compositions of the sediment and 
the chemical differences between the surface (U) and the 
bottom (D) sediment. The content of C, TOC and S in the 
U is much higher than D, but the content of P is contrary. 
Metallic elements like Fe, Co and Ni are on the normal 
level in contrast to the other marine sediment [17,18,19]. The 
surface sediment is clayed silt (6% of sand, 71% of silt 
and 23% of clay) while the bottom sediment is silt (3% of 
sand, 78% of silt and 19% of clay) [20].         

Table1. Chemistry of the surface (U) and bottom (D) 
sediment

Content U D

C(mg/g) 18.02 26.35

TOC(mg/g) 2.25 4.23

N(mg/g) 1.08 1.04

P(mg/g) 0.23 0.14

S(mg/g) 3.30 10.02

Fe(mg/g) 20.03 20.40

Co(mg/g) 0.018 0.019

Ni(mg/g) 0.063 0.078

granularity Clayed silt Silt

3.2 Clone Libraries and Diversity Analysis

An archaea 16S rRNA gene clone library (UA) and two 
bacterial 16S rRNA gene clone libraries (UB and DB) 
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were constructed (Table 2). 74,207 and 130 clones which 
belong to 22, 162 and 21 OTUs (defined by 97% similar-
ity) were obtained from UA, UB and DB. The Shannon 
and Chao1 estimators of UB shows the highest diversity 
among the three clone libraries, and rarefaction curves 
(Figure 2) of the UB did not reach a plateau while the UA 
and DB did. All the sequences were deposited in the Gen-
Bank database with the accession numbers KM454184-
KM454205 for archaea and KM454206-KM454388 for 
Bacteria.

Table2. Description of the 16S rRNA gene libraries and 
diversity estimators

Clone 
library

Catego-
ry

Sequenced 
clones OTUs Shannon 

index
Chao1

estimator
UA Archaea 74 22 2.76 36

UB Bacteria 207 162 4.95 1142

DB Bacteria 130 21 1.68 77

Note: All the 16S rRNA gene libraries were constructed except DA be-
cause no archaea 16S rRNA gene was detected in the bottom sediment.

Figure 2. Rarefaction curves calculated at evolutionary 
distance of 3% of the three 16S rRNA gene clone libraries.  
UA: archaea 16s rRNA gene clone library of the surface 
sediment (U). UB: bacterial 16s rRNA gene clone library 
of the surface sediment (U). DB: bacterial 16s rRNA gene 

clone library of the bottom sediment (D)

3.3 Phylogenetic Analysis of Archaea 

16S rRNA gene of archaea was amplified only in the sur-
face sediment but no one was detected in the bottom layer 
of the columnar sediment. Only one clone library of 74 se-
quences from the UA was constructed. All the sequences 
fell into 22 OTUs uniformly. With the phylogenetic anal-
ysis (Figure3), twenty-two unique OTUs representing two 
phyla: Crenarchaeota (99%) and Euryarchaeota (1%). Al-
though all the sequences lacked cultivated representatives 
in the database, Nitrosopumilales (Crenarchaeota)-related 
sequences constituted a major fraction (90%) of the li-
brary, which suggested the oxidation of ammonia into 
nitrite was performed in the surface sediment. BLASTN 
analysis showed 52 sequences were most closely related 

(99% gene identity) to the uncultured Nitrosopumilales 
archaeon (EF069366) (Figure3). According to the pre-
vious research, two ammonia-oxidizing archaea [21], Ni-
trosopumilus maritimus and Nitrososphaera viennensis, 
have been isolated and described [22]. Ammonia-oxidizing 
archaea dominate in both soils and marine environments 

[23] which suggesting that Crenarchaeota may be a greater 
contributor to ammonia oxidation in these environments. 
Moreover, five sequences (UA-90, UA-24, UA-12, UA-
77, UA-97) showed maximum identity of 97% to the 
sequences which were already deposited in the GenBank 
database (Figure3). On the contrary, no archaea 16S gene 
clone obtained from sample D showed that the archaea 
richness in the bottom was much lower than the surface 
sediment.

Figure 3. Phylogenetic affiliation of 16S rRNA sequences 
received from the surface sediment related to the Archaea

3.4 Phylogenetic Analysis of Bacteria 

The 207 sequences and 130 sequences was obtained from 
the surface (U) and the bottom (D) sediment. 162 unique 
OTUs were retrieved from 207 sequences from the UB 
clone library and one of the OTUs represents 140 se-
quences. All the sequences fell into the following phyla 
(Figure4a): Gammaproteobacteria (16%), Planctomycetes 
(15%), Alphaproteobacteria (14%), Deltproteobacteria 
(13%), Bacteroidetes (8%), Acidobacteria (8%), Chlorof-
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lexi (7%), Actinobacteria (6%), Gemmatimonadetes (5%), 
Nitrospira (3%), Verrucomicrobia (2%), Betaproteobac-
teria (1%), Elusimicrobium (1%) and unclassified phy-
lum. Twenty-one unique OTUs were obtained from 130 
sequences from the DB clone library and 65 sequences 
belonged to a unique OTU. Firmicutes (53%) and Gam-
maproteobacteria (32%) were dominant in the assemblage 
(Figure4b) which also included four unclassified sequenc-
es. According to the phylogenetic analysis of the total bac-
terial sequences from the U and D sediment, we figured 
out the dominant phyla. All the sequences were affiliated 
with fourteen phyla (Figure 5). Comparing the bacterial 
community structure of UB to DB, the diversity of the 
UB is much higher than DB and we find out that Deltpro-
teobacteria, Bacteroidetes, Acidobacteria, Actinobacteria, 
Gemmatimonadetes, Nitrospira, Verrucomicrobia, Elu-
simicrobium are only obtained from the surface sediment, 
whereas, Firmicutes from the bottom sediment is unique 
(Figure 4c). 

(a)

(b)

(c)

Figure 4. Taxonomical classification
Note: (a) bacterial 16S rRNA gene library clones of U (UB) (n=207, 
162OTUs); (b) bacterial 16S rRNA gene library clones of D (DB) (n=130, 
21OTUs); (c) Comparison of bacterial community structure of UB and DB

Figure 5. Phylogenetic affiliation of 16S rRNA sequences 
received from the surface (UB) and bottom (DB) sediment 

related to the Bacteria. 
Note: The green clades and red clades are sequences from the UB and 
DB clone library. The black clades are reference sequences. Different 
color ranges represent different phyla. In a clockwise direction, Ver-
rucomicrobia, Planctomycetes, Bacteroidetes, Gemmatimonadetes, 
Actinobacteria, Nitrospira, Elusimicrobium, Chloroflexi, unclassified, 
Acidobacteria, Firmicutes, Deltproteobacteria, Alphaproteobacteria, 
Betaproteobacteria, Gammaproteobacteria were shown successively.

4. Discussion

4.1 Archaea Diversity

Members of archaea phylogenetic group are rarely cul-
tured so that we can only infer that they might play a spe-
cial role in anoxic metabolism. Only one of the uncultured 
sequence is affiliated to the Euryarchaeota and most of 
them fall into Marine Group I: Crenarchaeota (Figure3). 
The Crenarchaeota is a well-defined branch of the ar-
chaeal domain and abundant form of all known Archaea, 
as they occupy several different habitats and ecological 
niches [24]. Usually, Group Ⅰ Crenarchaeota is the most 
widely distributed archaea community and this area is no 
exception. Overall, the diversity of archaea communities 
obtained from the sediment especially the bottom layer is 
lower than the other marine sediment [25,26] and 90% of the 
archaea sequences from UA clone library are most relat-
ed to ammonia-oxidizing archaea which indicate that the 
activities of ammonia oxidation may make a significant 
contribution to the chemosynthesis. Along with the distri-
bution of the bacterial phylum (Nitrospira) which play a 
role in the nitrite oxidation process, we infer that the cycle 
of nitrogen is active in the sediment especially in the sur-
face layer. In our data, the distribution of archaea might 
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reflect different physical and chemical factors in different 
sediment layer such as anaerobic conditions, elements 
content and different granularity. The result that archaea 
16S rRNA is not detected in the bottom sediment (Table.2) 
may be due to the low amount of archaeal DNA, leaving 
part of groups under detection as a result of the limitation 
of the research methods and phylogenetic analysis. But 
this procedure has been employed successfully as a sen-
sitive tool for the spatial gradients in surface water [2] and 
marine sediments. Lack of further evidence, no archaea 
harbors in the bottom sediment cannot be concluded but 
this results shows that archaea diversity in this layer is ex-
tremely low at the very least. 

4.2 Bacterial Diversity

Low archaea diversity but high bacterial diversity (Fig-
ure 2) is the remarkable microbial characteristics of the 
surface sediment. Crenarchaeota is the absolute archaea 
dominant phylum while the sequences related to the bac-
teria fall into the diverse phyla, indicating that the surface 
sediment in this area harbors a distinctive microbial com-
munity. The most frequently derived sequences in this 
study belong to Gammaproteobacteria clustered in dif-
ferent groups which are widely distributed in the surface 
and the bottom sediment (Figure4c). Planctomycetes, Alp-
haproteobacteria and Chloroflexi are the other widespread 
phyla in both surface and bottom sediments following 
Gammaproteobacteria. From the UB clone library, 60% 
of the sequences which have the maximum identity to 
Deltproteobacteria (dominant group) are related to the or-
ganic compounds degradation and iron and sulfur cycling 
in the sediment [27,28]. All the sequences affiliated with the 
phylum Nitrospira are related to the nitrification. Nitrifica-
tion is the oxidation of ammonia to nitrite by the ammo-
nia-oxidizing archaea and bacteria mentioned before and 
oxidation of the nitrite to nitrate by bacteria in the genus 
Nitrospira. Nitrospira is part of a nitrification process 
which is important in the biogeochemical nitrogen cycle. 
Furthermore, it is deserved to mention that three of the se-
quences affiliated with the phylum Verrucomicrobia only 
have the 90% maxium identity to the sequences deposited. 
In the DB clone library, sequences related to the unique 
phylum Firmicutes (dominant group) have the 99% max-
imum identity to Staphylococcus hominis [29], Bacillus 
subtilis subsp. inaquosorum [30] and Bacillus aquimaris [31] 

which are dominant species. Above all, we can conclude 
that special bacterial communities inhabit in the surface 
and bottom sediment respectively. Compared with the two 
sediment samples, intense changes have been observed in 
microbial community in virtue of the variation in the com-
position of the bacterial phyla and the dominant groups. 

This will be a vital basis to the further research.

4.3 Microbial Community Structure Related to 
the Environmental Factors 

With the results of environmental factors, the relation 
between environment and microbial communities have 
been found. These unique phyla like Deltproteobacteria 
and Bacteroidetes from the surface sediment are mostly 
composed with organic compounds degradation-related 
sequences which may be the reason that TOC content in 
the surface is much lower than the bottom (Table.1). Like 
Desulfatibacillum alkenivorans AK-01 is a deltaproteo-
bacterium capable of utilizing C13-C18 alkanes as growth 
substrates (So and Young, 1999). In the bottom sediment, 
Firmicutes (53% in the DB clone library) is the dominant 
phylogenetic group (Figure4b) though there is much lower 
heterogeneity. Most sequences affiliated with Firmicutes 
are related to Bacillus aquimaris, indicating a wide distri-
bution in the bottom sediment. Bacillus aquimaris which 
were derived from seawarter and deep-sea sediments be-
fore can utilize diverse kinds of carbon sources [31] which 
match the high content of carbon in the bottom sediment 
(Table.1). Combining the results of the microbial commu-
nity and environmental factors, biology is specific to the 
environment is proved again and this will provide import-
ant clues to find functional genes from deep-sea microor-
ganisms.

5. Conclusion

Based on the findings of this study, we have the first in-
sight into the marine sediments in the Maluku Strait and 
study microbial community structure in relation to biogeo-
chemistry. This is just primary research but the foundation 
to the further studies. Later, research of functional genes 
and the mechanism of deep-sea organisms adapted to the 
environment is deserved which can help us to take a step 
forward toward the deep-sea sediment.
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