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ABSTRACT

adaptive signal timing optimization. Based on the view of the platoon dispersion model, the 
relationship between vehicle arrival at the downstream intersection and vehicle departure 

in the proposed model, respectively. Finally, the parameters of the proposed model were 

and 3.56%, respectively, compared with traditional models and algorithms, such as Robert-

real-time adaptive signal timing optimization. 
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1. Introduction

As one of the most important components of 
adaptive control systems (e.g., TRANSYT[1] and 
SCOOT[2], the platoon dispersion model is also 

timing optimization. The first platoon dispersion model 
based on the hypothesis that the vehicle's velocity follows 
normal distribution was proposed by Pacey[3] in 1965. 

[1] proposed a pla-
toon dispersion model supposing that travel times obey a 
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shifted geometric distribution. Since the shifted geometric 
distribution has the merit of simpleness and convenient 
calculation, Robertson's platoon dispersion model has 
been incorporated in a large amount of software or sys-
tems, including TRANSYT-7F[1], SCOOT[2], SATURN[4], 
and TRAFLO[5]. Most of the later studies[6,7] are based on 
the assumption that the travel speed or travel time follows 
a certain statistical distribution. These models are accu-
rate or not depend on the assumption. However, traffic 
flow may operate in unstable states which caused by the 
signal intersection. Moreover, in real-time transportation 
systems, access to information constraints will lead to the 
distribution of restricted traffic data different from that of 
theoretical traffic data. Under these complex situations, 
the platoon dispersion models may be unable to capture 
the dispersion of traffic flow, and may become inapplica-
ble for real-time transportation systems. To some extent, 
this shortcoming limits the potential application of some 
real-time traffic signal control systems included with the 
platoon dispersion models. With the development of big 
data technology, many methods[8-15] were proposed in big 
data environment. However, the forecasting time resolu-
tion of these models is too big, such as 5, 10, 30, and even 
60 minutes. Therefore, these models have good predicted 
effect, but the big time resolution is not enough to be ap-
plied in adaptive control systems.

In summary, a proposed traffic flow prediction model 
must be able to accurately capture the change of traffic 
flow and must satisfy the optimal time resolution of the 
signal timing optimization.

In fact, apart from the classic platoon dispersion mod-
els, some intelligent methods (e.g., neural network[16,17], 
support vector machine[18], Kalman filter[19,20], etc.) are 
also applied to predict traffic flow. However, these meth-
ods only consider the time series characters of the traffic 
flow at downstream intersection, and do not consider the 
correlation between the arrival and departure rate of the 
downstream and upstream intersection. 

From the perspective of platoon dispersion model, 
there is a certain relationship between the arrival and de-
parture flow of the downstream and upstream intersection. 
Considering the deep learning can describe any complex 
stochastic and non-linear systems, a high-resolution traf-
fic prediction model based on deep learning is proposed. 
Then, the real-time data of the upstream intersection is 
used to forecast the arrival flow of the downstream in-
tersection based on the proposed model. In addition, the 
prediction time resolution of the proposed model can be 
determined by the actual demand. In this study, we choose 
5 seconds as the prediction time resolution, which fully 
meets the minimum requirements of the adaptive control 

algorithms or systems.
This paper is organized as follows. Section 2 reviews 

the classical Robertson's platoon dispersion model. A 
high-resolution traffic flow prediction model based on 
deep learning is proposed in Section 3. In Section 4, the 
predicted results of the proposed model and traditional 
models and algorithms are compared. Section 5 closes the 
paper with conclusions and further research.

2. The Platoon Dispersion Model

2.1 Notation of Platoon Dispersion
Owing to the existence of the urban signal intersections, 
the continuous traffic flow is forced to split into separate 
platoons. Meanwhile, due to the differences of drivers' 
driving behavior and safety awareness, these factors result 
in the discrepancy of vehicle's speed. Consequently, the 
platoon becomes longer as vehicles travel further down-
stream, and this phenomenon is commonly called "platoon 
dispersion". This phenomenon is illustrated in Figure 1. 
When the signal light is red, vehicles have to queue up at 
the stop line. While the signal light turns green, vehicles 
through the intersection with saturation flow, but it is not 
the saturation flow rate when vehicles reach the down-
stream section. Therefore, the flow rate is decreasing with 
time as the platoon reaches downstream intersection. In 
addition, the peak of the platoon will become smoother 
and smoother when the distance between the upstream 
and downstream section is getting longer and longer.
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Figure 1. Diagram of platoon dispersion
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2.2 The Robertson's Platoon Dispersion Model
The platoon dispersion model aims to describe the re-
lationship between the departure flow of the upstream 
intersection and the arrival flow of the downstream inter-
section, and realize real-time prediction of arrival flow at 
downstream sections or intersections. The classical pla-
toon dispersion has been given by Robertson[1], who used 
observed data to derive an iterative method to capture the 
behavior of platoon. The traffic flow prediction model 
was used for optimization of traffic signals to obtain the 
minimum vehicle delay. For each time interval, the arriv-
al flow rate of the downstream stop-line is calculated by 
Eq.(1).

𝑞𝑞𝑑𝑑�𝑡𝑡� = � 𝑞𝑞𝑢𝑢�𝑖𝑖� ∙ 𝐹𝐹 ∙ �1 − 𝐹𝐹�
𝑡𝑡−𝑇𝑇min−𝑖𝑖

𝑡𝑡−𝑇𝑇min

𝑖𝑖=1

 ,  (1)

𝑞𝑞𝑑𝑑�𝑡𝑡� = 𝐹𝐹 ∙ 𝑞𝑞𝑢𝑢 �𝑡𝑡 − 𝑇𝑇min� + �1 − 𝐹𝐹� ∙ 𝑞𝑞𝑑𝑑�𝑡𝑡 − 1� ,  (2)

where qd(t) represents the arrival flow rate at time inter-
val t of the downstream intersection. qu(i) represents the 
departure flow rate at the time interval i of the upstream 
intersection. Tmin represents the minimum travel time for 
the road segment, the value is equal to 0.8 times the mean 
travelling-time. F represents a smoothing factor.

In Eqs.(1-2), the departure flow of the upstream inter-
section can be obtained by loop detectors. Therefore, the 
arrival flow rate of the downstream intersection can be 
calculated by Eqs.(1-2) with estimated parameters. The 
minimum travel time Tmin can be calculated according to 
the historical data, and the smoothing factor can be calcu-
lated by the Eq.(3).

𝐹𝐹 =
1

1 + 𝛼𝛼𝛽𝛽𝑇𝑇
 ,  (3)

where α is the platoon dispersion coefficient, which has 
been found to be 0.5 in central business district (CBD),  β 
is the travel time factor, generally taken the value of 0.8. 
Readers could refer to TRANSYT-7F user's guide[21] for 
more details. T is the travel time for the road segment.

In Robertson's platoon dispersion model, the basic 
assumption is that the travel time follows a shifted geo-
metric distribution. However, the shifted geometric dis-
tribution has a long tail and hence the Robertson's model 
predicts a greater dispersion of the platoon than the actual 
situation. Later, the actual data fitting proves that the trav-
el time or speed follows various probability distributions, 
such as normal distribution, lognormal distribution, mix-
ture Gaussian and truncated distribution of these distribu-
tions[6,7,21-27], etc. When the traffic condition changes, the 
travel time or speed distribution will also change greatly. 

However, the parameters of the Robertson's model are 
static which cannot reflect the real-time traffic flow char-
acteristics.

3. Deep Learning-based High-resolution Traf-
fic Flow Prediction Model

3.1 Deep Learning
Deep learning describes a high dimensional function via 
a sequence of semi-affine non-linear transformations[28]. 
The deep learning architecture[29]. is organized as a graph 
shown in Figure 2.

...input layer hidden layer 1 hidden layer 2 hidden layer n output layer

Figure 2. Basic structure of deep learning

A deep learning predictor, denoted by 𝑦𝑦�(𝑥𝑥), , takes an 
input vector x = (x1 , ... xp) and outputs  via different layers 
of abstraction that employ hierarchical predictors by com-
posing L non-linear semi-affine transformations. Specifi-
cally, a deep learning architecture is as follows. Let f1 , ... , 
fn be given univariate activation link functions, e.g. sig-
moid 1/(1+e-x),cosh x ,tanh x , Heaviside gate functions 
(I(x > 0)), or rectified linear units (max{x,0}) or indicator 
functions (I (x∈R)) for trees. The composite map is de-
fined by

𝑦𝑦�(𝑥𝑥) = 𝐺𝐺(𝑥𝑥) = �𝑓𝑓𝑤𝑤𝑛𝑛 ,𝑏𝑏𝑛𝑛 ∘ ⋯ ∘ 𝑓𝑓𝑤𝑤1,𝑏𝑏1 �(𝑥𝑥) ,  (4)

where fw,b is a semi-activation rule defined by

𝑓𝑓𝑤𝑤𝑙𝑙 ,𝑏𝑏𝑙𝑙
(𝑥𝑥) = 𝑓𝑓 �� 𝑤𝑤𝑙𝑙𝑙𝑙 𝑥𝑥𝑙𝑙

𝑁𝑁𝑙𝑙

𝑙𝑙 =1

+ 𝑏𝑏𝑙𝑙� = 𝑓𝑓(𝑤𝑤𝑙𝑙
𝑇𝑇𝑥𝑥𝑙𝑙 + 𝑏𝑏𝑙𝑙) ,  (5)

where Nl represents the number of units at layer l. The 
weights 𝑤𝑤𝑙𝑙 ∈ 𝑅𝑅𝑁𝑁𝑙𝑙×𝑁𝑁𝑙𝑙−1   and offset b∈R needs to be learned 
from training data.

Data dimension reduction of a high dimensional map  
G is performed via the composition of univariate semi-af-
fine functions. Let zl denote the l-th layer hidden features, 
with x = z0. The final output is the response y, can be nu-
meric or categorical. The explicit structure of a deep pre-
diction rule is than
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𝑧𝑧1 = 𝑓𝑓(𝑤𝑤0
𝑇𝑇𝑥𝑥 + 𝑏𝑏0) 

𝑧𝑧2 = 𝑓𝑓(𝑤𝑤1
𝑇𝑇𝑧𝑧1 + 𝑏𝑏1) 

       (6)
𝑧𝑧𝑛𝑛 = 𝑓𝑓(𝑤𝑤𝑛𝑛−1

𝑇𝑇 𝑧𝑧𝑛𝑛−1 + 𝑏𝑏𝑛𝑛−1) 

𝑦𝑦(𝑥𝑥) = 𝑤𝑤𝑛𝑛
𝑇𝑇𝑧𝑧𝑛𝑛 + 𝑏𝑏𝑛𝑛  

In many cases there is an underlying probabilistic mod-
el, denoted by 𝑝𝑝�𝑦𝑦�𝑦𝑦�(𝑥𝑥)�. . This leads to a training problem 
given by optimization problem

min
𝑤𝑤 ,𝑏𝑏

 
1
𝑇𝑇

� −log𝑝𝑝 �𝑦𝑦𝑖𝑖 �𝑦𝑦�𝑤𝑤 ,𝑏𝑏 (𝑥𝑥𝑖𝑖)�
𝑇𝑇

𝑖𝑖=1

 ,  (7)

where 𝑝𝑝�𝑦𝑦�𝑦𝑦�(𝑥𝑥)�.  is the probability density function 
given by specification 𝑦𝑦𝑖𝑖 = 𝐺𝐺(𝑥𝑥𝑖𝑖) + 𝜖𝜖𝑖𝑖  . Efficient algo-
rithms[31] exist to solve those problems, even for high di-
mensional cases.

In summary, when the structure of the deep neural net-
work, the training data samples and the error threshold are 
given, the deep neural network can be optimized through 
training by the optimization algorithm. Therefore, the ac-
tual process of the application of deep neural network is 
divided into four steps: designing the deep neural network 
structure, obtaining the data samples, training the net-
work, and using the trained network to predict the value 
based on the new input. So, how to build a traffic flow 
prediction model based on deep learning will be discussed 
in next section.

3.2 High-Resolution Traffic Flow Prediction Model
In Figure 1, there is a length of ∆x of road segment which 
between the upstream and downstream intersection. The 
minimum and maximum travel time of the road segment 
are calculated according to the speed limit of road seg-
ment or historical data. Tmin and Tmax are the minimum and 
maximum travel time, respectively.

The departure flow of the upstream intersection can be 
acquired in real time by detectors which are set at exit 
lane of the upstream intersection. According to the idea of 
the platoon dispersion model: the number of vehicles ar-
riving at the downstream section which come from the ve-
hicles of time interval ([𝑡𝑡 − 𝑇𝑇max , 𝑡𝑡 − 𝑇𝑇min ])  at upstream 
intersection. So, this relationship can be expressed by the 
follow formula.

𝑞𝑞𝑑𝑑 (𝑡𝑡) = 𝐺𝐺�𝑞𝑞𝑢𝑢 (𝑡𝑡 − 𝑇𝑇max ), 𝑞𝑞𝑢𝑢 (𝑡𝑡 − 𝑇𝑇max + 1), ⋯ , 𝑞𝑞𝑢𝑢 (𝑡𝑡 − 𝑇𝑇min )�,  (8)
where G(·) is a mapping relation.
According to the Eq.(8), there is a correlation between 

the arrival flow rate of the downstream intersection at the 
time interval t, and which maybe come from the upstream 
intersection for each time interval of time period 

 [𝑡𝑡 − 𝑇𝑇max , 𝑡𝑡 − 𝑇𝑇min ] . This relationship cannot be expressed 
in a general form of function. In the classical platoon dis-
persion model, there is a basic assumption that vehicle's 
speed or travel time follows a certain probability distribu-
tion. Then, the relationship formula between the down-
stream and the upstream flow rate is derived. Therefore, 
these models need to select an appropriate probability dis-
tribution to describe the characteristics of traffic flow, and 
the probability distribution can only characterize the dy-
namic traffic flow to a certain extent. Considering the 
deep neural network can be used to describe any linearly 
separable complex stochastic systems, and does not re-
quire any underlying assumptions. The deep neural net-
work is used to describe the mapping relation between the 
arrival traffic flow of the downstream intersection and the 
departure traffic flow of the upstream intersection. Then, a 
high-resolution traffic prediction model based on the deep 
learning is developed.

Firstly, we need to determine the structure of the deep 
neural network from the Eq.(8). The number of input neu-
ron is Tmax-Tmin+1,, input variables are x=(qu (t-Tmax), qu 
(t-Tmax+1), ⋯ ,qu (t-Tmin)); The number of output neuron 
is 1, output variable is y=qd(t). The number of hidden lay-
ers and hidden layer neurons can be selected according to 
comparative analysis. Among them, the number of input 
nodes of deep neural network with different time resolu-
tion is also different, which is equal to the length of time 
interval [t - Tmax,t - Tmin] divided by the selected time 
resolution.

After the deep neural network structure is determined, 
the network needs to be trained through the historical 
data. If we want to predict the traffic flow rate at the th 
time interval, the historical data before the th time interval 
can be used to train the network. Considering the network 
training needs a certain period of time, so we train or op-
timize the network every once in a while, such as 5 min-
utes, to ensure that the deep neural network training can 
be completed in the interval. Finally, the trained network 
can be used to forecast the traffic flow rate of the down-
stream intersection based on the departure flow of the up-
stream intersection which can be acquired in real time by 
detectors. Moreover, the historical arrival flow rate of the 
downstream intersection can also be obtained by detec-
tors, which can be used to train the deep neural network.

3.3 High-Resolution Traffic Flow Prediction Algo-
rithm
In this study, a high-resolution traffic flow prediction al-
gorithm can be divided into the following 5 steps, which 
is shown in Figure 3.
Step 1. The minimum and travel time Tmin, Tmax , network  
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training update time ∆t and the current time  are deter-
mined according to the actual situation;
Step 2. The deep neural network structure is determined 
according to the relevant parameters in Step 1;
Step 3. The deep neural network is trained and optimized 
by using the historical data of the current time t;
Step 4. The traffic flow of the downstream intersection is 
predicted based on the trained network and the real-time 
data obtained by the detectors at the upstream section, 
then t=t+1;
Step 5. If the current time meets the network training up-
date time, then skip to Step 3; otherwise, go to Step 4. 

Figure 3. Flowchart of the proposed algorithm
Through the above 5 steps, the traffic flow of the down-

stream intersection can be predicted in real time. 

4. Case Study 
In this section, the predicted performance of Robertson's 
model, artificial neural network, and the proposed model 

will be discussed based on the survey data.

4.1 Data Collection
In order to prove the proposed model have better perfor-
mance, Wushan Road in Guangzhou is selected for field 
investigation, as shown in Figure 4. There are 14 bus lines 
via this segment, and in general the traffic condition is 
unsaturated. Specifically, the survey time interval is 7:30 
am – 11:20 am and the traffic flow is volatile, forming a 
distribution with a typical morning peak. The travel times 
can be obtained by comparing vehicle license plates in the 
upstream and downstream section (the distance between 
two places is 650 m). After data preprocessing, we get 
1,621 pieces of effective data as shown in Table 1. After-
ward, the estimated value of all parameters can be cal-
culated by a statistical method. Then, the flow rate of the 
upstream and downstream section are obtained in Figure 4.

Wushan Road

Stop line

650 m

Camera
Observing area

Figure 4. Diagram of the survey road segment.

Table 1. The statistical parameters

Statistical Parameter Value

The number of vehicles (vehicle) 1621

The minimum travel time (second) 30

The maximum travel time (second) 130

The average travel time (second) 41.6
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(a) The departure flow rate of the upstream section.
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(b) The arrival flow rate of the downstream section.
Figure 5. The flow rate of departs and arrivals during time 

intervals of 5 s
As demonstrated in Figure 5, the fluctuation of traffic 

flow at the upstream and downstream section is large, and 
the regularity is not very significant. The forecast effect of 
these three models will be discussed based on the survey 
data as following.

4.2 Model Evaluation
Firstly, with 5 seconds as the time interval, the data are 
aggregated, and we obtain 2,720 data samples. Then, these 
data can be divided into two parts, the first part serves as 
the parameter calibration (the first 2,000 data samples), 
the second part serves as the model prediction effect vali-
dation (the last 720 data samples). Therefore, the parame-
ters of Robertson's model can be calculated by the method 
in the literature[32] or the TRANSYT-7F manual[21]. The 
parameters of the artificial neural network and deep learn-
ing are calibrated by training based on the first part of 

data samples[10,12]. The key parameter values of these three 
models are shown in Table 2.

Table 2. Key parameter values for different models

Model Parameter Value

Robertson's 
model

T 41.6 s

α 0.5

β 0.8

Artificial 
Neural Net-

work

Input neurons 10

Hidden neurons 5

Hidden layer number 1

Output neurons 1

Transfer function S-function

training algorithm
Levenberg-Marquardt 

algorithm

Training epoch 500

Learning rate 0.05

Deep Learn-
ing

Tmin 30 s

Tmax 130 s

Input neurons 20

Hidden neurons [10,10,10,10,10]

Hidden layer number 5

Output neurons 1

Transfer function S-function

training algorithm
Levenberg-Marquardt 

algorithm

Training epoch 1000

Learning rate 0.05

Because the time interval is 5 seconds, and the differ-
ence between the maximum and the minimum travel time 
is 100 seconds, so the number of input neurons is 20. The 
number of hidden layers is 3 and hidden neurons are 10 
calculated by the empirical formula[32] and the number of 
output neurons is 1. After the parameters of these three 
models are determined, we can predict the traffic flow rate 
of the downstream section by using Robertson's model, 
artificial neural network, and deep learning, respectively. 
The predicted results of these tgree models are shown in 
Figure 6. The performance of these three models can be 
assessed quantitatively by examining the prediction error 
statistics. Standard prediction measures include MAE, 
MRE, and RSME[33,34]. These measures for the predicted 
results shown in Figure 6 are given in Table 3.
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Figure 6. the actual and predicted arrival flow rate based 
on two models during time intervals of 5 seconds.

As shown in Figure 6, compared with the other two 
models, the deep learning prediction results can better 
capture the fluctuant characteristics of traffic flow. Be-
cause to a certain degree, the deep learning can get the 
relationship between the arrival and departure flow rate of 
the downstream section and the upstream intersection by 
training. On the contrary, Robertson's model is based on 
the strict assumption that travel times follow a shifted geo-
metric distribution, and cannot accurately characterize the 
flow relationship between the upstream and downstream 
intersection. In addition, the artificial neural network only 
considers the time series characters of the traffic flow, and 
does not consider the correlation between the arrival and 
departure rate of the downstream and upstream intersec-
tion. The analysis shows that the performance of Robert-
son's model and artificial neural network do not work well 
when the traffic flow fluctuation is frequent. However, the 
deep learning can adapt to the fluctuation of traffic flow 
through continuous learning, so it has better prediction 
effect. 

Moreover, the error analysis results in Table 3 show 
that the prediction errors of the deep learning are less than 
the Robertson's model and artificial neural network. The  
MAE, MRE, and RMSE of the deep learning is average 
reduced by 9.53% 39.93, and 3.56%, respectively, com-
pared with Robertson's model and artificial neural net-
work. Therefore, deep learning can be used for real-time 
traffic flow prediction, and the prediction time resolution 

can be accurate to 5 seconds. The results can be applied to 
the optimization of adaptive signal timing.

5. Conclusion and Future Work

5.1 Conclusion
In this paper, a high-resolution traffic flow prediction 
model is proposed based on the perspective of the platoon 
dispersion model. The proposed model uses deep learn-
ing to describe the relationship between the arrival flow 
of the downstream intersection and the departure flow of 
the upstream intersection, and to realize the prediction of 
traffic flow at the downstream intersection. The results of 
the field data validation show that the proposed model is 
better than the Robertson's model and artificial neural net-
work, and the time resolution is 5 seconds, which meets 
the basic needs of adaptive signal timing optimization al-
gorithm. So, the proposed model can be used for adaptive 
signal timing optimization.

5.2 Future Work
Future work will be considered to study more other traffic 
information (e.g., vehicle' s speed and acceleration) to 
improve the proposed model prediction capability. And 
the calculation method of intersection stopping times and 
queuing length based on the proposed traffic flow predic-
tion model should be studied in future research. In addi-
tion, the stability and robustness of the proposed model 
will be discussed by more data set in the future.

Acknowledgement: This work support by Cultivation 
Program for the Excellent Doctoral Dissertation of South-
west Jiaotong University(D-YB201708). The authors ex-
press our acknowledge to Lüou Shen, Weitiao Wu etc. for 
their hard work during data collection and processing.

References
[ 1 ] Robertson, D. I. TRANSYT: A Traffic Network Study 

Tool [R]. Transport and Road Research Laboratory Report 
LR 253. Transport and Road Research Laboratory, Lon-
don, U.K., 1969.

[ 2 ] Hunt, P., D. Robertson, R. Bretherton, and R. Winton. 
SCOOT-A Traffic Responsive Method of Coordinating 
Signals [R]. Transport and Road Research Laboratory Re-
port LR 1041. Transport and Road Research Laboratory, 

Table 3. The Evaluation Index Value of Models

Measure Robertson's Model Artificial Neural Network Deep Learning Improvement

MAE 0.0576 0.0519 0.0494 14.24% / 4.82% / 9.53%

MRE 17.69% 23.51% 12.13% 31.43% / 48.41% / 39.92% 

RMSE 0.0728 0.0732 0.0704 3.30% / 3.83%/ / 3.56%

Note: the value of improvement: improvement compare Robertson's model / improvement compare artificial neural network / average 
improvement compare these two models.

Journal of Computer Science Research | Volume 01 | Issue 01 | 2019



8      Distributed under creative commons license 4.0        DOI: https://doi.org/10.30564/jcsr.v1i1.381

London, U.K., 1981.
[ 3 ] Pacey, G. The Progress of a Bunch of Vehicles Released 

from a Traffic Signal [R]. Road Research Laboratory Note 
RN/2665/GMP, Transport and Road Research Laboratory, 
London, U.K., 1956.

[ 4 ] Hall, M., and L. WILLUMSEN. SATURN-A Simula-
tion-Assignment Model for the Evaluation of Traffic 
Management Schemes [J]. Traffic Engineering & Control, 
1980, 21(4), 168–176.

[ 5 ] Lieberman, E. B., and B. Andrews. Traflo: A New Tool 
to Evaluate Transportation System Management Strate-
gies [J]. Transportation Research Record: Journal of the 
Transportation Research Board, No. 772, Transportation 
Research Board of the National Academies, Washington, 
D.C., 1980, 9–15.

[ 6 ] Shen, L., Liu, R., Yao, Z., Wu, W. and Yang, H. Devel-
opment of Dynamic Platoon Dispersion Models for Pre-
dictive Traffic Signal Control[J]. IEEE Transactions on 
Intelligent Transportation Systems.2018, 99, 2018, 1–10.

[ 7 ] Jiang, Y., Yao, Z., Luo, X., Wu, W., Ding, X. and Khattak, 
A. Heterogeneous Platoon Flow Dispersion Model Based 
on Truncated Mixed Simplified Phase-type Distribution 
of Travel Speed[J]. Journal of Advanced Transportation, 
2016, 50(8), 2160-2173.

[ 8 ] Lv, Y., Duan, Y., Kang, W., Li, Z. and Wang, F.Y., 2015. 
Traffic Flow Prediction with Big Data: A Deep Learning 
Approach[J]. IEEE Transactions on Intelligent Transporta-
tion Systems, 2015, 16(2), 865-873.

[ 9 ] Abadi, A., Rajabioun, T. and Ioannou, P.A. Traffic Flow 
Prediction for Road Transportation Networks With Limit-
ed Traffic Data[J]. IEEE Transactions on Intelligent Trans-
portation Systems, 2015, 16(2), 653-662.

[10] Polson, N.G. and Sokolov, V.O. Deep Learning for Short-
term Traffic Flow Prediction[J]. Transportation Research 
Part C: Emerging Technologies, 2017,9, 1-17.

[11] Kumar, S.V. and Vanajakshi, L., Short-term Traffic Flow 
Prediction using Seasonal ARIMA Model with Limited In-
put Data[J]. European Transport Research Review, 2015, 
7(3), 21.

[12] Kumar, K., Parida, M. and Katiyar, V.K. Short Term Traffic 
Flow Prediction in Heterogeneous Condition using Artifi-
cial Neural Network[J]. Transport, 2015, 30(4), 397-405.

[13] Chen, D. Research on Traffic Flow Prediction in the Big 
Data Environment Based on the Improved RBF Neural 
Network[J]. IEEE Transactions on Industrial Informatics, 
2017,13(4), 2000-2008.

[14] Kim, Y.J. and Hong, J.S. Urban Traffic Flow Prediction 
System using a Multifactor Pattern Recognition Model[J]. 
IEEE Transactions on Intelligent Transportation Systems, 
2015,16(5), 2744-2755.

[15] Li, Y., Jiang, X., Zhu, H., He, X., Peeta, S., Zheng, T. and 

Li, Y., 2016. Multiple measures-based chaotic time series 
for traffic flow prediction based on Bayesian theory. Non-
linear Dynamics, 2016, 85(1),179-194.

[16] Lint, J. W. C. V., S. P. Hoogendoorn, and H. J. V. Zuylen. 
Accurate Freeway Travel Time Prediction with State-
Space Neural Networks under Missing Data [J]. Transpor-
tation Research Part C: Emerging Technologies, 2005, 13( 
5–6), 347–369.

[17] Hodge, V. J., R. Krishnan, J. Austin, J. Polak, and T. Jack-
son. Short-Term Prediction of Traffic Flow Using a Binary 
Neural Network [J]. Neural Computing and Applications, 
2014, 25, (25), 1639–1655.

[18] Yang, Y., and H. Lu. Short-Term Traffic Flow Combined 
Forecasting Model Based on SVM [C]. In International 
Conference on Computational and Information Sciences, 
Chengdu, China, 2010.

[19] Xie, Y., Y. Zhang, and Z. Ye. Short-Term Traffic Volume 
Forecasting Using Kalman Filter with Discrete Wavelet 
Decomposition [J]. Computer-Aided Civil and Infrastruc-
ture Engineering, 2007, 22(5), 326–334.

[20] Ojeda, L. L., A. Y. Kibangou, and C. C. De Wit. Adaptive 
Kalman Filtering for Multi-Step Ahead Traffic Flow Pre-
diction [C]. In American Control Conference, Washington, 
USA, 2013.

[21] Courage, K., and C. E. Wallace. TRANSYT-7F Users 
Guide [M]. Office of Traffic Operations and Intelligent 
Vehicle/Highway Systems, U.S. Department of Transpor-
tation, Dec. 1991

[22] Wei, M., W. Jin, L. Shen. A Platoon Dispersion Model 
Based on a Truncated Normal Distribution of Speed [J]. 
Journal of Applied Mathematics, 2012, 2012(1), 155–172. 

[23] Jiang, Y. S., Z. H. Yao, X. Ding, and X. L. Luo. Mixed 
Platoon Flow Dispersion Model Based on Truncated 
Mixed Phase Distribution of Speed [C]. CD-ROM. Trans-
portation Research Board of the National Academies, 
Washington, D.C., 2016.

[24] Yao, Z. H., Y. S. Jiang, Y. X. Wu, and Y. Q. Liu. Platoon 
Dispersion Model Based on Mixed Phase Distribution of 
Speed [J]. Journal of Transportation Systems Engineering 
and Information Technology, V2016, 16(3), 133–140.

[25] Yao, Z. H., L. O. Shen, W. W. Wu, Y. S. Jiang, and L. 
Huang. Heterogeneous Traffic Flow Platoon Dispersion 
Model Based on Travel Time Distribution [J]. China Jour-
nal of Highway and Transport, 2016, 29(8), 134-142,151.

[26] Yao, Z. H., P. Han, B. Zhao, Y. S. Jiang, B. Liu, and M. Q. 
Du. High-Granularity Dynamic Traffic Flow Prediction 
Model Based on Artificial Neural Network [C]. CD-ROM. 
Transportation Research Board of the National Acade-
mies, Washington, D.C., 2017.

[27] Jiang, Y. S., Z. H. Yao, X. L. Luo, W. T. Wu, X. Ding, 
and A. Khattak. Heterogeneous Platoon Flow Dispersion 

Journal of Computer Science Research | Volume 01 | Issue 01 | 2019



9     Distributed under creative commons license 4.0        DOI: https://doi.org/10.30564/jcsr.v1i1.381

Model Based on Truncated Mixed Simplified Phase-type 
Distribution of Travel Speed [J]. Journal of Advanced 
Transportation, 2016, 50, 2160-2173.

[28] Haykin, S. Neural Networks: A Comprehensive Founda-
tion [M]. Prentice Hall, Ontario, 2004.

[29] Diaconis, P., Shahshahani, M. On Nonlinear Functions of 
Linear Combinations [J]. SIAM Journal on Scientific and 
Statistical Computing, 1984, 5(1), 175-191.

[30] Kim, S. J., Koh, K., Lustig, M., et al. An Interior-Point 
Method for Large-Scale l1-Regularized Least Squares [J]. 
IEEE Journal of selected topics in signal processing, 2007, 
1, (4, ), 606-617.

[31] Friedman, J. H., Tukey, J. W. A Projection Pursuit Algo-
rithm for Exploratory Data Analysis [J]. IEEE Transac-

tions on Computers, 1974, 23(9), 881-890.
[32] Yu, L. Calibration of Platoon Dispersion Parameters on 

the Basis of Link Travel Time Statistic [J]. Transportation 
Research Record: Journal of the Transportation Research 
Board, No. 1727, Transportation Research Board of the 
National Academies, Washington, D.C., 2000, pp. 89–94.

[33] Makridakis, S. G., and S. C. Wheelwright. Forecasting: 
Methods and Applications [M]. John Wiley and Sons, 
New York, 2008.

[34] Larry, H. K. Event-Based Short-Term Traffic Flow Predic-
tion Model [J]. Transportation Research Record: Journal 
of the Transportation Research Board, No. 1510, Trans-
portation Research Board of the National Academies, 
Washington, D.C., 1995, 125–143.

Journal of Computer Science Research | Volume 01 | Issue 01 | 2019


