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ABSTRACT
This paper attempts to approach the interface of a robot from the perspective of virtual assistants. Virtual assistants 

can also be characterized as the mind of a robot, since they manage communication and action with the rest of the 
world they exist in. Therefore, virtual assistants can also be described as the brain of a robot and they include a Natural 
Language Processing (NLP) module for conducting communication in their human-robot interface. This work is 
focused on inquiring and enhancing the capabilities of this module. The problem is that nothing much is revealed about 
the nature of the human-robot interface of commercial virtual assistants. Therefore, any new attempt of developing 
such a capability has to start from scratch. Accordingly, to include corresponding capabilities to a developing NLP 
system of a virtual assistant, a method of systemic semantic modelling is proposed and applied. For this purpose, the 
paper briefly reviews the evolution of virtual assistants from the first assistant, in the form of a game, to the latest 
assistant that has significantly elevated their standards. Then there is a reference to the evolution of their services and 
their continued offerings, as well as future expectations. The paper presents their structure and the technologies used, 
according to the data provided by the development companies to the public, while an attempt is made to classify virtual 
assistants, based on their characteristics and capabilities. Consequently, a robotic NLP interface is being developed, 
based on the communicative power of a proposed systemic conceptual model that may enhance the NLP capabilities of 
virtual assistants, being tested through a small natural language dictionary in Greek. 
Keywords: Natural language processing; Robotic systems; Virtual assistant; Human-robot interface
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1. Introduction
One of the most important parts of an advanced 

humanoid robot is the communication function. 
More specifically, the way that it receives orders 
from a person, or an interlocutor, as well as the 
means by which it returns information to him/her. 
The Human-Robot Interface (HRI) of an advanced 
humanoid robot consists of a unit to collect the nat-
ural language input, a unit to process the received 
sentences and a unit for the semantic representation 
of these sentences [1]. This is exactly what the robotic 
system needs to be able to process for understanding 
commands in natural language. So, there is a Natural 
Language Processing (NLP) unit that aims to analyze 
incoming sentences/commands and a Natural Lan-
guage Understanding (NLU) unit for understanding 
these sentences. The recognized request is forwarded 
to subsequent units to begin the response process. 
This part of the machine that is described above is 
found autonomously in many applications for many 
years, such as an Intelligent Virtual Assistant (IVA) 
or Intelligent Personal Assistant (IPA). The subtle 
difference between them is that an IVA is an artificial 
intelligence (AI) software that can provide interac-
tive and personalized services to users through voice 
and text-based interactions. It is designed to assist 
users in performing tasks, answering questions, pro-
viding recommendations, and facilitating transac-
tions. An IVA can be integrated into various devices 
and applications, such as smart phones, smart home 
devices, chat-bots, and customer service platforms. 
On the other hand, an IPA is a type of virtual assis-
tant that is designed to provide personalized assis-
tance to individual users, based on their preferences, 
habits, and history. It can be integrated into various 
devices, such as smart phones, smart watches, and 
smart speakers, to help users perform tasks, manage 
information, and control their environments by using 
voice or text commands. 

The first system known that responded to a voice 
command was a commercial children’s toy produced 
in 1922 by Elmwood Button Co [2], “Radio Rex”. 
It was a toy dog and was responding to its name 
called. In fact, the toy’s system was designed to be 

triggered when the vowel in “Rex” was sounded. 
A more complicated system that could be consid-
ered as an ancestor of IVA systems was a device 
called “Voder”, which was developed by the Bell 
Telephone Laboratories in 1939 [3,4]. Voder was not 
a virtual assistant in the modern sense, but rather a 
machine that could synthesize human speech. It was 
one of the earliest examples of a speech synthesizer 
and was demonstrated at the 1939 World’s Fair in 
New York. Voder consisted of a console with a key-
board and foot pedals, which were used to produce 
speech sounds by manipulating various controls. An 
operator could type out a message on the keyboard, 
and Voder would produce a synthetic speech output 
based on the input. While Voder was not an intelli-
gent machine, like modern virtual assistants, it was 
a significant step forward, in the development of 
speech technology and paved the way for the future 
advanced speech synthesis and recognition systems. 
It’s worth noting that there were also earlier attempts 
at speech synthesis, such as the “talking machines”, 
invented in the late 1800s [5,6], but these were not 
electronic devices like Voder. 

In the following decades, there were several 
recorded efforts, but also important steps towards 
evolution. The birth decade of virtual assistants was 
the 90s. The first virtual assistant, known as “Dr. 
Sbaitso”, was released by Creative Labs in 1991 [7,8]. 
However, the term “virtual assistant” did not come 
into widespread use until the mid-2000s, with the 
introduction of Apple’s Siri in 2011 and other similar 
voice assistants. Since then, there have been many 
virtual assistants, developed for various devices and 
platforms.

So, while the concept of a virtual assistant has 
been around since the early 1990s, the specific term 
“virtual assistant” refers to more recent develop-
ments in the field of AI and speech recognition. 
Nevertheless, nothing much is revealed about the 
nature of the human-robot interface of commercial 
IVAs, therefore, any new attempt of developing such 
a capability has to start from scratch. Accordingly, to 
include corresponding capabilities to a developing 
NLP system of a virtual assistant, a methodology of 
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inquiring and development is required.

2. Methodology
Initially, in order to manage the necessary in-

formation on the NLP capabilities of an IVA, the 
systemic methodology in information management 
through the Organizational Method for Analyzing 
Systems technique (OMAS-III) [9] was utilized in 
this inquiry. The following subsections present the 
analysis and application of this methodology for the 
selection of literature references.

2.1 Systemic information management

Information management is the most critical 
activity of any research work. The concepts of sys-
temic information management are shown in Table 1 
and discussed below.

The information cycle includes the collection of 
primary data (“input”), its processing and finally 
its dissemination (“output”). In each of these three 
phases, information is stored as a necessary activity 
of any information system. The three phases fol-
low the General Systems Model (GSM) [10], since 
the collection phase corresponds to the input of the 
information system, while the dissemination phase 
corresponds to its output. Moreover, each phase has 
its own particular features.

The primary data are collected from their sources, 
which can be divided into primary, secondary and 
tertiary sources (see also Section 2.2, with regard to 
literature sources). The typology of the data refers 
to the form of their origin and is divided into oral, 
printed, electronic/digital and audiovisual (in the 
respective analogue media). The processing of data 
involves, in order, their evaluation, their structuring 
into categories (classification) and their correlation, 
both with each other and with other pre-existing data. 
This is followed by information generation, where 
conclusions (secondary information) are drawn from 
the primary data. Finally, information dissemination 
is carried out by the same means as in the typology 
of data collection. Data evaluation is discussed in 
more detail in the next section.

2.2 Systemic information assessment

Useful information should be valid, timely, specif-
ic, clear and complete (Table 1). Validity is investi-
gated in terms of sources and requires cross-checking 
when there is a multiplicity of sources. It is assessed 
for its reliability and accuracy. Reliability increases, 
the more the data are collected from primary sources, 
their subject matter is known, the method of collection 
and the purpose of their display, as well. The timeli-
ness of the information refers both to its short distance 
in time from the events under consideration (Recent) 
and to its collection at the time it is needed (Prompt). 
The relevant assessment questions are:

-	 How recent the data are?
-	 Are data out of date?
-	 Information specificity is about sorting out 

relevant information from irrelevant (“noise”). 
In research methodology, it also appears in the 
properties of Relevance and Significance [12]. 
In terms of relevance, the followings are con-
sidered:

-	 Are the research questions/objectives relevant 
to ours and therefore relevant to our research?

-	 Is the research context different and far re-
moved from our research questions and objec-
tives?

-	 Are there references to this item or its author 
in other useful data?

-	 Does the item support or contradict our argu-
ments? (Both are useful.)

In terms of relevance, the following are consid-
ered:

-	 Do the data appear to be biased? Do they use 
irrational arguments, emotionally charged 
words, or do they only choose cases that sup-
port the conclusion drawn? Even so, it may be 
relevant to our critical review.

-	 Are there any methodological omissions in the 
work (e.g., sample selection, data collection, 
data analysis)? Even if there are, this may be 
relevant to our project.

-	 Is the accuracy sufficient? Even if it is not, it 
may be the only relevant evidence that can be 
found.
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-	 Does the data provide suggestions for future 
research?

The clarity of the information is assessed in 
terms of the comprehensibility of the wording, while 
completeness can be tested in terms of commu-
nicative adequacy. This is where Systems Method-
ology makes a decisive contribution, by using the 
OMAS-III as a tool for assessing the completeness 
of information, by checking the following (through 
answering the “journalists’ questions”, shown below 
enclosed in parentheses):

-	 The purpose served (“Why?”).
-	 The results/conclusions described (“Output/

What?”).
-	 The quantitative factors (means/resources) 

needed (“Input/How much?”).
-	 The rules/conditions governing the research 

context (“How?”).
-	 The human factor traits involved (“Who?”).
-	 The characteristics of the location of the sub-

ject under investigation (“Where?”).
-	 The temporal elements of the subject under 

consideration (“When?”). 

2.3 Application of systems methodology

The bibliographic references of the inquiry were 
selected according to the question: “How a virtual 
assistant understands?” The purpose is to investigate 
the techniques on the basis of which a virtual assis-
tant nowadays can understand meanings from the 
sentences that reach it.

The search criteria applied are:
-	 Search engine: Scopus.
-	 Recent years: From 2019 to 2023.
-	 Keywords: Virtual assistant, natural language, 

NLP, machine learning, deep learning, lan-
guage understanding, NLU, voice assistant, 
voice-controlled, smart devices, dialogue sys-
tems, deep neural networks, voice command, 
virtual agent, Human-Computer Interaction, 
speech recognition.

-	 Document type: Articles and reviews.
-	 Subject area: Computer science.
-	 Access: Open.

3. Inquiry
The conducted inquiry resulted in the following:

Table 1. Systemic information management [11].

Collection
(Input)

Sources
Primary

Cross-checkingSecondary
Tertiary

Typology

Oral
Printed
Digital
Audio-visual

Processing

Evaluation

Valid
Credible

Cross-checking
Precise

Timely
Prompt
Recent

Relevant
Clear
Complete

Structuring
Classification
Correlation

Creation From Primary to Secondary

Dissemination (Output)



32

Journal of Computer Science Research | Volume 05 | Issue 02 | April 2023

A search on virtual assistants returns more than a 
thousand articles. This number was reduced to 316, 
when the search was made more specific, by using 
the term “how they understand”. Then, there was a 
further limitation, when the time span of the articles, 
within the last five years, was made more specific. 
The new number is 221 articles. By applying restric-
tions to the keywords (see Section 2.3), the number 
of articles became 137. Of these, by choosing to 
keep only articles and reviews, 39 remained. Then, 
when only those hosted in Open Access journals 
were kept, only 19 articles remained. The last criteri-
on applied was computer science in the subject area. 
After this, the 12 articles below remained for discus-
sion.

The 1st article [12] discusses parents’ motivations 
for using virtual assistants (such as Amazon’s Alexa 
or Google Assistant) with their children at home. 
The authors conducted interviews with parents, to 
understand how they use virtual assistants to support 
their children’s learning and development.

In the 2nd study [13], the method used is Red Deer 
Optimization with AI-enabled image captioning sys-
tem. The virtual assistant is designed to assist visual-
ly impaired people, by providing image captions that 
are generated using an AI algorithm. The Red Deer 
Optimization algorithm is used to optimize the per-
formance of the AI model, for generating accurate 
and relevant image captions. The system uses deep 
learning techniques, such as Convolutional Neural 
Networks (CNN) and Recurrent Neural Networks 
(RNN), to process and analyze images and generate 
captions based on the content of the images. The vir-
tual assistant is designed to be user-friendly and can 
be accessed through a mobile application or a web 
interface.

The 3rd article [14] discusses different methods for 
measuring the similarity between questions in Ara-
bic. It does not mention any specific method used for 
virtual assistants to understand the questions. How-
ever, measuring the similarity between questions can 
be a useful component of NLP.

The 4th article [15] discusses various approaches 
to dialogue management in conversational systems. 

The article reviews different methods and tech-
niques for dialogue management, such as rule-based, 
model-based, and reinforcement learning-based ap-
proaches.

The 5th article [16] does not focus on any specific 
virtual assistant or conversational system, but rather 
provides a broad overview of different approaches 
and challenges in dialogue management. Therefore, 
it does not describe a specific method used by a 
virtual assistant to understand user input. Instead, 
it provides a comprehensive review of different 
approaches that conversational systems can use to 
manage the dialogue.

In the 6th article [17], the issues discussed are faced 
by IVAs, such as Siri, Google Assistant, Cortana, and 
Alexa. These issues include voice recognition, con-
textual understanding, and human interaction. The 
authors conducted a survey of 100 users to under-
stand their experiences with IVAs. The survey found 
that while IVAs offer many services, there are still 
improvements needed in voice recognition, contextu-
al understanding, and hands-free interaction. The ar-
ticle aims to address these improvements, so that the 
use of IVAs can be increased. The main objective of 
the survey was to validate the real potential of IVAs 
and to guide users in choosing the best personal as-
sistant for real-life scenarios. According to the 6th 
article [18], the method used for the virtual assistant 
to understand is a “semantic web framework”. This 
framework involves the usage of ontologies, which 
are structured vocabularies that define relationships 
between concepts, to enable the virtual assistant to 
understand and respond to natural language queries, 
related to public health. The authors describe a case 
study where they applied this framework to develop 
a smart assistant for public health, which was able 
to accurately answer questions related to diseases, 
symptoms, and treatments.

In the 7th article [19], the Capsule Net architec-
tures are used, for Intent detection and slot filling for 
a Romanian home assistant. The Capsule Net archi-
tecture is a type of deep learning neural network that 
aims to overcome the limitations of the traditional 
Convolutional Neural Network (CNN), by capturing 
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the hierarchical relationships between features. The 
authors used this architecture for both intent detec-
tion and slot filling, in order to improve the accuracy 
of the Romanian home assistant’s understanding of 
user queries. Intent detection involves identifying the 
user’s intention or goal behind the query, while slot 
filling involves identifying specific pieces of infor-
mation that are relevant to fulfilling that intention or 
goal. The authors demonstrated that their approach 
using Capsule Net architectures achieved higher ac-
curacy, compared to other state-of-the-art methods 
in intent detection and slot filling for the Romanian 
home assistant.

The 8th article [20] does not appear to describe a 
specific method used by virtual assistants to under-
stand natural language. Instead, the article focuses 
on the role of social identity and the extended self in 
collaboration with virtual assistants. It explores how 
users perceive and interact with virtual assistants and 
how the assistants can be designed to enhance col-
laboration with users. Therefore, the article does not 
describe a technical method of virtual assistants for 
understanding natural language, but rather a theoret-
ical framework for understanding users’ behaviour 
and preferences related to virtual assistants.

In the 9th article [21], the authors are investigating 
the factors that influence users’ continued use of 
smart voice assistants.

The 10th article [22] discusses how NLP and oth-
er supporting technologies such as IoT and AI are 
used to enable virtual assistants to work as real-time 
assistants, providing technical and social assistance 
to users in various modes, such as secretarial work, 
customer service support, and web editing tasks. The 
authors also designed an intelligent virtual assistant 
that could be integrated with Google virtual services 
and work with the Google virtual assistant interface, 
using speech recognition, a knowledge base, and ma-
chine learning techniques to make the conversation 
between humans and software more natural. 

The 11th article [23] explores the question of why 
it is helpful to have a digital assistant, specifically in 
the context of manufacturing. The article describes 
the components and benefits of digital assistants, 

such as mobility, voice interaction, a delegation of 
tasks, and rapid data analysis. The article notes that 
developing a digital assistant can be challenging, as 
customers may not benefit from all of its components 
immediately. Additionally, it argues that digital as-
sistants have significant potential in manufacturing, 
where they can help to enhance the skills and capa-
bilities of the remaining workforce, save employees’ 
time, and contribute to increasing work efficiency.

The last article (12th) [24] discusses a method 
for building scalable multi-domain conversational 
agents, by using the Schema-Guided Dialogue Da-
taset. This dataset provides a schema that defines 
the possible intents, slots, and dialogue actions that 
a virtual assistant can recognize and generate, mak-
ing it easier to train and evaluate virtual assistants 
across multiple domains. The method used involves 
fine-tuning pre-trained language models, such as 
BERT, and training dialogue models using super-
vised learning techniques on the dataset. The virtual 
assistant can then understand user input and generate 
appropriate responses, based on the defined schema. 

4. Discussion
According to the above inquiry and studies, it is 

found that, while there is extensive discussion on the 
use of IVAs to address various problems and propos-
als for increased use, few words are said about how 
they operate. Specifically, it is known that an IVA 
typically works as shown below:

1) Input: The IVA receives input from the user, 
usually in the form of text or voice commands.

2) NLP: The IVA uses NLP algorithms to under-
stand the user’s input and extract the relevant infor-
mation.

3) Knowledge Base: The IVA accesses a knowl-
edge base, which contains information that the IVA 
can use to answer the user’s questions or perform  
a task.

4) Decision Making: Based on the user’s input 
and the information available in the knowledge base, 
the IVA makes a decision about how to respond to 
the user’s request.

5) Output: The IVA generates a response to the 
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user, which can be in the form of text, voice, or other 
types of media.

6) Machine Learning: IVAs can also use machine 
learning techniques to improve their performance 
over time. As they interact with users, they can learn 
from their mistakes and become better at understand-
ing and responding to users’ requests.

Overall, the goal of an IVA is to provide a person-
alized, efficient, and intuitive user experience, simi-
lar to interacting with a human assistant. IVAs can be 
used in a variety of applications. However, because 
IVAs are commercial products, there is not much 
emphasis on how they work and how they under-
stand natural language. As a result, research mostly 
focuses on how these products are used. This lack of 
information opens up a chapter on how to apply sim-
ilar capabilities to those of commercial products on 
newly developing robotic systems.

Such a robotic system, being developed by the 
authors [25-27], is based on the communicative power 
of the OMAS-III systemic conceptual model and 
uses experimentally a small natural language dic-
tionary in Greek. Special emphasis is given to the 
understanding aspect, with an NLU unit based on 
Hole Semantics [28,29], which recognizes gaps in ex-
pressions and tries to initially fill them, either with 
existing knowledge it possesses, or with questions to 
its interlocutor. This gap recognition ability is imple-
mented through the journalists’ questions of OMAS-
III (see Section 2.2). Each question corresponds both 
to a part-of-speech (i.e. subject, object, verb, adverb, 
etc.) and simultaneously to a relevant semantic slot. 
If a slot is empty, which means an absence of infor-
mation, then a semantic hole is created that has to be 
filled. 

Special attention is given to how the system un-
derstands time through the sentences it receives and 
in combination with its existing developing knowl-
edge. Such a system could be very important in 
many areas of application, such as healthcare, where 
it can sequence events that have occurred, as well as 
those that need to be implemented. The evaluation of 
the system’s performance is undergoing, and relevant 
data are gathered to be presented in the near future. 

This inquiry also highlights a significant research 
gap in sequencing actions, given in random order.

5. Conclusions
Through the present study, it is understood that 

current virtual assistants are commercial products 
that the information revealed a focus on their func-
tionality and not on the technical part of achieving 
their functionality. They include an NLP module to 
manage the human-robot interaction, yet, a gap was 
found in the description of IVAs comprehension 
techniques. Additionally, a research gap remains 
in arranging the temporal sequence of actions that 
such a system has to think about; not just time man-
agement but understanding time. On this gap, the 
authors are going to continue and expand their previ-
ous work [26,27], which is based on the communicative 
power of the OMAS-III systemic conceptual model. 
This conceptual model is being tested along with the 
framework of Hole Semantics, in order to allow a ro-
bot to handle missing information. The experimental 
use of conceptual modelling is currently under trials.
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