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ABSTRACT
Similarity has been playing an important role in computer science, artificial intelligence (AI) and data 

science. However, similarity intelligence has been ignored in these disciplines. Similarity intelligence is a 
process of discovering intelligence through similarity. This article will explore similarity intelligence, similarity-
based reasoning, similarity computing and analytics. More specifically, this article looks at the similarity as an 
intelligence and its impact on a few areas in the real world. It explores similarity intelligence accompanying 
experience-based intelligence, knowledge-based intelligence, and data-based intelligence to play an important 
role in computer science, AI, and data science. This article explores similarity-based reasoning (SBR) and 
proposes three similarity-based inference rules. It then examines similarity computing and analytics, and a 
multiagent SBR system. The main contributions of this article are: 1) Similarity intelligence is discovered 
from experience-based intelligence consisting of data-based intelligence and knowledge-based intelligence. 2) 
Similarity-based reasoning, computing and analytics can be used to create similarity intelligence. The proposed 
approach will facilitate research and development of similarity intelligence, similarity computing and analytics, 
machine learning and case-based reasoning.
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1. Introduction
Similarity, similarity relations, and similarity met-

rics have been playing an important role in computer 
science, artificial intelligence (AI), and data science [1-6].  
Similarity has also played an important role in ma-
chine learning and case-based reasoning (CBR) [7,8]. 
Machine learning including deep learning has had 
important impacts on our life and work [7,9]. CBR as 
an AI technique has also played a significant role in 
experience-based reasoning and experience manage-
ment [8-10]. From a meta viewpoint, what are the rela-
tionships between machine learning and CBR? 

Intelligence has been also playing an important 
role in AI, business intelligence, machine learning, 
and CBR [3,8,11,12]. Intelligence can be defined as the 
collection, analysis, interpretation, visualization, 
and dissemination of strategic data, information, and 
knowledge for discovering and using the knowledge 
patterns and insights at the right time in the deci-
sion-making process [13]. Are machine learning and 
CBR related to similarity intelligence? This implies 
that similarity intelligence has been ignored in these 
disciplines. More specifically, research issues in this 
direction are:

1) Why is similarity intelligence important?
2) What are the relationships between similarity 

intelligence and experience intelligence, knowledge-
based intelligence and data-based intelligence?

3) What are similarity computing and analytics 
and their impacts on similarity intelligence?

This article will explore similarity intelligence, 
similarity-based reasoning, similarity computing 
and analytics, and their relationships. To address the 
first question, this article looks at the similarity of 
intelligence and its impact on a few areas in the real 
world. To address the second question, it explores 
similarity intelligence that has been accompanying 
experience-based intelligence, knowledge-based 
intelligence and data-based intelligence to play an 
important role in computer science, AI, and data 
science. After reviewing the fundamentals of simi-
larity, this article explores similarity-based reasoning 
(SBR) and proposes three similarity-based inference 
rules. This article then examines similarity comput-

ing and analytics, and a multiagent SBR system. The 
main contributions of this article are: 1) Similarity 
intelligence is discovered from experience-based 
intelligence consisting of data-based intelligence and 
knowledge-based intelligence. 2) Similarity-based 
reasoning, computing and analytics can be used to 
create similarity intelligence.

The rest of this article is organized as follows: 
Section 2 looks at why similarity intelligence is im-
portant. Section 3 examines machine learning and 
CBR as experience based intelligence. Section 4 
examines the fundamentals of similarity. Section 5 
explores similarity-based reasoning and proposes 
similarity-based inference rules for conducting SBR. 
Section 6 examines similarity computing and analyt-
ics. Section 7 proposes a multiagent architecture for 
an SBR system, and Section 8 ends this article with 
some concluding remarks.

2. Why is similarity intelligence im-
portant?

This section highlights why similarity intelligence 
is important.

Similarity has been playing an important role in 
mathematics, computer science, AI, and data science. 
Similarity has also played a significant role in fuzzy 
logic [2] and big data [5]. However, similarity intelli-
gence has been ignored in these disciplines. 

Similarity intelligence is a process for discover-
ing intelligence from two or more objects or cases 
using similarity algorithms and techniques. The Turing 
test [14] has already mentioned that intelligence com-
puting machinery is similar to that of human beings. 
This is a kind of similarity intelligence. Similarity 
intelligence includes similar relationships consisting 
of patterns and insights between machines, human 
beings, and software apps [14,5]. In other words, simi-
larity intelligence is not only from human beings, but 
also from machines or software or apps. 

Similarity also plays an important role in ChatGPT, 
because similarity is crucial in natural language un-
derstanding and processing. Based on the research 
analyzing 1000 texts produced by ChatGPT, it found 
that on average, the similarity varies between 70% 
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and 75% [15]. Therefore, one of the important tasks of 
ChatGPT (http://wwww.openAi.com) is to discover 
similarity intelligence from two or more objects, 
texts, and cases.

Similarity intelligence is important because it en-
ables us to identify similarities and patterns in data 
sets, which can be used to make more informed deci-
sions and predictions. By identifying similarities be-
tween different sets of data, objects, and cases [8], we 
can better understand relationships and draw insights 
that might not be immediately apparent, at least sim-
ilarity intelligence can allow us to select one from a 
similarity class as a representative and then we can 
analyze it as a characteristic of the similarity class [16].  
For example, in the field of customer relationship 
management [12], intelligence can be used to identi-
fy patterns and preferences in consumer behaviors 
through similarity metrics. The patterns and prefer-
ences can then be used to develop targeted adver-
tising and product recommendations that are more 
likely to appeal to specific groups of consumers.

Therefore, similarity intelligence is important 
not only for computer science, AI, big data, and data 
science, but also for businesses and organizations in 
a wide range of industries, enabling decision makers 
to obtain more informed decisions in an intelligent 
experience-based, knowledge-driven, and data-driv-
en world.

3. Experience-based intelligence
Experience-based intelligence is a process of 

discovering intelligence from experiences, based on 
experience-based reasoning [17]. Experience-based 
intelligence consists of data-based intelligence and 
knowledge-based intelligence. This section looks at 
similarity intelligence from experience-based intel-
ligence using two examples, machine learning and 
CBR. Machine learning is data-based intelligence. 
CBR is knowledge-based intelligence. 

3.1 Machine learning

Similarity has always been important in pattern 
recognition, graphical pattern recognition, machine 

learning [7,18], because as soon as we have created 
patterns, and we have to use similarity to match what 
was input to the systems and compare it with our 
patterns. 

Machine learning is about how to build comput-
ers and apps that improve automatically through ex-
perience [19], that is, machine learning is a process of 
discovering intelligence from experience using com-
puters and software. Therefore, machine learning is 
an experience-based Intelligence.

Machine learning is about how a computer can 
use a model and algorithm to observe some data 
about the world, and adapt to new circumstances 
and detect and extrapolate patterns [11]. Therefore, 
machine learning is a process of discovering in-
telligence from data, that is, machine learning is 
data-based intelligence, a process of discovering in-
telligence from data, because it is a process of using 
probabilistic models and algorithms on data to create 
intelligence through data [11]. 

One of the unsupervised machine learning is clus-
tering [7]. How we calculate the similarity between 
two clusters or two objects is important for cluster-
ing [4,7,18]. There are a few methodologies that are uti-
lized to calculate the similarity: For example, Min, 
Max, the distance between centroids and other simi-
larity matrices mentioned in Section 4.4. Therefore, 
machine learning is similarity intelligence, a process 
for creating intelligence through similarity. 

Overall, machine learning is an experience-based 
Intelligence, a process of discovering Intelligence 
through experience [4]. Machine learning is da-
ta-based intelligence, a process of discovering intel-
ligence from data. Machine learning is also similar-
ity intelligence, a process for creating intelligence 
through similarity. 

3.2 Case-based reasoning 

CBR is a process of discovering similarity intelli-
gence from a case base, just as data mining is a process 
of discovering data intelligence from a large DB [12]. 
Similarity intelligence includes the exact case that 
has been used in the past for solving the problem en-
countered recently. 

http://wwww.openAi.com
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CBR is a reasoning paradigm based on previous 
experiences or cases [12,8]. CBR is based on two prin-
ciples about the nature of the world [8]: The types of 
problems an agent encounters tend to recur. Hence, 
future problems are likely to be similar to current 
problems. The world is regular: similar problems 
have similar solutions or similar causes bring similar 
effects [8]. Consequently, solutions to similar prior 
problems are a useful starting point for new problem 
solving. The first principle implies that CBR is a 
kind of experience-based reasoning (EBR), while the 
second principle is the guiding principle underlying 
most approaches to similarity-based reasoning (SBR) [8]. 
“Two cars with similar quality features have similar 
prices” is one application of the above-mentioned 
second principle, and also a popular experience 
principle summarizing many individual experiences 
of buying cars. It is a kind of SBR. In other words, 
SBR is a concrete realization of CBR. The CBR sys-
tem (CBRS) is an intelligent system based on CBR, 
which can be modelled as [8]: 
CBRS = Case Base + CBRE (1) 
where the case base (CB) is a set of cases, each of 
which consists of the previously encountered prob-
lem and its solution. CBRE is a CBR engine, which 
is the inference mechanism for performing CBR, in 
particular for performing SBR. The SBR can be for-
malized as:
P', P' ∼ P P,→ Q

∴'  (2)

where P, Pꞌ, Qꞌ and Qꞌ represent compound propo-
sitions, Pꞌ ∼ P means that if Pꞌ and P are similar (in 
terms of similarity relations, metrics and measures, 
see Section 4) and then Q and Q’ are also similar. (2) 
is called generalized modus ponens, that is, (2) is one 
of the inference rules for performing modus ponens 
based on SBR. Typical reasoning in CBR, known 
as the CBR cycle, consists of (case) Repartition, 
Retrieve, Reuse, Revise and Retain [8]. Each of these 
five stages is a complex process. SBR dominates all 
these five stages [16]. Therefore, CBR is a process for 
discovering intelligence through SBR, because Simi-
lar problems have similar solutions. 

One significant contribution of CBR research 

and development is that it points out the importance 
of experience and similarity [9,16]. CBR is experi-
ence-based intelligence, a process for discovering 
intelligence based on experience. Because case base 
is a kind of knowledge base [10,8], so that, CBR is also 
a knowledge-based intelligence [11]. 

Overall, similarity intelligence accompanies 
experience-based intelligence [10,8], data-based intel-
ligence [4] and knowledge-based intelligence [11] to 
provide constructive insights and decision supports 
for businesses and organizations.

4. Fundamentals of similarity 
The similarity is a fundamental concept for many 

fields in mathematics, mathematical logic, computer 
science, AI, data science, and other sciences [16,9,20,21]. 
This section first briefly looks at similarity and then 
focuses on similarity relations, fuzzy similarity rela-
tions, and similarity metrics.

4.1 Introduction

The concept of similarity has been studied by nu-
merous researchers from different disciplines such as 
in mathematics [20], big data [5], computer science [22,23], 
AI and fuzzy logic [1,2,21], to name a few. For example, 
Klawonn and Castro [24] examined similarity in fuzzy 
reasoning and showed that similarity is inherent to 
fuzzy sets. Fontana and Formato [25] extended the res-
olution rule as the core of a logic programming lan-
guage based on similarity and discussed similarity in 
deductive databases. The concepts of similarity and 
similarity relations play a fundamental role in many 
fields of pure and applied science [26,20]. The notion of 
a metric or distance between objects has long been 
used in many contexts as a measure of similarity 
or dissimilarity between elements of a set [27,22,18].  
Thus, there exist a wide variety of techniques for 
dealing with problems involving similarity, similari-
ty relations, similarity measures, and similarity met-
rics [21,23]. For example, fuzzy logic [1,2], databases [5],  
data mining [18] and CBR [8] provides a number of 
concepts and techniques for dealing with similarity 
relations, similarity measures, and similarity metrics. 
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In what follows, we briefly introduce similarity rela-
tions, fuzzy similarity relations, and similarity met-
rics.

4.2 Similarity relations

The concept of a similarity relation is a natural 
generalization of similarity between two triangles 
and two matrices in mathematics [16,18]. More precise-
ly: 

Definition 1. A binary relation S on a non-empty 
set X is called a similarity relation if it satisfies:

(1) ∀x, xSx,
(2) If xSy, then ySx,
(3) If xSy, ySz then xSz 
The conditions (1), (2), and (3) are the reflexive, 

symmetric, and transitive laws. If xSy we say that x 
and y are similar [20,16]. 

Example 1. Matrices B and C in Mn,n are similar 
if C = PBP–1 for an invertible P, in which case we 
write B~C. It is easy to prove that is ~ is a similarity 
relation in Mn,n 

[20].
This example implies that the concept of a simi-

larity relation here is a generalization of the similari-
ty between matrices in Mn,n.

Similarity relations can be used for classification 
through partition [16] and clustering [18].

4.3 Fuzzy similarity relations

As an extension of similarity relations, fuzzy sim-
ilarity relations were introduced by Zadeh in 1971 [2] 
and have attracted much attention since then [1,27,21]. 
For example, fuzzy similarity relations have been 
used in CBR [16]. For the sake of brevity, we use stan-
dard fuzzy set theory notation for operations min and 
max, although there are many alternative choices for 
these operations available in fuzzy set theory (Zim-
mermann, 1996). S is still used to denote a fuzzy 
similarity relation if there is not any confusion aris-
ing. 

Definition 2. A fuzzy binary relation S on a 
non-empty set is a fuzzy similarity relation in X if it 
is reflexive, symmetric, and transitive [28,2], that is: 
S (x, x) = 1 (3) 

S (x, y) = S (y, x) (4)

S  ≥ S ‧ S (5) 
where ‧ is the composition operation of fuzzy binary 
relations based on min and max operations. A more 
explicit form of Equation (5) is 

6

(, ) ≥ 
∨((,) ∧ (, )) (6)

Equation (6) is called max-min transitivity [2]. The revised form of this definition was given
by Ovchinnikov in 1991 [28]. The main difference between the definition of Zadeh and that of
Ovchinnikov lies in that instead of Equation (6), Ovchinnikov viewed the following model as
max-min transitivity.
 ,  ≥ (, ) ∧ (, ) (7)

4.4 Similarity metrics

Generally speaking, similarity in mathematics is considered as a relation, while
similarity in CBR is considered both a relation and a measure, a function, and a metric [16,8].
Definition 3. A relation, denoted by , on non-empty X, is a similarity metric if it satisfies

[16]:
1)  is a similarity relation on X;
2) 1-  is a metric on X; that is, it is a function from  ×  to [0,1], provided that:

 For any x∈ ,  ,  = 1
 For all x,  ∈ ,  ,  =  , 
 For all x, ,  ∈ ,  ,  ≥ (,) ∧  ,  (8)

where ∧ is min operator. Equation (8) in this definition is called the similarity inequality. It
should be noted that the similarity metric here,  , can not directly satisfy the triangle
inequality [16] . Equation (8) is based on Ovchinnikov’s concept of fuzzy similarity relations
[28].
In comparison with the definition of fuzzy similarity relations, we emphasize that the

similarity metric here is first a traditional similarity relation, and also just a metric, maybe to
some extent, because the similarity between two objects is the necessary condition to further
discuss how similar they are in the context [16].

5. Similarity-based reasoning and inference rules

This section highlights similarity-based reasoning and its three inference rules.

5.1 Similarity-based reasoning

Similarity-based reasoning (SBR) has been studied by many researchers from
different fields. For example, Sun [9] examined integration of rule-based and SBR from an AI
viewpoint. He considered SBR as a reasoning-based similarity matching. Bogacz and Giraud-
Carrier considered SBR as “reasons from similarity” from a neural network viewpoint [29] .
The relationship between CBR and SBR has drawn some attention [8,16] . However, what is
similarity-based reasoning? There is still no definition of it, to our knowledge. In fact, many
methods of SBR seem to lack a sound theoretical or logical basis [30] . We need a relatively
precise definition of SBR, in order to investigate similarity-based approaches to SBR.
Definition 4. Let , ', , and ' represent compound propositions,  →  is a production

rule, denoting if P then Q. A proposition can be inferred from propositions  and  →  ,
provided that , and ' are similar ('~ ), and then  and 'are also similar; that is:

','~, →
∴' (9)

Then, this reasoning paradigm is called similarity-based reasoning (SBR).

 (6) 
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[28].
In comparison with the definition of fuzzy similarity relations, we emphasize that the

similarity metric here is first a traditional similarity relation, and also just a metric, maybe to
some extent, because the similarity between two objects is the necessary condition to further
discuss how similar they are in the context [16].

5. Similarity-based reasoning and inference rules

This section highlights similarity-based reasoning and its three inference rules.

5.1 Similarity-based reasoning

Similarity-based reasoning (SBR) has been studied by many researchers from
different fields. For example, Sun [9] examined integration of rule-based and SBR from an AI
viewpoint. He considered SBR as a reasoning-based similarity matching. Bogacz and Giraud-
Carrier considered SBR as “reasons from similarity” from a neural network viewpoint [29] .
The relationship between CBR and SBR has drawn some attention [8,16] . However, what is
similarity-based reasoning? There is still no definition of it, to our knowledge. In fact, many
methods of SBR seem to lack a sound theoretical or logical basis [30] . We need a relatively
precise definition of SBR, in order to investigate similarity-based approaches to SBR.
Definition 4. Let , ', , and ' represent compound propositions,  →  is a production

rule, denoting if P then Q. A proposition can be inferred from propositions  and  →  ,
provided that , and ' are similar ('~ ), and then  and 'are also similar; that is:

','~, →
∴' (9)

Then, this reasoning paradigm is called similarity-based reasoning (SBR).
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Definition 3. A relation, denoted by , on non-empty X, is a similarity metric if it satisfies
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similarity metric here is first a traditional similarity relation, and also just a metric, maybe to
some extent, because the similarity between two objects is the necessary condition to further
discuss how similar they are in the context [16].

5. Similarity-based reasoning and inference rules

This section highlights similarity-based reasoning and its three inference rules.

5.1 Similarity-based reasoning

Similarity-based reasoning (SBR) has been studied by many researchers from
different fields. For example, Sun [9] examined integration of rule-based and SBR from an AI
viewpoint. He considered SBR as a reasoning-based similarity matching. Bogacz and Giraud-
Carrier considered SBR as “reasons from similarity” from a neural network viewpoint [29] .
The relationship between CBR and SBR has drawn some attention [8,16] . However, what is
similarity-based reasoning? There is still no definition of it, to our knowledge. In fact, many
methods of SBR seem to lack a sound theoretical or logical basis [30] . We need a relatively
precise definition of SBR, in order to investigate similarity-based approaches to SBR.
Definition 4. Let , ', , and ' represent compound propositions,  →  is a production

rule, denoting if P then Q. A proposition can be inferred from propositions  and  →  ,
provided that , and ' are similar ('~ ), and then  and 'are also similar; that is:

','~, →
∴' (9)

Then, this reasoning paradigm is called similarity-based reasoning (SBR).

where ˄ is min operator. Equation (8) in this defini-
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noted that the similarity metric here, Sm, can not di-
rectly satisfy the triangle inequality [16]. Equation (8) 
is based on Ovchinnikov’s concept of fuzzy similari-
ty relations [28]. 

In comparison with the definition of fuzzy simi-
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ric here is first a traditional similarity relation, and 
also just a metric, maybe to some extent, because the 
similarity between two objects is the necessary con-
dition to further discuss how similar they are in the 
context [16].
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5. Similarity-based reasoning and 
inference rules

This section highlights similarity-based reasoning 
and its three inference rules.
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Similarity-based reasoning (SBR) has been stud-
ied by many researchers from different fields. For 
example, Sun [9] examined integration of rule-based 
and SBR from an AI viewpoint. He considered SBR 
as a reasoning-based similarity matching. Bogacz 
and Giraud-Carrier considered SBR as “reasons from 
similarity” from a neural network viewpoint [29]. The 
relationship between CBR and SBR has drawn some 
attention [8,16]. However, what is similarity-based 
reasoning? There is still no definition of it, to our 
knowledge. In fact, many methods of SBR seem to 
lack a sound theoretical or logical basis [30]. We need 
a relatively precise definition of SBR, in order to in-
vestigate similarity-based approaches to SBR. 

Definition 4. Let P, Pꞌ, Q, and Qꞌ represent com-
pound propositions, P→Q is a production rule, 
denoting if P then Q. A proposition can be inferred 
from propositions P and P→Q, provided that P, and 
Pꞌ are similar (Pꞌ~P), and then Q and Qꞌ are also sim-
ilar; that is: 
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Carrier considered SBR as “reasons from similarity” from a neural network viewpoint [29] .
The relationship between CBR and SBR has drawn some attention [8,16] . However, what is
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','~, →
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Then, this reasoning paradigm is called similarity-based reasoning (SBR).
 (9) 

Then, this reasoning paradigm is called similari-
ty-based reasoning (SBR). 

More generally, a proposition Qꞌ can be similar-
ity-based inferred from propositions '

1P  ' '
2 nP , ..., P  pro-

vided P1 P2, ..., Pn→Q, and '
iP  ~ Pi (i = {1, 2, ..., n}), 

Q and Qꞌ are also similar; that is:

More generally, a proposition ' can be similarity-based inferred from propositions 1
' ,

2
' , ⋯,' provided 1, 2, ⋯, →  , and '~ ( = {1, 2, …, }) ,  and ' are also

similar; that is:
1

' ,2
' ,⋯,'

1, 2, ⋯, →
∴'

(10)
It should be noted that the definition is based on modus ponens [31]. Therefore, the used in

the propositions  and ' [9]) as
 , ' = 2

|∩'|
 + |'|

(11)

where  is the set of the features of proposition x, and || is the size of the set of features
of . The degree of similarity  , ' has the following properties [18]:
1) 0 ≤  , ' ≤ 1.
Note that a similarity function is a special similarity relation.
2) If  ≡ ', that is, P and ' are the same propositions, then  , ' = 1.

the following:
', '~, →, ≈'

∴' (12)
The reasoning paradigm of the similarity-based deductive system and similarity-based
In the context of fuzzy similarity relations and similarity metrics [22] , we assume that '

corresponds to 0� , '~ corresponds to 01� ,  →  corresponds to 11� ,  ≈ ' corresponds
to 10� , and ' corresponds to 1� . Then, using the compositional rule of inference [1,33] , we
obtain:
1� = 0� ∘ 01 ∘�11� ∘ 10� (13)
where 0� is a fuzzy set in. 01� , 11� , and 10� are a similarity metric, a fuzzy rule and a
fuzzy similarity metric in × respectively, and 1� is a fuzzy set on. This is a
computational foundation for similarity-based modus ponens [8]. In the case of ' ≈ , 10� is
a unit metric, and Equation (13) is then simplified into:
1� = 0� ∘ 01 ∘�11� (14)
When 0� , 01� , 11� , and 1� are only a numerical similarity measure respectively, (14)

essentially degenerates into the computational form.
In fact, many other reasoning paradigms also follow, to some sense, Equation (14), for

example, analogical reasoning [1] , although they have different semantics and operational
algorithms for performing their own reasoning based on different real-world scenarios.
While fuzzy reasoning is essentially computational reasoning, SBR can be considered as

both symbolic reasoning and computational reasoning [8]. If we regard SBR as computational
reasoning, then we can consider it as a special kind of fuzzy reasoning, to some extent,
because the similarity between P and ', ~', and the similarity between Q and ' ,
 ≈ ', are replaced by the fuzziness between them in the context of fuzzy logic. This is the
reason why we can use fuzzy reasoning to examine the similarity-based modus ponens in
CBR [8].

Similarity-based modus tollens

Similarity-based modus tollens (SMT) is another inference rule for SBR. From a
traditional viewpoint, we can consider SMT as an integration of SBR and modus tollens. The
general form of SMT is as follows:

 (10) 

It should be noted that the definition is based on 
modus ponens [31]. Therefore, the reasoning defined 
above can be considered as a kind of SBR with re-
spect to modus ponens (which will be examined fur-
ther in the next subsection). It can be also considered 

as a composite reasoning paradigm. Furthermore, 
the above definition is general, and its generality lies 
in that we have not assigned any special meaning or 
semantics to the similarity used in the definition. 

Example 4. Google Chrome as a search engine is 
based on similarity-based reasoning, that is, “simi-
larity-based reasoning” which is searched by https://
www.google.com.au/ and found 50,000 results (on 
02 March 2023). However, not every one of the 
found results is related to “similarity-based reason-
ing” but to “similarity” or “reasoning”. This is the 
reason why we call Google Chrome as similari-
ty-based reasoning. It does not really result in com-
plying with the inference rule of modus ponens (see 
latter). This is also the reason why some hope to get 
exact results rather than 50,000 or millions of found 
results searched by Chrome and many other search 
engines. 

In order to perform SBR, it is necessary to note 
the following three points:

1) What we examined in the previous subsections: 
Similarity relations, fuzzy similarity relations, and 
similarity metrics are concrete forms of similarity 
used in the above definition. In other words, each of 
them can lead to a class of SBR. We can, therefore, 
examine SBR from a viewpoint of either similarity 
relations or fuzzy similarity relations or similarity 
metrics. If so, we will make our investigation very 
complex, although the corresponding research results 
are of significance in applications. 

2) SBR is treated in a more general way in this 
article; that is, two different forms, ~ and ≈ , of simi-
larity (e.g., similarity relations, fuzzy similarity rela-
tions, and similarity metrics) are used in the context. 
The first ~ is associated with the similarity between 
P and Pꞌ, while the second ≈ is associated with the 
similarity between Q and Qꞌ. In the context of CBR, 
these two similarity relations (or fuzzy relations or 
metrics) are in different worlds [8]; that is, the first ~ 
is associated with the possible world of problems, 
while the second ≈ is associated with the possible 
world of solutions. 

3) The readers can consider ~ and ≈, from now on 
in this article, as either similarity relations or fuzzy 

https://www.google.com.au/
https://www.google.com.au/
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similarity relations or similarity metrics in a consis-
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for a real-world problem, if one considers them sim-
ilarity metrics, then she/he should use them consis-
tently. 
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where  is the set of the features of proposition x, and || is the size of the set of features
of . The degree of similarity  , ' has the following properties [18]:
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corresponds to 0� , '~ corresponds to 01� ,  →  corresponds to 11� ,  ≈ ' corresponds
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fuzzy similarity metric in × respectively, and 1� is a fuzzy set on. This is a
computational foundation for similarity-based modus ponens [8]. In the case of ' ≈ , 10� is
a unit metric, and Equation (13) is then simplified into:
1� = 0� ∘ 01 ∘�11� (14)
When 0� , 01� , 11� , and 1� are only a numerical similarity measure respectively, (14)

essentially degenerates into the computational form.
In fact, many other reasoning paradigms also follow, to some sense, Equation (14), for

example, analogical reasoning [1] , although they have different semantics and operational
algorithms for performing their own reasoning based on different real-world scenarios.
While fuzzy reasoning is essentially computational reasoning, SBR can be considered as

both symbolic reasoning and computational reasoning [8]. If we regard SBR as computational
reasoning, then we can consider it as a special kind of fuzzy reasoning, to some extent,
because the similarity between P and ', ~', and the similarity between Q and ' ,
 ≈ ', are replaced by the fuzziness between them in the context of fuzzy logic. This is the
reason why we can use fuzzy reasoning to examine the similarity-based modus ponens in
CBR [8].

Similarity-based modus tollens

Similarity-based modus tollens (SMT) is another inference rule for SBR. From a
traditional viewpoint, we can consider SMT as an integration of SBR and modus tollens. The
general form of SMT is as follows:
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where Fx is the set of the features of proposition x, 
and |Fx| is the size of the set of features of Fx. The 
degree of similarity S (P, Pꞌ) has the following prop-
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Note that a similarity function is a special simi-

larity relation.
2) If P = Pꞌ, that is, P and Pꞌ are the same propo-

sitions, then S (P, Pꞌ) = 1. 

5.2 Similarity-based inference rules 

This section will look at similarity-based reason-
ing (SBR) and its three inference rules. 
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cerning modus ponens. In order to emphasize the 
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a unit metric, and Equation (13) is then simplified into:
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When 0� , 01� , 11� , and 1� are only a numerical similarity measure respectively, (14)

essentially degenerates into the computational form.
In fact, many other reasoning paradigms also follow, to some sense, Equation (14), for

example, analogical reasoning [1] , although they have different semantics and operational
algorithms for performing their own reasoning based on different real-world scenarios.
While fuzzy reasoning is essentially computational reasoning, SBR can be considered as

both symbolic reasoning and computational reasoning [8]. If we regard SBR as computational
reasoning, then we can consider it as a special kind of fuzzy reasoning, to some extent,
because the similarity between P and ', ~', and the similarity between Q and ' ,
 ≈ ', are replaced by the fuzziness between them in the context of fuzzy logic. This is the
reason why we can use fuzzy reasoning to examine the similarity-based modus ponens in
CBR [8].

Similarity-based modus tollens

Similarity-based modus tollens (SMT) is another inference rule for SBR. From a
traditional viewpoint, we can consider SMT as an integration of SBR and modus tollens. The
general form of SMT is as follows:
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The reasoning paradigm of the similarity-based 
deductive system and similarity-based agent [32] is 
based on Equation (12), because similarity-based 
resolution [32] is an alternative form of Equation (12). 
Equation (12) is also a logical foundation for CBR [8].  
SMP is one of the most important reasoning para-
digms in many other disciplines, because it is the ba-
sic form of any similarity-based deductive reasoning 
paradigm [29,30,9].

In a CBR customer support system [8], Pꞌ is the 
problem description of the customer, Pꞌ ~ P means 
that Pꞌ and P are similar, P→Q is the case retrieved 
from the case base C based on a similarity-based 
retrieval algorithm. Q ≈ Qꞌ means that Q and Qꞌ are 
similar, and Qꞌ is the satisfactory solution to the re-
quirement of the customer. 

In the context of fuzzy similarity relations 
and similarity metrics [22], we assume that Pꞌ 
corresponds to 
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It should be noted that the definition is based on modus ponens [31]. Therefore, the used in

the propositions  and ' [9]) as
 , ' = 2

|∩'|
 + |'|

(11)

where  is the set of the features of proposition x, and || is the size of the set of features
of . The degree of similarity  , ' has the following properties [18]:
1) 0 ≤  , ' ≤ 1.
Note that a similarity function is a special similarity relation.
2) If  ≡ ', that is, P and ' are the same propositions, then  , ' = 1.
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computational foundation for similarity-based modus ponens [8]. In the case of ' ≈ , 10� is
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When 0� , 01� , 11� , and 1� are only a numerical similarity measure respectively, (14)

essentially degenerates into the computational form.
In fact, many other reasoning paradigms also follow, to some sense, Equation (14), for

example, analogical reasoning [1] , although they have different semantics and operational
algorithms for performing their own reasoning based on different real-world scenarios.
While fuzzy reasoning is essentially computational reasoning, SBR can be considered as

both symbolic reasoning and computational reasoning [8]. If we regard SBR as computational
reasoning, then we can consider it as a special kind of fuzzy reasoning, to some extent,
because the similarity between P and ', ~', and the similarity between Q and ' ,
 ≈ ', are replaced by the fuzziness between them in the context of fuzzy logic. This is the
reason why we can use fuzzy reasoning to examine the similarity-based modus ponens in
CBR [8].

Similarity-based modus tollens

Similarity-based modus tollens (SMT) is another inference rule for SBR. From a
traditional viewpoint, we can consider SMT as an integration of SBR and modus tollens. The
general form of SMT is as follows:
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Similarity-based modus tollens (SMT) is another 

inference rule for SBR. From a traditional viewpoint, 
we can consider SMT as an integration of SBR and 
modus tollens. The general form of SMT is as fol-
lows: 
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∴¬' (15)
Although fuzzy modus tollens have not been investigated in fuzzy logic [1], this is the first
In the context of fuzzy similarity relations or similarity metrics [22], using the compositional

rule of inference [1] to the above Equation (15) we obtain:
0� = 1 − (1 − 1�) ∘ 10 ∘�11� ∘ 01� (16)
This is a computational foundation for similarity-based modus tollens. In the case ' ≈ ,

10� is a unit metric, and Equation (16) is then simplified into
0� = 1 − (1 − 1�) ∘ 11� ∘ 01�

(17)

Similarity-based abduction

Abduction has been used in system diagnosis or medical diagnosis [8] and scientific discovery
[34].
Abduction is an important reasoning paradigm in SBR. Similarity-based abductive

reasoning (SAR) is a natural development of abductive reasoning [35] , or an application of
SBR in abductive reasoning. Its general form is as follows:

', '≈, →, →'

∴' (18)
Example 6. Similarity-based abductive reasoning. As in Example 5, let
• RAT: The applicant has a good credit rating,
• REP: The applicant has a good financial reputation,
• The loan officer has an experienced rule,  → : If the applicant has a good credit

rating, then the applicant has a good financial reputation.
In this case, the loan officer knows the information from applicant A, ': The applicant

has a satisfactory financial reputation. Because “a satisfactory financial reputation” is similar
to “a good financial reputation”; that is, ~' , the loan officer uses the above
similarity-based abductive reasoning to make the decision and obtain ': The applicant has
a satisfactory credit rating, because “a good credit rating” is similar to “a satisfactory credit
rating”. It is obvious that “The applicant has a satisfactory credit rating” is an explanation for
“The applicant has a satisfactory financial reputation.” Therefore, similarity-based abductive
reasoning can be also used for generations of explanation, as abductive reasoning does
scientific discovery [34,36].
In the context of fuzzy similarity relations and similarity metrics, using the compositional

rule of inference [1] to the above Equation (18), we obtain:
0� = 1� ∘ 10 ∘�11� ∘ 01� (19)
This is a computational foundation for similarity-based abductive reasoning. In the case of

' ≈ , 10� is a unit metric, and Equation (19) is then simplified into:
0� = 1� ∘ 11� ∘ 01� (20)

5.3 Summary

Table 1 summarizes the well-known inference rules: Modus ponens, modus tollens,
abduction, and proposes three inference rules with respect to SBR, corresponding to the
traditional forms: Modus ponens, modus tollens, and abduction [37,31] . So far, we have
examined three different inference rules for SBR (see Table 1) in a unified viewpoint, each
of them has been thoroughly used in computer science, mathematics, mathematical logic [38],
and other sciences [30,39,34] . However, they are all the abstractions and summaries of SBR,
natural reasoning, and ordinary reasoning in the real world. Furthermore, CBR has been only
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5.3 Summary

Table 1 summarizes the well-known inference 
rules: Modus ponens, modus tollens, abduction, and 
proposes three inference rules with respect to SBR, 
corresponding to the traditional forms: Modus pon-
ens, modus tollens, and abduction [37,31]. So far, we 
have examined three different inference rules for 
SBR (see Table 1) in a unified viewpoint, each of 
them has been thoroughly used in computer science, 
mathematics, mathematical logic [38], and other sci-
ences [30,39,34]. However, they are all the abstractions 
and summaries of SBR, natural reasoning, and ordi-
nary reasoning in the real world. Furthermore, CBR 
has been only based on either modus ponens or mo-
dus tollens or abduction [33,8], whereas SBR is based 
on the mentioned three inference rules. It should be 
noted that reasoning paradigms can be classified into 
simple (atomic or first level) reasoning paradigms and 
composite (second level) reasoning paradigms [40], just 
as propositions can be divided into simple (atomic) 
propositions and compound propositions [39]. The 
simplest reasoning paradigm is an inference rule, 
which is the basis for any reasoning paradigm. 

A composite reasoning paradigm consists of more 
than one inference rule. For example, fuzzy modus 
ponens [2] is a composite reasoning paradigm that in-
tegrates modus ponens and fuzzy rules. Any process 
model of a reasoning paradigm in AI is a method for 
obtaining composite reasoning paradigms. For ex-
ample, the simplest rule-based expert system (RBES) 
can mainly consist of the knowledge base (KB) and 
an inference engine (IE), where IE is an inference 

mechanism for performing modus ponens or modus 
tollens or abduction. However, in order to manipu-
late the knowledge in the KB, the RBES must deal 
with knowledge representation, knowledge expla-
nation, and knowledge utility which are the main 
components of the process model [11,8]. Therefore, the 
reasoning involved in RBES can be considered as a 
composite reasoning paradigm. In this way, we can 
differentiate reasoning paradigms in mathematical 
logic and AI. What we have examined in this arti-
cle are simple or atomic inference rules for SBR. In 
future work, we will examine composite reasoning 
paradigms for SBR, which constitute a “reasoning 
chain” [3], “reasoning network” or “reasoning tree” 
with some depth, and correspond to natural reason-
ing in human professional activities. 

It should be noted that the above-mentioned 
abductive reasoning and its SBR are unsound rea-
soning paradigms from a logical viewpoint [31]. How-
ever, like nonmonotonic reasoning, which is also 
unsound reasoning [8], this inference rule and its sim-
ilarity-based abduction is the summarization of SBR 
used by people in the real-world situations. 

6. Similarity computing and analytics
Similarity computing and analytics are science, 

technology, system and tools used in data, informa-
tion, and knowledge analysis to measure and com-
pare the similarity between different data, informa-
tion, and knowledge sets. They are used in various 
fields such as AI including machine learning, data 
science, natural language understanding and process-
ing, image recognition, and information retrieval. 
This section will examine similarity computing and 
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analytics in some detail. 
Similarity computing is a science, technology, 

system, and tool for determining the degree of simi-
larity or dissimilarity between two or more objects to 
create intelligence. That is, based on the research of 
Sun [41], 
Similarity computing = Similarity science  
                                       + Similarity engineering  
                                       + Similarity technology 
                                       + Similarity system  
                                       + Similarity tools (21)

Similarity relations, fuzzy similarity relations [2] 
and similarity metrics [1] such as Cosine similarity, 
Jaccard similarity, Euclidean distance, and Pearson 
correlation coefficient, among others are fundamen-
tals for realizing similarity or dissimilarity between 
two or more objects for similarity computing [18].

Analytics is science, technology, system and tools 
for mining data, information, knowledge to discov-
er meaningful intelligence, insights, patterns, and 
knowledge from big data in a database or data ware-
house or knowledge in a knowledge base using sim-
ilarity [42]. This can be achieved using database and 
data warehouse techniques, statistical techniques, 
knowledge base techniques, data visualization tech-
niques, machine learning algorithms, and other data 
and knowledge processing tools [4,43]. Similarity 
analytics can be represented below [41],
Similarity Analytics = Similarity science  
                                     + Similarity engineering 
                                     + Similarity technology 
                                     + Similarity system 
                                     + Similarity tools (22)

Basically, similarity analytics is a part of similarity 
computing, just as analytics is a part of computing [41].  
Both aim to discover similarity intelligence in the 
domain. Even so, not only similarity computing 
but also similarity analytics can enable the analysis 
of large datasets, information sets and knowledge 
sets to identify and discover intelligence, patterns, 
knowledge and insights, and prediction of outcomes 
or cases. For example, in machine learning, simi-
larity computing is used to find similarities between  
different data points, and analytics is used to train 
models that can make predictions based on those sim-

ilarities [4,18].
Although similarity science has not been pro-

posed in academia, similarity engineering, similarity 
technology, similarity systems (see the next section) 
and similarity tools based on similarity models, 
methods, and algorithms are well-known in the mar-
ket [1,7,44]. 

Overall, similarity computing and analytics are 
science, technology, and system in modern data, 
information, and knowledge analysis to enable re-
searchers and practitioners to gain similarity intelli-
gence, knowledge and insights, and make predictions 
in various fields.

7. A multiagent SBR systems
In AI, a reasoning paradigm usually corresponds 

to an intelligent system. This section proposes a 
multiagent SBR system as an example, which con-
stitutes an important basis for developing any multi-
agent SBR systems (MSBRS).

7.1 A general architecture of an SBR system

Similarity case base (SCB) is similar to a case 
base in a case base system [8] illustrated in Figure 1. 
The SCB is a text case base in natural language pro-
cessing systems [4] and an insight base in data mining 
system and data analytics systems [41]. SCB consists 
of all the cases that the SBR System collects peri-
odically. A user interface is used to interact with the 
SCB and MIE in the SBR System (see Section 7.3). 
The MIE is a multi-inference engine that consists 
of the mechanism for implementing three reason-
ing paradigms based on the above-mentioned three 
similarity-based inference rules and their algorithms 
for SBR with manipulating the SCB to infer simi-
larity-based problem solving and decision making 
requested by the user. The remarkable difference 
between the mentioned SBRS and the traditional 
CBR system (CBRS) lies in that the latter’s infer-
ence engine is based on a unique reasoning paradigm 
(or inference rule), while the MIE is based on many 
different reasoning paradigms. This implies that a 
CBRS is only a subsystem of the SBRS. Therefore, 
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this SBR System is the extension of CBRS and simi-
larity-based reasoning [8,31]. 

Figure 1. A general architecture for a SBR system.

7.2 MEBIE: A multiagent framework for sim-
ilarity based inference engine

As mentioned in the previous subsection, the MIE 
is a multi-inference engine for SBRS [45]. MIE could 
automatically adapt itself to the changing situation 
and perform one of the mentioned similarity-based 
inference rules for SBR (Figure 2). However, any 
existing intelligent system has not reached such a 
high level [46]. The alternative strategy is to use mul-
tiagent technology to implement the MIE. Based on 
this idea, we propose a multi-agent framework for a 
similarity-based inference engine (for short MABIE), 
which is a core part of a multiagent SBR system 
(MSBRS), as shown in Figure 1. In this framework, 
three rational agents (from SMP agent to SAR agent) 
are semiautonomous [8]. These three agents are main-
ly responsible for performing SBR corresponding to 
three similarity-based inference rules in the SBRS 
respectively. In what follows, we discuss each of 
them in some detail. 

1) The SMP agent in the MABIE is responsible 
for manipulating the SCB based on similarity-based 
modus ponens and its algorithm (also see Section 5.1) 
to infer the similarity-based problems and solutions 
requested by the user. This agent can be considered 
as an agentization of an inference engine in a tradi-
tional CBR system. The function of the SMP agent 
can be extended to infer the cases in the SCB based 
on fuzzy modus ponens [46,23]. 

2) The SMT agent manipulates the SCB to infer 
the case requested by the user based on similari-

ty-based modus tollens and its algorithms (see Sec-
tion 5.2). 

3) The SAR agent is responsible for manipulating 
the SCB to infer the case requested by the user based 
on similarity-based abductive reasoning and its al-
gorithm (see Section 5.3). This agent can generate 
the explanation for the experience-based reasoning 
inferred by the MEBIE. This agent can be consid-
ered as an agentization of an inference engine in an 
abductive CBR system [33]. 

Figure 2. MIE and other agents in a MSBRS.

7.3 Some other agents in MSBRS

For the proposed MSBRS, there are some other 
intelligent agents, shown in Figure 2. These are an 
interface agent, an analysis assistant and a SCB man-
ager. In what follows, we will look at them in some 
depth [45].

The SBRS interface agent is an advisor to help 
the MSBRS user to know which reasoning agent she/
he should ask for help. Otherwise, the SBRS inter-
face agent will forward the problem of the user to all 
agents in the MIE for further processing. 

The output provided by the MIE can be consid-
ered as a sub output. The final output as the solutions 
to the similarity-based problem of the user will be 
processed with the help of the analysis agent. Since 
different agents in the MIE use different inference 
rules, and then produce different, conflicting results 
with knowledge inconsistency. How to resolve such 
knowledge inconsistency is a critical issue for the 



12

Journal of Computer Science Research | Volume 05 | Issue 03 | July 2023

MSBRS. This issue will be resolved by the Analysis 
assistant of the MSBRS. The analysis assistant will:

● Rank the degree of importance of the sub 
outputs from the MAMIE taking into account 
the knowledge inconsistency, 

● Give an explanation for each of the outputs 
from the MIE and how the different results are 
conflicting, 

● Combine or vote to establish the best solu-
tions, 

● Forward them to the SBRS interface agent 
who then forwards them to the user. 

The SCB manager is responsible for administer-
ing the SCB. Its main tasks are SCB creation and 
maintenance, similarity case base evaluation, reuse, 
revision, and retention. Therefore, the roles of the 
SCB manager are an extended form of the functions 
of a CBR system [8], because case base creation, case 
retrieval, reuse, revision and retention are the main 
tasks of the CBR system [16].

7.4 Workflows of agents in MSBRS

Now let us have a look at how the MSBRS 
works. The user, U, asks the SBRS interface agent to 
solve the problem, p. The SBRS interface agent asks 
U whether a special reasoning agent is needed [45].  
U does not know. Thus, the SBRS interface agent 
forwards p (after formalizing it) to all agents in the 
MIE for further processing. The agent in the MIE 
manipulates the case in the SCB based on p, and 
the corresponding reasoning mechanism, and then 
obtains the solution, which is forwarded to the Anal-
ysis assistant. After the Analysis assistant receives 
all solutions to p, it will rank the degree of impor-
tance of the solutions, give an explanation for each 
of the solutions and how the results are conflicting 
or inconsistent, and then forward them (with p) to 
the SBRS interface agent who would then forward 
them to U. If U accepts one of the solutions to the 
problem, then the MSBRS completes this mission. 
In this case, the SCB manager will look at whether 
this case is a new one. If yes, then it will add it to the 
SCB. Otherwise, it will keep some routine records 
to update the SCB. If U does not accept the solution 

provided, the SBRS interface agent will ask U to ad-
just some aspects of the problem p, which is changed 
into pꞌ, then the SBRS interface agent will once 
again forward the revised problem pꞌ to the MIE for 
further processing. 

8. Conclusions 
Artificial intelligence (AI) has addressed expe-

rience-based intelligence and knowledge-based in-
telligence at their early stage. Big data has been ex-
periencing significant progress in the past 10 years, 
AI has been developing machine learning and deep 
learning to address data-based Intelligence. In fact, 
similarity intelligence has been accompanying expe-
rience-based intelligence, knowledge-based intelli-
gence, and data-based Intelligence to play an import-
ant role in computer science, AI, and data science 
in general and similarity computing and analytics in 
particular. The main contributions of this article are:

1) It explored similarity intelligence, based on 
the similarity discovered from experience-based 
intelligence in machine learning and CBR. Similarity 
intelligence will be developed and created by many 
systems and algorithms in AI, computer science, and 
data science. 

2) It explored similarity-based reasoning and 
proposed its three different rules, which constitute 
the fundamentals for all SBR paradigms.

3) It highlighted similarity-based reasoning, com-
puting, and analytics to create similarity intelligence. 
As an example, the article also proposed a multia-
gent architecture for an SBR system (MSBRS). 

Overall, similarity intelligence is discovered 
from big data, information, and knowledge using 
similarity relations, fuzzy similarity relations and 
metrics, SBR, similarity computing and semantics.

Furthermore, the similarity-based approach to 
similarity intelligence, SBR, similarity computing 
and analytics proposed in the article opens a new 
way to integrate machine learning (e.g. machine 
learning algorithms such as instance-based learning 
and k-Nearest Neighbor (kNN) classifier and experi-
ence-based reasoning based on SBR, which will be 
examined in future work. Knowledge management 
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and experience management have drawn increasing 
attention in business, e-commerce, and computer sci-
ence. Their correspondence to intelligent systems is 
similarity-based systems such as CBR systems and 
machine learning. How to apply similarity intelli-
gence in Knowledge management, experience man-
agement, and similarity-based systems will be also 
examined in future work.

Measurement of intelligence is based on the 
ability to solve difficult problems. How to define 
the measurement of similarity intelligence is still a 
weakness of this article. In future work, we will ex-
plore the measurement of similarity intelligence. 
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