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ABSTRACT

Session-based recommendation aims to predict user preferences based on anonymous behavior sequences. Recent research on session-based recommendation systems has mainly focused on utilizing attention mechanisms on sequential patterns, which has achieved significant results. However, most existing studies only consider individual items in a session and do not extract information from continuous items, which can easily lead to the loss of information on item transition relationships. Therefore, this paper proposes a session-based recommendation algorithm (SGT) based on Gated Recurrent Unit (GRU) and Transformer, which captures user interests by learning continuous items in the current session and utilizes all item transitions on sessions in a more refined way. By combining short-term sessions and long-term behavior, user dynamic preferences are captured. Extensive experiments were conducted on three session-based recommendation datasets, and compared to the baseline methods, both the recall rate Recall@20 and the mean reciprocal rank MRR@20 of the SGT algorithm were improved, demonstrating the effectiveness of the SGT method.
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1. Introduction

Recommendation systems have become increasingly important in filtering and recommending potentially interesting items to target users, as well as promoting product marketing and generating significant commercial benefits, particularly in multimedia websites and e-commerce. Traditional recommenda-
tion systems are based on users’ historical interaction information, which is not always suitable for many applications.

For instance, in cases where a user browses a set of items without logging in, their identity might be anonymous, and within the current session, only the user’s historical actions are available. In addition, traditional recommendation systems mostly focus on static settings, which are also unsuitable in real life, as user preferences are often dynamic. Therefore, short-term histories can capture more accurate user intentions. To address this issue, a recommendation system based on sessions has been proposed, which predicts the likelihood of the next item being clicked based on the current session’s sequence [1].

The recommendation system can be broadly divided into feature-based recommendation [2], social recommendation [3,4], and sequential recommendation [5]. The feature-based method combines user information and product features to model the user-product interaction behavior and predicts the probability of users selecting products [2]. Although it is effective in learning the embedding vectors of products in the user-product interaction network, it requires significant computational resources to obtain user preferences. Social recommendation [3,6], which is based on social information [7] can alleviate data sparsity and cold-start problems, but these methods assume that users with all social links have similar preferences. As users’ interests are dynamic and subject to change, they depend not only on user preferences but also on understanding the change of user interests [8].

Session-based recommendation is mainly relies on user behavior logs within a session to predict the next item of interest. Previous research on session recommendation has mainly focused on the sequential features of sessions. Based on Markov chain methods, sequential behavior data is used to predict the next behavior of users based on their prior behavior [9-11]. Recently, deep learning methods have been introduced to session-based recommendation scenarios. Recurrent Neural Networks (RNNs) have achieved significant results due to their exceptional sequence modeling ability [12-15]. However, RNN-based models often only simulate the transitions between continuously interacting items, ignoring the rich information between contexts. Graph Neural Network (GNN) methods convert session sequences into graph structures and utilize them as input to learn the complex transformation dependencies between item nodes to explore complex item transitions [16-20].

Despite the promising performance and potential of GNN-based methods in session-based recommendation, there are still limitations that need to be addressed, such as the challenges of effectively modeling long-range dependencies and the risk of over-smoothing [21]. Over-smoothing refers to the convergence of all node representations to a constant after a sufficient number of layers. Therefore, designing new architectures is crucial for addressing these issues.

In recent years, transformers have been shown to be successful in natural language understanding [22], computer vision [23], and biological sequence modeling [24]. They can capture the interaction information between nodes through self-attention layers, rather than just aggregating local neighbor information in the message passing mechanism.

However, most of the current approaches only consider a single item as the basic unit for extracting user preferences, ignoring the user intent implied by a set of contiguous and adjacent items. The user intent may change over time, and the items that have been clicked, saved, or purchased in the past may affect the subsequent items. Different numbers or levels of continuous items contain different user intentions, which can aid in providing multiple candidate recommendation items and accurate session intent information. In this paper, we extract user intent from both single items and combinations of contiguous items. Firstly, we use a gated graph neural network to model the session sequence and obtain aggregated embedding representations of the items in the session, followed by self-attention mechanism.
to obtain the global embedding representation of the session, and finally, the recommendation decision is made.

2. Related work

The most basic approach based on Markov chains is to estimate the transition matrix heuristically by using the frequency of transitions in the training set. However, this method is not able to deal with unobserved transitions. For example, Rendle et al. [9] proposed the personalized Markov chain (FPMC) which combines matrix factorization with a first-order Markov chain to capture continuous user behavior and short-term interests. Wang et al. [25] proposed a hierarchical representation model (HRM) that improves FPMC with a hierarchical structure. Nevertheless, Markov chain-based methods typically cannot capture more complex higher-order sequence patterns. As considering more previous items quickly makes the state size difficult to manage, most Markov chain-based models only use first-order transitions to construct the transition matrix, resulting in their inability to capture more complex higher-order sequential patterns.

With the great success of deep learning in various fields, more and more neural network-based methods have been applied to session-based recommendation tasks. Hidasi et al. [12] modeled session data using multiple gated recurrent units (GRUs) layers. Tan et al. [14] then further improved its performance by using data augmentation, pre-training, and privileged information. Li et al. [13] proposed the NARM model, combines the attention mechanism with GRU to encode the user’s behavioral sequence and emphasize its main intention in the current session. Liu et al. [27] created STAMP, a short-term memory priority model based on multi-layer perceptron and attention mechanism, which effectively captures users’ global preferences and local interests. Wu et al. [28] converted contextual information into low-dimensional real vector features, and subsequently integrated them into a session-based recursive neural network recommendation model using three merging methods: Add, Stack, and Multilayer Perceptron.

Given the impressive results of deep learning in various domains, an increasing number of neural network-based techniques have been applied to session-based recommendation tasks. However, Wu et al. [16] argued that RNN-based models can only simulate one-way transitions between adjacent items, failing to capture context transitions between entire session sequences. They proposed an SR-GNN model that introduced graph neural networks to achieve stronger performance. In addition, Xu et al. [17] combined GNNs and self-attention networks (SANs) to capture long-range dependencies within sessions. Qiu et al. [18] used a weighted graph attention network to obtain item representations and then used a readout function to generate recommended session representations. Yu et al. [29] proposed a novel target attention graph neural network that considers candidate items when generating session representations. As most of the aforementioned works rely only on anonymous sessions with a lack of user long-term profiles, Zhang et al. [30] proposed a user behavior graph construction method based on long-term and short-term user interactions. Chen et al. [19] proposed a LESSR model to tackle the problem of inadequate long-term dependency capture and lossy session encoding in prior GNN-based approaches.

Most of the above approaches mainly focus on the item transition information within the ongoing session or directly employ all sessions to construct the model, neglecting the influence of the sequential items at distinct levels on the recommendation performance.

3. The proposed method

In this section, we first introduce the formal definition of the general session-based recommendation problem (Section 3.1). Then we explain the session graph construction (Section 3.2). Afterwards, we elaborate the proposed model i.e. session representation layer (Section 3.3), and prediction layer (Section 3.4).

In this paper we propose the SGT model, which
utilizes both GRU and Transformer, for session based recommendation. Which consists of four main components: Input layer, embedding layer, session representation layer, and prediction layer. The structure of the SGT model is shown in Figure 1, and the structure of the Transformer layer is shown in Figure 2. In Figure 1, first construct a heterogeneous session graph of continuous intent units for the user. Then these input features are embedded into low-dimensional vectors. The Gated Recurrent Unit is applied to obtain all node vectors involved in the session graph. Next, the Transformer layer is used to capture the long-range dependencies between items in the session and assign different weights to the different items. The session representation layer integrates the user’s long-term and short-term interests using a long and short interest gate fusion module. In the prediction layer, the score of each candidate item is calculated by multiplying its embedding with the session representation linearly transformed, and

Figure 1. The overall framework of the proposed model.
recommends the top-ranked items.

3.1 Problem definition

The task of session-based recommendation is to predict the user’s next action based on their behavior within the current session. Here we present a formal definition of the session-based recommendation problem.

Let \( S = \{S_i\}_{i=1}^{m} \) be a set of sessions and \( V = \{v_1, v_2, ..., v_m\} \) be a set of candidate items that appear in all sessions, \( m \) indicates the number of items. Each session, ordered by timestamps, can be represented as \( S_i = \{v_{i,1}, v_{i,2}, ..., v_{i,l_i}\} \), where \( l_i \) is the session length, \( v_{i,j} \) indicates the item that the user clicked at the location \( j \) in the session \( S_i \).

The goal of session-based recommendation is to predict the next click, i.e., the sequence label, \( v_{i,l_i+1} \) for a session \( S_i \). Given a session \( S_i \), a session-based recommendation model outputs probabilities for all possible items, where the element value of the vector \( \hat{y} \) represents the recommendation score of the corresponding item. The top-K values in the vector are considered as the recommended candidate items.

3.2 Session graph construction

The current session-based recommendation mainly focuses on individual items. This paper predicts users’ interests by combining continuous sequences of different granularities to provide better recommendations. \( v^k_j = (v_j, v_{j+1}, ..., v_{j+k-1}) \) is defined as a continuous segment with a length of \( k \) starting from \( j \). \( k \) represents the granularity level of continuous projects. Taking the session \( s = \{v_1, v_2, v_3, v_4, v_5, v_6\} \) as an example, \( v^1_1, v^1_2, v^1_3 \) represent the first-level continuous intent unit, \( (v_1, v_2, v_3, v_4) \) represent the second-level continuous intent unit, denoted as \( v^2_1, v^2_2, v^2_3 \), \( (v_1, v_2) \) and \( (v_3, v_4) \) represent the third-level continuous intent unit, denoted as \( v^3_1, v^3_2 \).

Each input item \( v_j \in S \) is transformed into a dense vector \( d \) through the embedding layer, which allows them to be directly inputted into the deep neural network. \( d \) is dimension of the representation \( e_j \). For 1-level continuous items, they are initialized to generate learnable embedding vectors \( e^1_j \). For higher-level continuous items, the initialization uses GRU to extract sequence-sensitive intents. The initialization of \( k \)-level continuous items is represented as \( e^k_j \), which can be defined as:

\[
e^k_j = \delta((e^1_j, e^2_j, ..., e^k_j))
\]

The session graph is mainly composed of multiple subgraphs of different granularities, using different levels of subgraphs to capture the relationships between items. For example, for a session \( s = \{v_1, v_2, v_3, v_4, v_5, v_6\} \), 5 groups of level-2 continuous intent units can be constructed to model the relationships between items at the level-2. In order to combine subgraphs of different granularities into a complete session graph, special edges are used to connect the high-order session graph and the first-order session graph. Intra-granular edges \( (v^k, \text{intra}, k, v^l) \) are used for items at the same level, while inter-granular edges \( (v^k, \text{intra}, v^l) \) and \( (v^k, \text{intra}, v^l) \) are used for higher-order and first-order items.
3.3 Session representation layer

**Gated recurrent unit layer**

Capturing sequence information is a critical aspect of session-based recommendation. Wu et al. [7] have demonstrated that RNN is effective in this regard. Among RNN variants, GRU mitigate the vanishing gradient problem that plagues RNNs, and has fewer parameters and faster training speed than LSTM, another variant of RNN. Hence, in this paper, we employ GRU to capture sequence information.

We use GRU to model item embedding representations, and update the current node’s feature representation as follows:

$$r_t = \sigma(W_r e_t + U_r h_{t-1})$$  \hspace{1cm} (3)

The update gate determines whether to update the hidden state, and the formula is as follows:

$$z_t = \sigma(W_z e_t + U_z h_{t-1})$$  \hspace{1cm} (4)

The calculation formula for the hidden state $\hat{h}_t$ based on the reset gate is as follows:

$$\hat{h}_t = \tanh(W_R e_t + U_R (r_t e_{t-1}))$$  \hspace{1cm} (5)

The equation for updating the hidden state using the update gate can be expressed as:

$$h_t = (1 - z_t) h_{t-1} + z_t \hat{h}_t$$  \hspace{1cm} (6)

In the above equations, $r_t$ and $z_t$ represent reset and update gates, respectively. $\sigma(\cdot)$ represents the sigmoid function. $e_t$ represents the input at time step $t$. $h_{t-1}$ represents the previous hidden state of the GRU. These two parts explore the correlation between $e_t$ and the current state of the GRU. $W_r$, $W_z$, $W_R$, $U_r$, $U_z$, $U_R$ are parameter matrices and $e$ represents matrix dot products. When all nodes in the graph are updated and converge, the final representation of each node can be obtained.

Then using the last hidden state of the GRU layer represents the sequential behavior of the user in the current session.

$$c_t^e = h_t$$  \hspace{1cm} (7)

**Transformer layer**

The core of the transformer model lies in the design of the self-attention layer, which uses multi-head attention to map the sequence to different semantic subspaces and internally extract sequence features for each subspace. This ultimately completes the feature extraction of the original sequence information, as shown in Figure 2.

Users often have multiple interests, and a single attention network may not be enough to capture all the relevant information. For example, when browsing for a new smartphone, the user may consider aspects such as camera quality, battery life, and screen size. Multi-head attention is a technique that allows the model to attend to multiple aspects of the input simultaneously, by constructing several parallel attention modules [22]. This technique can effectively capture the user’s interests and preferences from their session click sequence, enabling better recommendations.

To predict the next item that a user may click in a session, it is necessary to model the user’s interests from the user’s session click sequence and capture the user’s main intent. In this paper, multi-head attention is used to learn the representation of each continuous intent unit by constructing multiple parallel attention modules. It learns a deeper representation of each item by capturing its relationship with other items in the behavior sequence, thus improving the recommendation effectiveness of the model.

The multi-head attention layer aggregates the self-attention output vectors $H = [h_1,...,h_h]$ from the previous hidden outputs of the GRU. By constructing multiple parallel attention modules, the model can learn user interests from different semantic subspaces, thus modeling the user session sequence and learning a session feature vector that can express user intent. The calculation formula is as follows:

$$S = \text{MultiHead}(H) = \text{Concat}(head_1,head_2,...,head_h) W_O$$  \hspace{1cm} (8)

Define $Q = HW^Q, K = HW^K, V = HW^V,$

$$head_i = \text{Attention}(Q W^0_i, K W^K_i, V W^V_i)$$  \hspace{1cm} (9)
Attention(Q, K, V) = \text{softmax}\left(\frac{QK^T}{\sqrt{d_k}}\right)V \quad (10)

Here, Q, K, V represent the query, key, and value matrices, respectively, and W^Q, W^K, W^V and W^O are learnable parameter matrices. \(h\) is the number of heads. The function head, = Attention(QW^Q, KW^K, VW^V) is the scaled dot-product attention with softmax activation. \(\sqrt{d_k}\) is the dimension of the key vector. The multi-head attention layer produces an output by concatenating the outputs from all attention heads and applying a linear transformation with a weight matrix.

The self-attention mechanism is enhanced by the residual normalization layer and the point-wise feed-forward network (FFN). The former employs the idea of residual networks by adding the original input and output before normalization, thereby enhancing the memory capacity of the original sequence information. The latter performs a corresponding linear transformation on the output of the multi-head attention. The calculation can be expressed as:

\[ F = FFN(S) = \text{max}(0, SW_1 + b_1)W_2 + b_2 \quad (11) \]

where \(W_1\) and \(W_2\) are parameter matrices, \(b_1\) and \(b_2\) are multi-dimensional bias vectors, and \(F\) is the output of multi-head attention. Different layers capture different types of features. After the first self-attention network module, it aggregates all the previous item embeddings. To further simulate the complex relationships behind the item sequence, self-attention network modules are stacked together. The \(m(m > 1)\) layer is defined as:

\[ S^m = SA(F^{(m-1)}) \quad (12) \]

\[ F^m = FFN(S^m), \forall i \in [1,2L], n \quad (13) \]

\(F^m \in \mathbb{R}^{n \times d}\) is the final output of the multi-layer attention.

### Generating session embedding vectors

For each level of continuous intent units, a local representation \(z^k_s\) is generated, as well as a global representation \(z^k_g\) to capture user preferences. As shown in Figure 2, given a session \(s\), and corresponding embeddings of continuous intent units \(h^k_s \in \mathbb{R}^d, i = 1,..., n_s, k = 1,..., K\), \(n_k\) is the number of intent units per \(k\) level, and \(K\) is the number of levels of intent. The last intent unit \(h^k_s\) is taken as the local representation \(z^k_s\), and a soft attention mechanism is used to obtain the global representation \(z^k_g\). The calculation is as follows:

\[ z^k_s = \sum_{i=1}^{K} \text{Softmax}_c (\gamma^k_i) h_s \]

\[ \gamma^k_s = W^o_0 \sigma(W^h_i h_s + W^z_i z^k + b^k) \quad (15) \]

Aggregating all the embedded intent units to generate the context representation, i.e., \(C = \{h^k_s | k = 1,..., n_s, k = 1,..., K\}\), where \(h_c \in C\) as one of the context embeddings. \(w^c_s \in \mathbb{R}^d, w^c_r \in \mathbb{R}^{c \times d}, w^c_z \in \mathbb{R}^{c \times d}\) are trainable parameters, \(b^c \in \mathbb{R}^d\) is bias. \(\sigma(\cdot)\) is sigmoid function. Finally, we compute the hybrid embedding \(z^k_s\) by taking transformation over the concatenation of the local and global embedding vectors:

\[ z^k_s = W^s_{z}[z^k_s; z^k_g] \quad (16) \]

where \([;]\) is concatenation operation and matrix \(W^s_{z} \in \mathbb{R}^{2d}\) compresses two combined embedding vectors into the latent space.

### 3.4 Prediction layer

After obtaining the embedding of each session from different levels of granularity, we further calculate the recommendation score \(y^k_i\) for each candidate item over the whole item set \(V\) by multiplying their initial embeddings \(e_i\), which can be defined as:

\[ y^k_i = z^k_e e_i \quad (17) \]

Then, we apply a softmax function over \(y^k_i\) to transform it into probability distribution form \(\hat{y}\):

\[ \hat{y} = \text{soft max}(y^k) \quad (18) \]

Finally, we select the K items with the highest recommendation scores based on \(\hat{y}\) for top-K recommendation.

To optimize the model, backpropagation is used for neural network by minimizing the cross-entropy.
loss between the predictions and the ground truth. The loss function is defined as follows:

$$L(\hat{y}) = -\sum_{i=1}^{n} y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i)$$ (19)

where $y$ represents the one-hot encoded vector of the ground truth item.

4. Experiments and analysis

In this section, we provide an overview of the experimental setup. Firstly, we introduce the Datasets, evaluation metrics and compared methods used in our experiments. Next, we compare the performance of our proposed SGT with other state-of-the-art methods. Finally, we conduct a comprehensive analysis of SGT under different experimental settings to provide insights into its effectiveness.

4.1 Datasets

We evaluate the effectiveness of our proposed method on three widely used real-world datasets, i.e. Diginetica\(^1\), Gowalla\(^2\) and Last.fm\(^3\).

- **Diginetica** is an anonymous user browsing and transaction record dataset provided in CIKM Cup 2016, which includes transaction logs and user browsing histories suitable for session-based recommendation.
- **Gowalla** is a check-in behavior dataset widely used for interest recommendation. In this experiment, the top 30,000 popular locations are retained, and the user’s check-in records are grouped into unrelated time periods by splitting intervals exceeding 1 day between adjacent records. The last 20% of the sessions are used as the test set.
- **Last.fm** is a music dataset that includes a list of the user’s most popular artists, album and track names as features, as well as timestamps and play counts, and user application tags that can be used to build content vectors. In this experiment, the top 40,000 popular artists are retained, and the interval is set to 8 hours for segmentation. The most recent 20% of sessions are used as the test set.

Following other works \([13,16,19,26,28]\), we applied filtering to remove sessions with a length of 1 and items that appeared less than 5 times. Additionally, same as the studies \([13,26]\), we utilized the data augmentation techniques to process the datasets. Furthermore, for session-based recommendation, we designated the sessions from the last week as the test data and used the remaining data for training. The resulting statistics of the datasets are presented in Table 1.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Diginetica</th>
<th>Gowalla</th>
<th>Last.fm</th>
</tr>
</thead>
<tbody>
<tr>
<td># of clicks</td>
<td>982961</td>
<td>1122788</td>
<td>3835706</td>
</tr>
<tr>
<td># of training sessions</td>
<td>719470</td>
<td>675561</td>
<td>2837644</td>
</tr>
<tr>
<td># of test sessions</td>
<td>60858</td>
<td>155332</td>
<td>672519</td>
</tr>
<tr>
<td># of items</td>
<td>43097</td>
<td>29510</td>
<td>38615</td>
</tr>
<tr>
<td>#length&lt;=5</td>
<td>537546</td>
<td>627100</td>
<td>1136909</td>
</tr>
<tr>
<td>#length&gt;5</td>
<td>239483</td>
<td>203793</td>
<td>2373254</td>
</tr>
<tr>
<td>Average length</td>
<td>5.12</td>
<td>4.32</td>
<td>9.16</td>
</tr>
</tbody>
</table>

4.2 Evaluation metrics

To assess the recommendation performance of all models, we utilize the following two commonly used metrics.

- **Recall@K** (Recall calculated over top-K items) is commonly used to measure predictive accuracy. It represents the proportion of correctly recommended items among the top-K items. It is calculated as:

$$\text{Recall@K} = \frac{n_{hit}}{N}$$ (20)

where $n_{hit}$ represents the number of sessions with desired items in top-K recommended items and $N$ denotes the number of test data. The Recall measure is order-insensitive in the recommendation list, where large Recall value indicates better recommendation performance of the model.

- **MRR@K** (Mean Reciprocal Rank calculated over top-K items) is the average of reciprocal ranks
of the correctly-recommended items. \( \frac{1}{\text{Rank}(i)} \) is set to zero when the rank is larger than \( K \). The MRR measure considers the order of recommendation ranking and higher value indicates that correct recommendations are at the top of the ranking list. It is calculated as:

\[
\text{MRR} @ K = \frac{1}{Q} \sum_{i=1}^{Q} \frac{1}{\text{Rank}(i)}
\]  

\( Q \) denotes the number of users, \( \text{Rank}(i) \) represents the position of the first correct recommendation in the item list recommended by the model for the \( i \)-th user.

In our experiment, we consider Top-K (\( K = 20 \)) for recommendation.

4.3 Baselines

To evaluate the effectiveness of our proposed method, we compare it with the following representative baselines:

- **Item-KNN** \(^{31}\) uses the nearest neighbor idea to recommend items similar to the last clicked item in the session.
- **FPMC model** \(^{9}\) combines Markov chain and matrix factorization models, using a pairwise interaction model to perform matrix factorization on the personalized transition matrix of items, thus solving the Next Basket recommendation problem.
- **GRU4Rec** \(^{12}\) is an RNN-based model that uses gated recurrent units (GRU) to model user sequences.
- **NARM** \(^{13}\) uses GRU to extract sequence information and improves recommendation performance by adding attention mechanisms.
- **SR-GNN** \(^{16}\) uses graph neural networks to model the order relationship between items, learns user interests in the session using attention mechanisms, and self-attends to the last item to predict the next item that the user is likely to click on.
- **GC-SAN** \(^{17}\) is an improvement on SR-GNN, capturing local dependencies through graph neural networks and applying self-attention mechanisms to learn long-range dependencies.

- **LESSR** \(^{19}\) introduces two session graphs to solve the problem of lost order information and long-term dependency.

4.4 Comparison with baseline methods

To evaluate the overall performance of the proposed model, we compare it with other state-of-art session-based recommendation methods. We randomly split 10% of the samples from the training set as the validation set, and the intention unit granularity level was set to \{1, 2, 3, 4, 5, 6\} to obtain the optimal value using the Adam optimizer. The batch size was set to 512, the embedding dimension was 256, and the number of heads in the multi-head attention was set to 2. The learning rate was set to 0.001, and the model’s learning rate decayed to 0.1 times the previous value every 3 iterations. The overall performance in terms of Recall@20 and MRR@20 is shown in Table 2, with the best results highlighted in boldface.

The performance of the traditional Item-KNN and FPMC methods is relatively poor on the datasets used in the experiment, as these methods cannot well capture the complex temporal relationships between items in the session sequence.

All neural network algorithms have better performance in Recall@20 and MRR@20. The experimental results demonstrate the powerful ability of these algorithms to extract features, including sequence features. The NARM model uses attention mechanisms and the collaborative effect of user long-term and short-term features, which performs better than GRU4Rec in terms of indicators. This indicates that different items in a user session have different effects on user interests. The SR-GNN uses graph neural networks to model the complex dependency relationships between items and extracts node features using attention mechanisms, improving the recommendation performance. The GC-SAN improves upon SR-GNN by using self-attention networks to capture the global dependency relationships between items. The LESSR performs better than SR-GNN by solving
the problem of losing sequence information when converting session sequences into graph networks, indicating the effectiveness of retaining sequence information in sessions.

The proposed SGT model performs well on all datasets, which suggests that intent can be utilized at various granularity levels for modeling intricate transitions between user intents. The multi-head attention layer can effectively extract deep features of user sessions, capturing more comprehensive and precise user preferences, thereby predicting the next item that the user is likely to click on with greater accuracy.

4.5 Comparison with different connection schemes

In this section, we propose a set of comparative models to validate the effectiveness of incorporating last-click information into session context for session-based recommendations:

SGT-L: Local embedding only.

SGT-G: Global embedding with the attention mechanism.

The results of methods with two different embedding strategies are given in Table 3.

According to the table, it can be seen that SGT model with hybrid embedding method achieves the best results on all three datasets, indicating the significance of explicitly integrating current session interests with long-term preferences. For example, taking the Diginetica dataset as an example, the SGT model improved the performance of hit rate evaluation metric by 0.35% and 3.13% compared to SGT-L and SGT-G, respectively, while the performance improvement of mean reciprocal rank evaluation metric was 1.28% and 3.08%, respectively. These results indicate that the SR-BE model with both local and global encoders provides a more accurate and comprehensive recommendation system, effectively capturing the relevant features of current and nearby items. Furthermore, the Table 3 shows that SGT-L performs better than SGT-G on three datasets. This indicates that focusing on the item features in the current session is more important than focusing on the items in its neighborhood.

In conclusion, the ablation experiments and analyses presented in this paper demonstrate the effectiveness of different modules in the proposed SGT model, and the performance of the model can be further improved when multiple modules work together. The results of this study provide insights into the importance of incorporating local and global encoders for achieving optimal performance in session-based recommendation systems.

Table 2. The performance of SR-GNN with other baseline methods over three datasets.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Diginetica</th>
<th>Gowalla</th>
<th>Last.fm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall@20</td>
<td>MRR@20</td>
<td>Recall@20</td>
</tr>
<tr>
<td>Item-KNN</td>
<td>39.51</td>
<td>11.22</td>
<td>38.60</td>
</tr>
<tr>
<td>FPMC</td>
<td>28.50</td>
<td>7.67</td>
<td>29.91</td>
</tr>
<tr>
<td>GRU4REC</td>
<td>42.55</td>
<td>12.67</td>
<td>39.55</td>
</tr>
<tr>
<td>NARM</td>
<td>52.89</td>
<td>16.84</td>
<td>52.24</td>
</tr>
<tr>
<td>SRGNN</td>
<td>53.44</td>
<td>17.31</td>
<td>53.24</td>
</tr>
<tr>
<td>GC-SAN</td>
<td>54.78</td>
<td>18.57</td>
<td>53.66</td>
</tr>
<tr>
<td>LESSR</td>
<td>51.71</td>
<td>18.15</td>
<td>51.34</td>
</tr>
<tr>
<td>SGT</td>
<td>56.95</td>
<td>19.74</td>
<td>56.59</td>
</tr>
</tbody>
</table>

Table 3. The performance of different session representations.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Diginetica</th>
<th>Gowalla</th>
<th>Last.fm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall@20</td>
<td>MRR@20</td>
<td>Recall@20</td>
</tr>
<tr>
<td>SGT-L</td>
<td>56.75</td>
<td>19.49</td>
<td>54.17</td>
</tr>
<tr>
<td>SGT-G</td>
<td>55.22</td>
<td>19.15</td>
<td>53.13</td>
</tr>
<tr>
<td>SGT</td>
<td>56.95</td>
<td>19.74</td>
<td>56.59</td>
</tr>
</tbody>
</table>
4.6 Model analysis and discussion

**Impact of the dimension size**

From Figures 3 and 4, these results are evident that an appropriate increase in the dimension of embedding vectors results in a significant improvement in the model’s recommendation performance. This is because a higher embedding dimension can accommodate more latent information, thereby enhancing the model’s expression ability. Specifically, for the Diginetica dataset, the model’s recommendation performance is optimal when using embedding vectors of around 250 dimensions, and any further increase in dimensionality would lead to a decrease in performance. For the Gowalla dataset, the model’s recommendation performance is relatively better at an embedding dimension of 200. Finally, for the Last.fm dataset, the model’s recommendation performance is relatively better at an embedding dimension of 150. It is crucial to note that excessively high dimensions can cause the model to have too many parameters, leading to overfitting.

**Results on different intent unit granularity**

We evaluate the impact of intent granularity level on the performance of our proposed model on three datasets. The corresponding results are illustrated in Figure 5 and Figure 6. These results indicate that for the Diginetica dataset, performance initially improved with increasing granularity, decreased at granularity 5, increased again at granularity 6, and then stabilized with further granularity increase. For the Gowalla dataset, performance decreased at granularity 4, increased at granularity 5, and then decreased again with further granularity increase. Last.fm showed better performance at granularity 3, with a decrease in performance at higher granularity levels. The study suggests that incorporating higher-level granularity is useful for datasets with long session lengths, but performance will become stable with coarser granularity, as longer sessions may not necessarily provide more useful information.

**Impact of self-attention layer**

Figures 7 and 8 depict the impact of the number of self-attention layers on evaluation metrics. The results indicate that increasing the number of layers does not always lead to better performance for the Diginetica and Gowalla datasets. The optimal number of layers for these datasets is 1, and when the number of layers exceeds this value, the model tends to overfit, resulting in a rapid decline in performance. In contrast, for the Last.fm dataset, performance gradually improves with an increase in the number of layers, but then decreases at layer 4. This is because the model’s learning ability increases with more layers, but having too many layers can lead to over-smoothing even when the model is not overfitting. Therefore, adding more layers is not an effective approach for capturing long-range dependencies.

![Figure 3. Effects of different embedding dimension on recall.](image1)

![Figure 4. Effects of different embedding dimension on MRR.](image2)
5. Conclusions

This paper proposes the SGT model based on GRU and Transformer for session-based recommendation. Specifically, we first construct session graphs from anonymous session records by establishing intra-granular and inter-granular edges to represent continuous item units at the same and different levels, respectively. This allows us to capture the complex preference transition relationships and long-term dependencies among multi-level continuous intent units. We then apply GRU to generate new latent vectors for all items, followed by employing transformer to capture multiple interests and assign different weights to different items. The attention network is used to capture global dependencies. Finally, we combine the local short-term dynamics and global dependencies to represent session sequences. Our experiments on three real-world datasets demonstrate that SGT outperforms other baseline methods. In future work, we plan to integrate some available auxiliary information, such as item attributes, to obtain more informative item representations, and explore various types of user behaviors to improve the accuracy of our recommendations.
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