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1. Introduction
Recommendation systems have become increas-

ingly important in filtering and recommending po-

tentially interesting items to target users, as well as 
promoting product marketing and generating signifi-
cant commercial benefits, particularly in multimedia 
websites and e-commerce. Traditional recommenda-
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tion systems are based on users’ historical interaction 
information, which is not always suitable for many 
applications. 

For instance, in cases where a user browses a set 
of items without logging in, their identity might be 
anonymous, and within the current session, only the 
user’s historical actions are available. In addition, 
traditional recommendation systems mostly focus on 
static settings, which are also unsuitable in real life, 
as user preferences are often dynamic. Therefore, 
short-term histories can capture more accurate user 
intentions. To address this issue, a recommendation 
system based on sessions has been proposed, which 
predicts the likelihood of the next item being clicked 
based on the current session’s sequence [1].

The recommendation system can be broadly  
divided into feature-based recommendation [2],  
social recommendation [3,4], and sequential recom-
mendation [5]. The feature-based method combines 
user information and product features to model the 
user-product interaction behavior and predicts the 
probability of users selecting products [2]. Although 
it is effective in learning the embedding vectors of 
products in the user-product interaction network, it 
requires significant computational resources to ob-
tain user preferences. Social recommendation [3,6], 
which is based on social information [7] can allevi-
ate data sparsity and cold-start problems,but these 
methods assume that users with all social links have 
similar preferences. As users’ interests are dynamic 
and subject to change, they depend not only on user 
preferences but also on understanding the change of 
user interests [8].

Session-based recommendation is mainly relies 
on user behavior logs within a session to predict the 
next item of interest. Previous research on session 
recommendation has mainly focused on the sequen-
tial features of sessions. Based on Markov chain 
methods, sequential behavior data is used to predict 
the next behavior of users based on their prior be-
havior [9-11]. Recently, deep learning methods have 
been introduced to session-based recommendation 
scenarios. Recurrent Neural Networks (RNNs) have 

achieved significant results due to their exceptional 
sequence modeling ability [12-15]. However, RNN-
based models often only simulate the transitions 
between continuously interacting items, ignoring the 
rich information between contexts. Graph Neural 
Network (GNN) methods convert session sequenc-
es into graph structures and utilize them as input 
to learn the complex transformation dependencies 
between item nodes to explore complex item transi-
tions [16-20].

Despite the promising performance and potential 
of GNN-based methods in session-based recom-
mendation, there are still limitations that need to 
be addressed, such as the challenges of effectively 
modeling long-range dependencies and the risk of 
over-smoothing [21]. Over-smoothing refers to the 
convergence of all node representations to a constant 
after a sufficient number of layers. Therefore, design-
ing new architectures is crucial for addressing these 
issues.

In recent years, transformers have been shown to 
be successful in natural language understanding [22], 
computer vision [23], and biological sequence mode-
ling [24]. They can capture the interaction information 
between nodes through self-attention layers, rather 
than just aggregating local neighbor information in 
the message passing mechanism.

However, most of the current approaches only 
consider a single item as the basic unit for extracting 
user preferences, ignoring the user intent implied 
by a set of contiguous and adjacent items. The user 
intent may change over time, and the items that 
have been clicked, saved, or purchased in the past 
may affect the subsequent items. Different numbers 
or levels of continuous items contain different user 
intentions, which can aid in providing multiple can-
didate recommendation items and accurate session 
intent information. In this paper, we extract user in-
tent from both single items and combinations of con-
tiguous items. Firstly, we use a gated graph neural 
network to model the session sequence and obtain 
aggregated embedding representations of the items 
in the session, followed by self-attention mechanism 
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to obtain the global embedding representation of the 
session, and finally, the recommendation decision is 
made.

2. Related work
The most basic approach based on Markov chains 

is to estimate the transition matrix heuristically by 
using the frequency of transitions in the training set. 
However, this method is not able to deal with un-
observed transitions. For example, Rendle et al. [9]  
proposed the personalized Markov chain (FPMC) 
which combines matrix factorization with a first-or-
der Markov chain to capture continuous user behav-
ior and short-term interests. Wang et al. [25] proposed 
a hierarchical representation model (HRM) that 
improves FPMC with a hierarchical structure. Nev-
ertheless, Markov chain-based methods typically 
cannot capture more complex higher-order sequence 
patterns. As considering more previous items quickly 
makes the state size difficult to manage, most Mark-
ov chain-based models only use first-order transi-
tions to construct the transition matrix, resulting in 
their inability to capture more complex higher-order 
sequential patterns.

With the great success of deep learning in various 
fields, more and more neural network-based methods 
have been applied to session-based recommendation 
tasks. Hidasi et al. [12] modeled session data using 
multiple gated recurrent units (GRUs) [26] layers. Tan 
et al. [14] then further improved its performance by 
using data augmentation, pre-training, and privileged 
information. Li et al. [13] proposed the NARM model, 
combines the attention mechanism with GRU to en-
code the user’s behavioral sequence and emphasize 
its main intention in the current session. Liu et al. [27]  
created STAMP, a short-term memory priority mod-
el based on multi-layer perceptron and attention 
mechanism, which effectively captures users’ global 
preferences and local interests. Wu et al. [28] convert-
ed contextual information into low-dimensional real 
vector features, and subsequently integrated them 
into a session-based recursive neural network recom-
mendation model using three merging methods: Add, 

Stack, and Multilayer Perceptron.
Given the impressive results of deep learning 

in various domains, an increasing number of neu-
ral network-based techniques have been applied to 
session-based recommendation tasks. However, Wu  
et al. [16] argued that RNN-based models can only 
simulate one-way transitions between adjacent items, 
failing to capture context transitions between entire 
session sequences. They proposed an SR-GNN mod-
el that introduced graph neural networks to achieve 
stronger performance. In addition, Xu et al. [17] com-
bined GNNs and self-attention networks (SANs) to 
capture long-range dependencies within sessions. 
Qiu et al. [18] used a weighted graph attention net-
work to obtain item representations and then used a 
readout function to generate recommended session 
representations. Yu et al. [29] proposed a novel target 
attention graph neural network that considers candi-
date items when generating session representations. 
As most of the aforementioned works rely only on 
anonymous sessions with a lack of user long-term 
profiles, Zhang et al. [30] proposed a user behavior 
graph construction method based on long-term and 
short-term user interactions. Chen et al. [19] proposed 
a LESSR model to tackle the problem of inadequate 
long-term dependency capture and lossy session en-
coding in prior GNN-based approaches.

Most of the above approaches mainly focus on 
the item transition information within the ongoing 
session or directly employ all sessions to construct 
the model, neglecting the influence of the sequential 
items at distinct levels on the recommendation per-
formance.

3. The proposed method
In this section, we first introduce the formal defi-

nition of the general session-based recommendation 
problem (Section 3.1). Then we explain the session 
graph construction (Section 3.2). Afterwards, we 
elaborate the proposed model i.e. session representa-
tion layer (Section 3.3), and prediction layer (Section 
3.4).

In this paper we propose the SGT model, which 
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utilizes both GRU and Transformer, for session 
based recommendation. Which consists of four main 
components: Input layer, embedding layer, session 
representation layer, and prediction layer. The struc-
ture of the SGT model is shown in Figure 1, and 
the structure of the Transformer layer is shown in 
Figure 2. In Figure 1, first construct a heterogene-
ous session graph of continuous intent units for the 
user. Then these input features are embedded into 
low-dimensional vectors. The Gated Recurrent Unit 

is applied to obtain all node vectors involved in the 
session graph. Next, the Transformer layer is used to 
capture the long-range dependencies between items 
in the session and assign different weights to the 
different items. The session representation layer in-
tegrates the user’s long-term and short-term interests 
using a long and short interest gate fusion module.
In the prediction layer, the score of each candidate 
item is calculated by multiplying its embedding with 
the session representation linearly transformed, and 

Figure 1. The overall framework of the proposed model.
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recommends the top-ranked items.

Figure 2. Transformer layer.

3.1 Problem definition

The task of session-based recommendation is to 
predict the user’s next action based on their behavior 
within the current session. Here we present a for-
mal definition of the session-based recommendation 
problem.

Let SiSS }{=  be a set of sessions and V = {v1, 
v2,...vm} be a set of candidate items that appear in 
all sessions, m  indicates the number of items. Each 
session, ordered by timestamps, can be represented 

as },...,{
21

sss
i l

vvvS = , where l  is the session length, s
i

v  
indicates the item that the user clicked at the location 

i  in the session iS .
The goal of session-based recommendation is to 

predict the next click, i.e. the sequence label, 1+lv  
for a session Si. Given a session Si, a session-based 
recommendation model outputs probabilities for all 
possible items, where the element value of the vector 
ŷ  represents the recommendation score of the cor-
responding item. The top-K values in the vector are 
considered as the recommended candidate items.

3.2 Session graph construction

The current session-based recommendation main-
ly focuses on individual items. This paper predicts 
users’ interests by combining continuous sequences 
of different granularities to provide better recom-

mendations. ),...( 1−+= kjj
k
j vvv  is defined as a continu-

ous segment with a length of k starting from j, krep-
resents the granularity level of continuous projects. 
Taking the session },,,,,,,{ 43123121 vvvvvvvvs =  as an 
example, 1 1

1 4v ,...,v  represent the first-level continu-
ous intent unit, ),(),...,,( 4321 vvvv  represent the sec-

ond-level continuous intent unit, denoted as 2
5

2
1 ,...vv ,  

),,(),...,,,( 431121 vvvvvv  represent the third-level con-
tinuous intent unit, denoted as 3

5
3
1 ,...vv .

Each input item Svi ∈  is transformed into a dense 
vector d

ie R∈  through the embedding layer, which 
allows them to be directly inputted into the deep 
neural network. d  is dimension of the representation 

ie . For 1-level continuous items, they are initialized 
to generate learnable embedding vectors 1

je . For 
higher-level continuous items, the initialization uses 
GRU to extract sequence-sensitive intents. The ini-
tialization of k-level continuous items is represented 
as k

je , which can be defined as:
}),,({ 1

1
1

−+= kjj
k
j eee δ  (1)

seqk
j

setk
j

k
j eee ,, +=    (2)

The session graph is mainly composed of mul-
tiple subgraphs of different granularities, using 
different levels of subgraphs to capture the rela-
tionships between items. For example, for a session 

},,,,,,,{ 43123121 vvvvvvvvs = ,  5  groups of  level-2 
continuous intent units can be constructed to model 
the relationships between items at the level-2. In 
order to combine subgraphs of different granulari-
ties into a complete session graph, special edges are 
used to connect the high-order session graph and 
the first-order session graph. Intra-granular edg-
es ),intra,( kk vkv − are used for items at the same 
level, while inter-granular edges )intra,,( 1 kvv  and 

)intra,,( 1vvk  are used for higher-order and first-or-
der items.
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3.3 Session representation layer

Gated recurrent unit layer
Capturing sequence information is a critical as-

pect of session-based recommendation. Wu et al. [7]  
have demonstrated that RNN is effective in this 
regard. Among RNN variants, GRU mitigate the 
vanishing gradient problem that plagues RNNs, and 
has fewer parameters and faster training speed than 
LSTM, another variant of RNN. Hence, in this paper, 
we employ GRU to capture sequence information. 

We use GRU to model item embedding rep-
resentations, and update the current node’s feature 
representation as follows:

)( 1−+= trtrt hUeWr σ  (3)

The update gate determines whether to update the 
hidden state, and the formula is as follows:

)( 1−+= tztzt hUeWz σ   (4)

The calculation formula for the hidden state tĥ  
based on the reset gate is as follows:

1
ˆ tanh[ ( )]t h t h t th W e U r h −= +   (5)

The equation for updating the hidden state using 
the update gate can be expressed as:

ttttt hzhzh ˆ)1( 1 +−= −   (6)

In the above equations, tr  and tz  represent reset 
and update gates, respectively. )(⋅σ  represents the 
sigmoid function. te  represents the input at time step 
t. 1−th  represents the previous hidden state of the 
GRU. These two parts explore the correlation be-
tween te  and the current state of the GRU. rW , zW , 

hW , rU , zU , hU  are parameter matrices and 


 rep-
resents matrix dot products. When all nodes in the 
graph are updated and converge, the final representa-
tion of each node can be obtained.

Then using the last hidden state of the GRU layer 
represents the sequential behavior of the user in the 
current session.

t
g
t hc =  (7)

Transformer layer
The core of the transformer model lies in the 

design of the self-attention layer, which uses mul-
ti-head attention to map the sequence to different 
semantic subspaces and internally extract sequence 
features for each subspace. This ultimately com-
pletes the feature extraction of the original sequence 
information, as shown in Figure 2.

Users often have multiple interests,and a single 
attention network may not be enough to capture all 
the relevant information. For example, when brows-
ing for a new smartphone, the user may consider as-
pects such as camera quality, battery life, and screen 
size. Multi-head attention is a technique that allows 
the model to attend to multiple aspects of the input 
simultaneously, by constructing several parallel at-
tention modules [22]. This technique can effectively 
capture the user’s interests and preferences from 
their session click sequence, enabling better recom-
mendations.

To predict the next item that a user may click in a 
session, it is necessary to model the user’s interests 
from the user’s session click sequence and capture 
the user’s main intent. In this paper, multi-head at-
tention is used to learn the representation of each 
continuous intent unit by constructing multiple par-
allel attention modules. It learns a deeper representa-
tion of each item by capturing its relationship with 
other items in the behavior sequence, thus improving 
the recommendation effectiveness of the model.

The multi-head attention layer aggregates the 
self-attention output vectors ],...,[H 1 thh=  from the 
previous hidden outputs of the GRU. By construct-
ing multiple parallel attention modules, the model 
can learn user interests from different semantic sub-
spaces, thus modeling the user session sequence and 
learning a session feature vector that can express 
user intent. The calculation formula is as follows:
S = MultiHead (H) = Concat (head1, head2,...headh,)W O (8)

Define V
i

KQ WVWKWQ ii HHH === ,, ,

)WWWAttention( V
i

KQ
i VKQhead ii ,,=  (9)
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VVK,Q, 









=

k

T

d
QKsoftmax)Attention(  (10)

Here, Q,K,V represent the query, key, and value 
matrices, respectively, and i i

Q K V
iW ,W ,W  and OW  are 

learnable parameter matrices. h is the number of heads. 
The function i i

Q K V
i ihead Attention ( Q , K ,V )= W W W  is 

the scaled dot-product attention with softmax acti-
vation. kd  is the dimension of the key vector. The 
multi-head attention layer produces an output by 
concatenating the outputs from all attention heads 
and applying a linear transformation with a weight 
matrix.

The self-attention mechanism is enhanced by 
the residual normalization layer and the point-wise 
feed-forward network (FFN). The former employs 
the idea of residual networks by adding the origi-
nal input and output before normalization, thereby 
enhancing the memory capacity of the original 
sequence information. The latter performs a cor-
responding linear transformation on the output of 
the multi-head attention. The calculation can be ex-
pressed as:

2211 )S,0max((S)F bWbWFFN ++==  (11)

where W1 and W2 are parameter matrices, b1 and b2 
are multi-dimensional bias vectors, and F is the out-
put of multi-head attention. Different layers capture 
different types of features. After the first self-atten-
tion network module, it aggregates all the previous 
item embeddings. To further simulate the complex 
relationships behind the item sequence, self-attention 
network modules are stacked together. The )1( >mm  
layer is defined as:

)( )1( −= mm FSAS  (12)

niFFN mm ,2,1),(S ∈∀=F  (13)

dnm R ×∈F  is the final output of the multi-layer at-
tention.

Generating session embedding vectors
For each level of continuous intent units, a local 

representation k
lz  is generated, as well as a global 

representation k
gz  to capture user preferences. As 

shown in Figure 2, given a session is  and corre-
sponding embeddings of continuous intent units 

1 1k d
i kh , i ,..., n , k ,...,K∈ = =R , kn  is the number of intent 

units per k  level, and K  is the number of levels of 
intent. The last intent unit k

nk
h  is taken as the local 

representation k
lz , and a soft attention mechanism is 

used to obtain the global representation k
gz . The cal-

culation is as follows:

c

C

c

k
cc

k
g hγz ∑

=

=
1

)(Softmax  (14)

)( 210
kk

l
k

c
kkk

c bzWhWWγ
T

++= σ  (15)

Aggregating all the embedded intent units to 

generate the context representation, i.e., C = },...,1,,...,1{ KknihC k
k
i ===

},...,1,,...,1{ KknihC k
k
i === , where Chc ∈  as one of the con-

text embeddings. 0 1 2
k d k d d k d dW ,W ,W× ×∈ ∈ ∈R R R  are train-

able parameters, dkb R∈  is bias. )(⋅σ  is sigmoid 
function. Finally, we compute the hybrid embedding 

k
sz  by taking transformation over the concatenation 

of the local and global embedding vectors:

];[3
k
l

k
g

kk
s zzWz =  (16)

where ][;  is concatenation operation and matrix 
dkW 2

3 R∈  compresses two combined embedding 
vectors into the latent space.

3.4 Prediction layer

After obtained the embedding of each session 
from different levels of granularity, we further cal-
culate the recommendation score k

iy  for each candi-
date item over the whole item set V  by multiplying 
their initial embeddings ie , which can be defined as:

i
k
s

k
i ezy =  (17)

Then, we apply a softmax function over k
iy  to 

transform it into probability distribution form ŷ :

)max(ˆ k
iysofty =  (18)

Finally, we select the K items with the highest 
recommendation scores based on ŷ  for top-K rec-
ommendation.

To optimize the model, backpropagation is used 
for neural network by minimizing the cross-entropy 
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loss between the predictions and the ground truth. 
The loss function is defined as follows:

)ˆ1log()1()ˆlog()ŷ(
1

ii

I

i
ii yyyyL −−+−= ∑

=

 (19)

where y represents the one-hot encoded vector of the 
ground truth item.

4. Experiments and analysis
In this section, we provide an overview of the ex-

perimental setup. Firstly, we introduce the Datasets, 
evaluation metrics and compared methods used in 
our experiments. Next, we compare the performance 
of our proposed SGT with other state-of-the-art 
methods. Finally, we conduct a comprehensive anal-
ysis of SGT under different experimental settings to 
provide insights into its effectiveness.

4.1 Datasets

We evaluate the effectiveness of our proposed 
method on three widely used real-world datasets, i.e. 
Digineticaa,Gowallab and Last.fmc. 

● Diginetica is an anonymous user browsing 
and transaction record dataset provided in 
CIKM Cup 2016, which includes transaction 
logs and user browsing histories suitable for 
session-based recommendation. 

● Gowalla is a check-in behavior dataset wide-
ly used for interest recommendation. In this 
experiment, the top 30,000 popular locations 
are retained, and the user’s check-in records 
are grouped into unrelated time periods by 
splitting intervals exceeding 1 day between 
adjacent records. The last 20% of the sessions 
are used as the test set.

● Last.fm is a music dataset that includes a list 
of the user’s most popular artists, album and 
track names as features, as well as timestamps 
and play counts, and user application tags that 
can be used to build content vectors. In this 

a http://cikm2016.cs.iupui.edu/cikm-cup
b https://snap.stanford.edu/data/loc-gowalla.html
c http://ocelma.net/MusicRecommendationDataset/lastfm-1K.html

experiment, the top 40,000 popular artists are 
retained, and the interval is set to 8 hours for 
segmentation. The most recent 20% of ses-
sions are used as the test set.

Following other works [13,16,19,26,28], we applied 
filtering to remove sessions with a length of 1 and 
items that appeared less than 5 times. Additionally, 
same as the studies [13,26], we utilized the data aug-
mentation techniques to process the datasets. Fur-
thermore, for session-based recommendation, we 
designated the sessions from the last week as the test 
data and used the remaining data for training. The 
resulting statistics of the datasets are presented in 
Table 1.

Table 1. Statistics of datasets used in the experiments.

Datasets Diginetica Gowalla Last.fm
# of clicks 982961 1122788 3835706 
# of training sessions 719470 675561 2837644
# of test sessions 60858 155332 672519 
# of items 43097 29510 38615
#length<=5 537546 627100 1136909
#length>5 239483 203793 2373254 
Average length 5.12 4.32 9.16

4.2 Evaluation metrics

To assess the recommendation performance of all 
models, we utilize the following two commonly used 
metrics.

KRecall@  (Recall calculated over top-K items) 
is commonly used to measure predictive accuracy. It 
represents the proportion of correctly recommended 
items among the top-K items. It is calculated as:

N
nK hit=Recall@  (20)

where hitn  represents the number of sessions with 
desired items in top-K recommended items and N 
denotes the number of test data. The Recall meas-
ure is order-insensitive in the recommendation list, 
where large Recall value indicates better recommen-
dation performance of the model.

KMRR@  (Mean Reciprocal Rank calculated 
over top-K items) is the average of reciprocal ranks 

http://cikm2016.cs.iupui.edu/cikm-cup
https://snap.stanford.edu/data/loc-gowalla.html
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of the correctly-recommended items. Rank(i)
1

 is set 

to zero when the rank is large than K. The MRR 
measure considers the order of recommendation 
ranking and higher value indicates that correct rec-
ommendations are at the top of the ranking list. It is 
calculated as:

∑=
||

)(
11@

Q

i iRankQ
KMRR  (21)

Q  denotes the number of users, )(iRank  repre-
sents the position of the first correct recommendation 
in the item list recommended by the model for the 

th−i  user.
In our experiment, we consider Top-K (K = 20) 

for recommendation.

4.3 Baselines

To evaluate the effectiveness of our proposed 
method, we compare it with the following represent-
ative baselines:

● Item-KNN [31] uses the nearest neighbor idea 
to recommend items similar to the last clicked 
item in the session.

● FPMC model [9] combines Markov chain and 
matrix factorization models, using a pairwise 
interaction model to perform matrix factori-
zation on the personalized transition matrix 
of items, thus solving the Next Basket recom-
mendation problem.

● GRU4Rec [12] is an RNN-based model that 
uses gated recurrent units (GRU) to model 
user sequences.

● NARM [13] uses GRU to extract sequence in-
formation and improves recommendation per-
formance by adding attention mechanisms.

● SR-GNN [16] uses graph neural networks to 
model the order relationship between items, 
learns user interests in the session using atten-
tion mechanisms, and self-attends to the last 
item to predict the next item that the user is 
likely to click on.

● GC-SAN [17] is an improvement on SR-GNN, 
capturing local dependencies through graph 

neural networks and applying self-attention 
mechanisms to learn long-range dependencies.

● LESSR [19] introduces two session graphs to 
solve the problem of lost order information 
and long-term dependency.

4.4 Comparison with baseline methods

To evaluate the overall performance of the pro-
posed model, we compare it with other state-of-art 
session-based recommendation methods. We ran-
domly split 10% of the samples from the training set 
as the validation set, and the intention unit granulari-
ty level was set to {1, 2, 3, 4, 5, 6} to obtain the opti-
mal value using the Adam optimizer. The batch size 
was set to 512, the embedding dimension was 256, 
and the number of heads in the multi-head attention 
was set to 2. The learning rate was set to 0.001, and 
the model’s learning rate decayed to 0.1 times the 
previous value every 3 iterations. The overall per-
formance in terms of Recall@20 and MRR@20 is 
shown in Table 2, with the best results highlighted in 
boldface. 

The performance of the traditional Item-KNN 
and FPMC methods is relatively poor on the datasets 
used in the experiment, as these methods cannot well 
capture the complex temporal relationships between 
items in the session sequence.

All neural network algorithms have better perfor-
mance in Recall@20 and MRR@20. The experimen-
tal results demonstrate the powerful ability of these 
algorithms to extract features, including sequence 
features. The NARM model uses attention mecha-
nisms and the collaborative effect of user long-term 
and short-term features, which performs better than 
GRU4Rec in terms of indicators. This indicates that 
different items in a user session have different effects 
on user interests. The SR-GNN uses graph neural 
networks to model the complex dependency relation-
ships between items and extracts node features using 
attention mechanisms, improving the recommenda-
tion performance. The GC-SAN improves upon SR-
GNN by using self-attention networks to capture the 
global dependency relationships between items. The 
LESSR performs better than SR-GNN by solving 
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the problem of losing sequence information when 
converting session sequences into graph networks, 
indicating the effectiveness of retaining sequence in-
formation in sessions. 

The proposed SGT model performs well on all 
datasets, which suggests that intent can be utilized at 
various granularity levels for modeling intricate tran-
sitions between user intents. The multi-head attention 
layer can effectively extract deep features of user ses-
sions, capturing more comprehensive and precise user 
preferences, thereby predicting the next item that the 
user is likely to click on with greater accuracy.

4.5 Comparison with different connection 
schemes

In this section, we propose a set of comparative 
models to validate the effectiveness of incorporating 
last-click information into session context for ses-
sion-based recommendations:

SGT-L: Local embedding only.
SGT-G: Global embedding with the attention 

mechanism.
The results of methods with two different embed-

ding strategies are given in Table 3.
According to the table, it can be seen that SGT 

model with hybrid embedding method achieves the 

best results on all three datasets, indicating the sig-
nificance of explicitly integrating current session 
interests with long-term preferences. For example, 
taking the Diginetica dataset as an example, the SGT 
model improved the performance of hit rate evalua-
tion metric by 0.35% and 3.13% compared to SGT-L 
and SGT-G, respectively, while the performance 
improvement of mean reciprocal rank evaluation 
metric was 1.28% and 3.08%, respectively. These re-
sults indicate that the SR-BE model with both local 
and global encoders provides a more accurate and 
comprehensive recommendation system, effectively 
capturing the relevant features of current and nearby 
items. Furthermore, the Table 3 shows that SGT-L 
performs better than SGT-G on three datasets. This 
indicates that focusing on the item features in the 
current session is more important than focusing on 
the items in its neighborhood.

In conclusion, the ablation experiments and anal-
yses presented in this paper demonstrate the effec-
tiveness of different modules in the proposed SGT 
model, and the performance of the model can be fur-
ther improved when multiple modules work together. 
The results of this study provide insights into the im-
portance of incorporating local and global encoders 
for achieving optimal performance in session-based 
recommendation systems.

Table 2. The performance of SR-GNN with other baseline methods over three datasets.

Algorithm
Diginetica Gowalla Last.fm

Recall@20 MRR@20 Recall@20 MRR@20 Recall@20 MRR@20
Item-KNN 39.51 11.22 38.60 16.66 14.90 4.04

FPMC 28.50 7.67 29.91 11.45 12.86 3.78

GRU4REC 42.55 12.67 39.55 16.99 22.13 7.15

NARM 52.89 16.84 52.24 25.13 23.09 7.90

SR GNN 53.44 17.31 53.24 26.03 23.85 8.23

GC-SAN 54.78 18.57 53.66 25.69 22.64 8.42

LESSR 51.71 18.15 51.34 25.49 23.37 9.01

SGT 56.95 19.74 56.59 28.03 27.92 9.70

Table 3. The performance of different session representations.

Algorithm
Diginetica Gowalla Last.fm

Recall@20 MRR@20 Recall@20 MRR@20 Recall@20 MRR@20
SGT-L 56.75 19.49 54.17 26.02 28.35 9.45

SGT-G 55.22 19.15 53.13 25.21 15.19 8.63

SGT 56.95 19.74 56.59 28.03 27.92 9.70
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4.6 Model analysis and discussion

Impact of the dimension size
From Figures 3 and 4, these results are evident 

that an appropriate increase in the dimension of em-
bedding vectors results in a significant improvement 
in the model’s recommendation performance. This is 
because a higher embedding dimension can accom-
modate more latent information, thereby enhancing 
the model’s expression ability. Specifically, for the 
Diginetica dataset, the model’s recommendation per-
formance is optimal when using embedding vectors 
of around 250 dimensions, and any further increase 
in dimensionality would lead to a decrease in perfor-
mance. For the Gowalla dataset, the model’s recom-
mendation performance is relatively better at an em-
bedding dimension of 200. Finally, for the Last.fm 
dataset, the model’s recommendation performance is 
relatively better at an embedding dimension of 150. 
It is crucial to note that excessively high dimensions 
can cause the model to have too many parameters, 
leading to overfitting.

Results on different intent unit granularity
We evaluate the impact of intent granularity level 

on the performance of our proposed model on three 
datasets. The corresponding results are illustrated 
in Figure 5 and Figure 6. These results indicate 
that for the Diginetica dataset, performance initially 
improved with increasing granularity, decreased at 

granularity 5, increased again at granularity 6, and 
then stabilized with further granularity increase. 
For the Gowalla dataset, performance decreased at 
granularity 4, increased at granularity 5, and then 
decreased again with further granularity increase. 
Last.fm showed better performance at granularity 3, 
with a decrease in performance at higher granularity 
levels. The study suggests that incorporating high-
er-level granularity is useful for datasets with long 
session lengths, but performance will become stable 
with coarser granularity, as longer sessions may not 
necessarily provide more useful information.

Impact of self-attention layer
Figures 7 and 8 depict the impact of the num-

ber of self-attention layers on evaluation metrics. 
The results indicate that increasing the number of 
layers does not always lead to better performance 
for the Diginetica and Gowalla datasets. The op-
timal number of layers for these datasets is 1, and 
when the number of layers exceeds this value, the 
model tends to overfit, resulting in a rapid decline 
in performance. In contrast, for the Last.fm dataset, 
performance gradually improves with an increase in 
the number of layers, but then decreases at layer 4. 
This is because the model’s learning ability increases 
with more layers, but having too many layers can 
lead to over-smoothing even when the model is not 
overfitting. Therefore, adding more layers is not an 
effective approach for capturing long-range depend-
encies.
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Figure 3. Effects of different embedding dimension on recall.
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5. Conclusions
This paper proposes the SGT model based on 

GRU and Transformer for session-based recommen-
dation. Specifically. We first construct session graphs 
from anonymous session records by establishing 
intra-granular and inter-granular edges to represent 
continuous item units at the same and different lev-
els, respectively. This allows us to capture the com-
plex preference transition relationships and long-
term dependencies among multi-level continuous 
intent units. We then apply GRU to generate new 
latent vectors for all items, followed by employing 
transformer to capture multiple interests and assign 
different weights to different items. The attention 
network is used to capture global dependencies. Fi-

nally, we combine the local short-term dynamics and 
global dependencies to represent session sequences. 
Our experiments on three real-world datasets demon-
strate that SGT outperforms other baseline methods. 
In future work, we plan to integrate some available 
auxiliary information, such as item attributes, to ob-
tain more informative item representations, and ex-
plore various types of user behaviors to improve the 
accuracy of our recommendations.
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