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1. Introduction
Obstructive sleep apnea (OSA) is a sleep-related 

breathing disorder. It becomes evident with the ob-
structions in the upper respiratory tract during sleep 

and the waking periods following these obstructions. 
OSA can seriously reduce a person’s quality of daily 
life and cause the development of many cardiovascu-
lar diseases. Therefore, early diagnosis and treatment 
of obstructive sleep apnea is important. Electrocardi-
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ABSTRACT
In this study, a machine learning algorithm is proposed to be used in the detection of Obstructive Sleep Apnea 

(OSA) from the analysis of single-channel ECG recordings. Eighteen ECG recordings from the PhysioNet Apnea-ECG 
dataset were used in the study. In the feature extraction stage, dynamic time warping and median frequency features 
were obtained from the coefficients obtained from different frequency bands of the ECG data by using the wavelet 
transform-based algorithm. In the classification phase, OSA patients and normal ECG recordings were classified using 
Random Forest (RF) and Long Short-Term Memory (LSTM) classifier algorithms. The performance of the classifiers 
was evaluated as 90% training and 10% testing. According to this evaluation, the accuracy of the RF classifier was 
82.43% and the accuracy of the LSTM classifier was 77.60%. Considering the results obtained, it is thought that it 
may be possible to use the proposed features and classifier algorithms in OSA classification and maybe a different 
alternative to existing machine learning methods. The proposed method and the feature set used are promising because 
they can be implemented effectively thanks to low computing overhead. 
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ogram (ECG) is the process of recording the electri-
cal activity of the heart. In today’s conditions, ECG 
signals are used in the diagnosis of OSA. Apnea 
diagnosis from the ECG signal is measured by heart 
rate variability. It will be economical and practical 
to determine whether a person has OSA syndrome 
with the proposed machine learning technique using 
single-channel ECG recordings. Because with such a 
system, there will be no need for environments such 
as sleep laboratories [1,2]. There are many studies in 
the literature on the detection of OSA from ECG 
using methods. In the study conducted by Yildiz [3], 
obstructive sleep apnea data from ECG recordings 
were classified. Twelve features were obtained using 
wavelet transform and they achieved the highest suc-
cess rate of 98.3% with the support vector machine/
artificial neural network classifier algorithms. In the 
study by Faal et al. [4], they presented a new feature 
generation method using autoregressive integrated 
moving average and exponential generalized autore-
gressive conditional heteroscedasticity model in the 
time domain from ECG signals. ECG signals were 
analyzed in one-minute segments. The results were 
evaluated using five different classifiers (support 
vector machine, neural network, quadratic separation 
analysis, linear separation analysis and k-nearest 
neighbor). As a result of the classification, a success 
rate of 81.43% was achieved. Tyagi et al. [5] pro-
posed a new approach to cascade two different types 
of restricted boltzmann machines in the deep belief 
networks method for sleep apnea classification using 
electrocardiogram signals. They achieved a success 
rate of 89.11% from the ECG data examined in 
one-minute epochs. Yang et al. [6] proposed a one-di-
mensional compression and excitation residual group 
network for sleep apnea detection. With the proposed 
method, an accuracy rate of 90.3% was achieved. 
Thus, they argued that cheap and useful sleep apnea 
detectors can be integrated with wearable devices.

The aim of this study is to present an automatic 
machine-learning method that can detect OSA from 
ECG recordings. In the proposed method, a wavelet 
transform-based algorithm is proposed. Unlike the 
studies in the literature, it is the examination of the 

effect of different features on apnea data instead of 
the features frequently used in the literature.

2. Materials and methods

2.1 Data set

The ECG recordings used in the study were tak-
en from the PhysioNet Apnea-ECG dataset. There 
are 70 ECG recordings in total. Recordings can take 
up to 10 hours in length. All of the sleep recordings 
were taken from 32 subjects. The age range of the 
subjects was between 27 and 63 years. The standard 
V2 lead was used for the placement of the electrodes 
on the body surface during recording. ECGs were 
digitized by sampling at 16 bits per sample and 100 
Hz. ECG signals with 16-bit resolution. Evaluation 
of whether the ECG recordings belong to people 
with obstructive sleep apnea was made according to 
the sleep study technique [7]. In this study, 18 ECG 
recordings of 10 randomly selected patients (a01, 
a02, a03, a04, a05, a06, a07, a08, a09, a10) were 
used. The randomly selected apnea and normal ECG 
data signal form is given in Figure 1. In Figure 1(a), 
heart rate variability is visually striking after the 
4000th sample. In Figure 1(b), the normal one-min-
ute ECG signal form is given. 

2.2 Feature selection

Discrete wavelet transform
The discrete wavelet transform aims to solve the 

fixed width window source problem of the fourier 
transform by using a scalable wavelet function. Thus, 
optimum time-frequency resolution is provided in 
different frequency ranges for the biomedical signals 
to be analyzed. With the discrete wavelet transform, 
it is aimed to eliminate the excessive computational 
load. Since an efficient algorithm based on filters has 
been developed in the discrete wavelet transform, 
the calculation of the wavelet coefficients is made 
for discrete values at certain points. This algorithm, 
called multiple resolution, consists of sequential 
high-pass and low-pass filter pairs [8,9]. The lower fre-
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quency bands of the ECG data used in the study are 
given in Table 1. As shown in Table 1, a six-level 
wavelet transform is used.

Table 1. Ranges of frequency bands in wavelet transform de-
composition of ECG signal.

Sub-bands Frequency ranges (Hz)
D1 25-50
D2 12.5-50
D3 6.25-12.5
D4 3.125-6.25
D5 1.5625-3.125
D6 0.78125-1.5625
A6 0-0.78125

Dynamic time warping algorithm
Dynamic time warping algorithm is a classifica-

tion algorithm that uses similarity measurement of 
time series. Biomedical signals sampled over a peri-
od of time form a time series. The similarity between 
the series can be calculated by finding the sum of the 
Euclidean distances between the elements of each 
element of two discrete time series. The closer the 
Euclidean distance sum is to zero, the more similar 
the time series are. Today, the dynamic time-warping 
algorithm is used in many areas from image process-
ing to audio processing [10,11].
Q = q1, q2, …., qn-1, qn (1)

C = c1, c2, …., cm-1, cm (2)
Q and C in Equation (1) and Equation (2) repre-

sent two different signals or data; n and m indicate 
the lengths of these signals. The similarity ratio 
between the Q and C signals is calculated using the 
Euclidean length as in Equation (3).

d(qi, cj) = (qi, cj)
2 (3)

After obtaining the (i, j) matrix for Q and C, the 
accumulated distance matrix is calculated using this 
matrix. d represents the accumulated cost matrix and 
is calculated recursively [12].

Median frequency
Power spectral density is the frequency domain 

equivalent of the power content of the signal. It is 
used to characterize broadband random signals. The 
median frequency represents the midpoint of the 
power spectral density distribution and is the name 
given to the frequencies above and below that make-
up 50% of the total power in the ECG [13,14].

2.3 Classification

Random forest
Random Forest (RF) is a very popular learning 

algorithm for classification and regression problems. 

Figure 1. (a) ECG sign with apnea, (b) Normal ECG sign.
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The RF algorithm is to generate a large number of 
unbiased decision trees where each tree votes for a 
class. The Gini index is used to construct the deci-
sion trees and determine the last class in each tree. 
Therefore, the Gini index Gini (v) at node v meas-
ures the purity of v. It is expressed by the formula in 
Equation (4) [15,16].

Gini (v) = =1
 (1 − )  (4)

Here fi is the fraction of class i recorded at node v.

Long short-term memory
Introduced by Hochreiter and Schmidhuber, Long 

Short-Term Memory (LSTM) is an advanced variant 
of the Recurrent Neural Network (RNN) architec-
ture. The basic structure of LSTM is that it uses a 
memory cell to remember and explicitly span unit 
outputs at different time steps. The memory cell of 
LSTM uses cell states to remember the information 
of temporal contexts. It has a forget gate, an entry 
gate and an exit gate to control the flow of informa-
tion between different time steps. The three gates of 
LSTM make it easy to organize long-term memory. 
LSTM models can learn the temporal dependence 
between data. Due to its ability to learn long-term 
correlations in a sequence, LSTM networks are ca-
pable of accurately modeling complex multivariate 
sequences such as the ECG signal [17,18].

2.4 Evaluation of classification models

One of the performance metrics for the machine 
learning classification problem is the confusion ma-
trix. Table 2 contains four different combinations of 
the value to be estimated and the actual values are 
called the confusion matrix [19].

Table 2. Confusion matrix.

Predicted: No Predicted: Yes
Actual: No True Negative False Positive
Actual: Yes False Negative True Positive

Here, TP: True positive, TN: True negative, FP: 
False positive, FN: False negative. Some of the met-
rics we can calculate with the terms in Table 2 are 
accuracy, precision and recall. Their mathematical 
equations are given in Equations (5), (6) and (7).

Accuracy = TP + TN/TP + FP + TN + FN (5)

Precision = TP/TP + FP (6)

Recall = TP/TP + FN (7)
In addition, the test performance of each classifier 

was evaluated by calculating statistical parameters.

3. Results
In this study, the machine learning method that 

can predict the automatic detection of OSA disease, 
which is time-consuming and costly to diagnose, 
from single-channel ECG recordings is presented. 
The flow chart of the proposed method is shown in 
Figure 2.

Figure 2. Flow chart of the proposed model.

In the presented method, ECG data were analyzed 
in one-minute windows. The coefficients of the low-
er frequency bands were obtained from each window 
data by using the wavelet transform (6-level Symlet2 
wavelet). After applying the dynamic time-warping 
algorithm to the wavelet coefficients in different 
frequency bands, the results obtained are recorded 
in the feature matrix. The relationship of the A6 co-
efficients with the other coefficients was evaluated 
with the dynamic time-warping algorithm. Another 
parameter calculated as a feature is the median fre-
quency. The median frequency values of the wavelet 
coefficients obtained from all lower frequency bands 
were calculated. As shown in Table 3, a total of 13 
features were extracted and given as input to the 
classifier algorithms.

In this study, two different classifier algorithms 
were evaluated. One is the deep learning architecture 
LSTM and the other is the traditional learning algo-
rithm RF. The architecture of the model created in 
the LSTM classifier is shown in Figure 3. LSTM ar-
chitecture layers are composed of input layer, LSTM 
layer, dropout layer, LSTM layer, dropout layer and 
output layer, respectively. The LSTM layer contains 
50 units per layer. These units use the Corrected 
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Linear Unit (ReLU) activation function and give a 
different output for each time step. The reason for 
using ReLU is that it is generally less costly to train 
the model in terms of computational load and can 
achieve better performance than other models. In ad-
dition, ReLU can avoid the vanishing gradient prob-
lem, which is an advantage over the tanh function.

After the first LSTM layer, the dropout layer 
(with a value of 0.2) is applied to reduce overfitting. 
The next layer is a new LSTM layer containing 50 
units and ReLU activation functions, followed by 
the dropout layer. Finally, the value containing the 
classification result is estimated after a sigmoid acti-
vation function is used to estimate the result with the 
output layer.
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Figure 3. Diagram of the LSTM architecture.

The classification accuracy of the RF method de-
pends on user-defined parameters such as the number 
of trees and the number of parameters. Therefore, 
the selection of the most appropriate parameter for 
the data increases the classification accuracy. In the 

study, multiple combinations were tested to find the 
optimum parameters of tree and parameter num-
bers. The success rates obtained for combinations 
of different tree and parameter numbers are shown 
in Table 4. As can be seen in Table 4, the number 
of trees with the highest success rate was selected 
as 250 and the number of parameters as two for the 
classification of apnea data. Since increasing the 
number of trees does not increase the performance of 
the model, the model with the highest performance 
with the least number of trees was selected.

Table 4. RF algorithm success results by parameters.

Number of trees Number of 
parameters Accuracy rate (%)

10 2 78.15

20 2 80.13

30 2 80.46

40 2 80.57

50 2 80.79

70 2 81.22

100 2 81.66

150 2 81.99

200 2 81.88

250 2 82.43

500 2 82.43

The success rates obtained as a result of LSTM 
architecture and RF architecture are given in Table 
5. As can be seen from Table 5, the optimized RF 
algorithm performed better than the LSTM architec-
ture. Therefore, the LSTM architecture has the best 
performance.

Table 3. Feature list.

No Feature name
Difference 
between wavelet 
coefficients

No Feature name Wavelet 
coefficient

1 Dynamic Time Warping A6, D1 7 Median frequency D1
2 Dynamic Time Warping A6, D5 8 Median frequency D2
3 Dynamic Time Warping A6, D4 9 Median frequency D3
4 Dynamic Time Warping A6, D3 10 Median frequency D4
5 Dynamic Time Warping A6, D2 11 Median frequency D5

6 Dynamic Time Warping A6, D1
12 Median frequency D6
13 Median frequency A6



20

Journal of Computer Science Research | Volume 05 | Issue 03 | July 2023

Table 5. Classifier performances.

Dataset
Accuracy (%) Precision (%) Recall (%)
RF LSTM RF LSTM RF LSTM

ECG 
Apnea 82.43 77.60 82.10 76.70 82.40 77.50

4. Discussion
The analyzed results show that it gives the highest 

accuracy with 82.43% accuracy with the RF algorithm. 
High classification performance was achieved with thir-
teen features obtained by using two features from ECG 
data. When the studies in the literature were examined, 
the norm entropy values of each wavelet level were 
calculated by using the twelve-level wavelet trans-
form of the obstructive sleep apnea data from the ECG 
recordings in the study conducted by Yildiz [3]. The 
obtained features were applied to the support vector 
machine/artificial neural network classifier algorithms 
and the highest success rate of 98.3% was obtained. In 
the study by Faal et al. [4], they presented a new feature 
generation method. As a result of five different classifi-
er algorithms, a success rate of 81.43% was achieved. 
Tyagi et al. [5] proposed a new approach and achieved 
a success rate of 89.11%. Yang et al. [6] proposed a 
one-dimensional compression and excitation residual 
group network and 90.3% accuracy was achieved with 
the proposed method. In the study by Razi et al. [20], 
ten-time domain features were extracted and reduced 
to five features. Principal component analysis and dis-
criminant linear analysis were used for size reduction. 
RF algorithm is proposed for classification and the re-
sults are compared with other classifier algorithms. The 
highest success rate detected is 95.01%.

When the studies in the literature are examined, it 
is observed that the success rates are generally high-
er than the study of this article. Most of the studies 
aimed to reach a higher success rate by using similar 
methods and techniques. However, in the field of 
machine learning, the goal is not only to increase 
classification success but also to develop different 
features and method techniques. From this point of 
view, our article differs from the studies in the liter-
ature. A previously unused feature set is suggested 

on ECG apnea data. At the same time, the change in 
success rates with the optimization of the classifier 
algorithms was examined. It is possible to reach 
higher success rates by diversifying and optimizing 
the parameters of the machine learning model.

5. Conclusions
This article discusses the estimation of apnea diag-

nosis from ECG data. We propose a binary classifica-
tion machine learning method to support physicians’ 
decisions in clinical practice. For decision support 
applications, modeling using the RF algorithm as a 
classifier and classification of patients’ apnea data are 
recommended. It has been seen that the feature meth-
od selected with the RF algorithm is successful. In 
the classification made with the used feature set and 
RF algorithm optimization, a successful prediction 
was made with 13 features with an accuracy rate of 
82.43%. The feature set and method we used in our 
study give hope for higher future success rates. In 
further studies, it is aimed to evaluate the efficiency of 
the feature set by expanding the dataset.
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