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1. Introduction

Users subjective response doesn’t allow for authentic 
response when asked about their user experience. They 
prefer to give a straight forward answer simply because 
they don’t want to reveal inappropriate views such as 
expressing their low opinion of an interface. Users’ 
emotional response is the best form of conveying positive 
or negative authentic response to a computer interface. 
Computer interface is mostly used as a form of user 
friendly computer interaction between the user and the 
system. They are mostly designed to suit the purpose of 
an underlying assignment. Its design should be configured 

to suit 10 the ergonomically characterised requirements 
of the user. To obtain an astute user response and opinion, 
physiological response are normally used as a metric 
for users’ authentic response. Authentic responses are 
required for an enhanced design decision, such as to build 
an enhanced user interface that is free of stress and a lot 
more of adaptive physiological ambience of the user. 
Also for the 15 designers, an astute opinion of the user 
might not be obtained from direct user communication 
[1,11,13] but from the interface itself by easily transmitting 
user emotion on the AOI. One of the most important user 
attributes is the user behaviour which is communicated 
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User experience is understood in so many ways, like a one on one 
interaction (subjective views), online surveys and questionnaires. This 
is simply so get the user’s implicit response, this paper demonstrates the 
underlying user emotion on a particular interface such as the webpage 
visual content based on the context of familiarisation to convey users’ 
emotion on the interface using emoji, we integrated physiological readings 
and eye movement behaviour to convey user emotion on the visual centre 
field of a web interface. The physiological reading is synchronised with 
the eye tracker to obtain correlating user interaction, and emoticons are 
used as a form of emotion conveyance on the interface. The eye movement 
prediction is obtained through a control system’s loop and is represented by 
different color display of gaze points (GT) that detects a particular user’s 
emotion on the webpage interface. These are interpreted by the emoticons. 
Result shows synchronised readings which correlates to area of interests 
(AOI) of the webpage and user emotion. These are prototypical instances 
of authentic user response execution for a computer interface and to easily 
identify user response without user subjective response for better and easy 
design decisions.
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from the eyes or eye movement behaviour on the 
interface. The eye tracker is used to measure eye 
movement behaviour 20 and pupil dilation on an interface. 
The eyes not only convey a particular information but also 
an underlying user emotion which is expressed through 
pupil dilation. Integrating user physiological response 
(UPR) and user eye movement behaviour (EMB) can give 
an underlying user response that interprets user opinion of 
an interface in a high-level instance. Using emoticons is 
one of the means of expressing user emotion and response 
in so many ways. It can represent when a person is sad, 
happy or extremely excited. In this paper, emoticons are 
used to express user emotion through EMB and UPR. 
These emoticons are the most voiced language digitally. 
It is used here to represent users’ emotional response to 
webpage interface based on EMB and UPR integration 
and prediction 30 through a control system. The user 
emotional response is represented here as stress, neutral 
and relaxed mood. 

Objectives 

Based on the discussion above, the objectives of this 
paper are to: 

● conduct a thorough literature review. 
● design a method for predicting users’ EMB on visual 

centre field of a webpage interface. 
● illustrate methods of conveying emoticons on visual 

interface. 
● identify correlates of EMB and UPR on webpage 

interface. 
One of the most basic user interface is the web 

interface used to control basic information that interprets 
an organisation’s hierarchy, activity and research 40 
database. Its design must suit the users’ profile and user 
friendly authentication. Conveying user emotion on 
interface is a novel area which is presently a static state of 
the art investigation on user interface designed expressed 
using emoticons. The proceeding section discusses recent 
work on user behaviour, computer user interface through 
UPR and EMB and expression of emotion through 
emoticons on AOI.

2. Literature Review

In user experience, the user behaviour towards a 
particular interface can be interpreted through the use 
of eye tracker which stores the users’ information for 
analysis. The EMB is recorded with the pupil dilation. 
EMB contains fixations points (FP) and saccades 
connected through scan-path, this represents the 
trajectories (paths) of the eyes when scanning the visual 

field and viewing for analysing visual information. Its 
predictions interprets emotional response through the 
pupil dilation [3,5,7,9]. With the increasing number of human 
computer interaction technology, the natural interactive 
products are now more 55 valued by more people. The 
visual sense is the most important method of channelling 
information and most research are more focussed on the 
measurement of the eye movement [4,3]. The interaction 
of eyes with machines have a very wide prospect such 
as including the pluses and minuses of available control 
systems written by [4,8,10], that puts forth design principle, 
system concept and 60 state of change model of eyes 
interaction from consideration of user-centred design 
principle. The system simplifies measurement process by 
focussing on fast tracking and accurate eye movement 
and calibration using context information to reduce 
interaction. Physiological measures when used with eye 
tracking interprets authentic user emotion and despite 
many challenges. Numerous HCI researches have utilised 
the use of physiological data to observe user interactions 
in ways that would have seemed impossible [20-22]. It 
demonstrates the common theme of using the technique 
to collect real-time observations of a particularly task 
in progress, as opposed to some subjective and post-
test response. A study by [2] used three different traffic 
control interfaces with three different task complexity 
levels to investigate the possibility of using a skin 
conductance response as a metric for cognitive load. The 
participants used gestured-based and multimodal speech 
and gesture interfaces to complete tasks. The analysis 
show that from five participants indications where shown 
that average response levels were the lowest of the 
multimodal interface, which is followed by speech and 
gesture interface whose overall response increased with 
task complexity. This provides evidence for the utility 
of using SCR to indicate cognitive loads [12,14,17]. These 
SCR peaks were found to be correlated with stressful or 
frustrating events, with response decreasing overtime. 
These peaks were also correlated with other major events 
that were otherwise thought to be cognitively challenging 
such as reading instructions and completing tasks. While 
this method proved significant this paper tends to tackle this 
process by correlating the task performance, eye movement 
and SCR correlates to convey the user emotion on the 
task allocated AOI using emoticons. There is not much 
research conducted in this area of HCI field so far [15,16,18]. 
Emoticons express the user expression or language in 
hidden ways understood by user and examiner. Current 
studies [23] examines the influence of social context on the 
use of emoticons in internet communication. Students 
responded to short internet chats such as a task-oriented 

DOI: https://doi.org/10.30564/jcsr.v3i4.3577
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vs socio-emotional and valence of the context task which 
either conveys positive 90 or negative emotion which 
were manipulated in the charts. The results showed that 
the participants used more of the emoticons in socio-
emotional than in the task-oriented social contexts. 
And also participants are more positive emoticons in 
positive contexts and negative emoticons in the negative 
emoticons in the negative contexts. This is also similar 
to correlated user interactions with 95 physiological 
response to interpret user behaviour and emotions. The 
basic contribution here is conveying user emotions on the 
interface with these emoticons by conducting a study on 
user interaction with a webpage interface and predicting 
user eye movement behaviour synchronised with 
physiological responses. This is one of the novel method 
we intend to base our analysis on in this paper as 100 
discussed in the proceeding section.

3. Materials and Methods

An experimental study was conducted with six 
participants, all adults (three females and three males) 
aged between 32-45 from different work background 
such as computer and internet oriented environment and a 
manual and less-internet oriented environment, each asked 
to interact with a webpage. 

An eye movement data generated for a single 
participant in a given time interval can generated 
thousands of eye movement behaviour patterns that 
includes gaze points, saccades, fixation duration, pupil 
dilation and also hand movement such as the number of 
clicks per second and the object or area of interest. 

Six participants were chosen because this would 
generate data that would amount to a 100,000 within 
10 minutes interval for the purpose of a pilot study. The 
participants were approached during their free time with 
the request to fill a participant’s agreement form that 
confirms their consent to the study.

The participants were given 1 to 2 minutes to interact 
with a Yahoo webpage with four (AOI) containing 
picture, video and text content dated back to 2014 saved 
in an eye tracker archive. They sat in-front of the eye 
tracker and were asked to browse through the webpage 
interface to locate any content that caught their interest at 
first glance. Their eye movement and pupil dilation were 
recorded after calibration. This set the eye positions to the 
middle and four corners of the webpage cartesian plane. 
A SCR measure was attached to their wrist to get their 
physiological readings. The setting was from the start time 
of interaction with the webpage interface to end of the 
session. The recorded data from the eye tracker and SCR 
were collected for analysis. 

Emotion Emblem 
Three different types of emoticons were used to 

represent the emotional response of the user, which were 
classified as “stress”, “relaxed” and “neutral” mood. The 
overall emotion is set to appear at the centre visual field 
of the webpage. Other emoticons can appear at the upper 
and lower part of the visual field. The emoticons were 
novel design constructed from spherical coordinates that 
uses compact logic in Java to differentiate when the body 
(face) smiles, slightly stressed, or in a neutral mood. The 
numbers 1-3 are used as the default value during running 
time. The 3D emoticon is mapped to the cartesian plane 
of the webpage using the eye movement predictions of the 
fixation points generated from the eye tracker.

4. Analysis

The eye movement predictions were generated by a 
control system loop, using discrete time-variation instance 
to predict the gaze point with different color shades 
matching mood fluctuations that indicates user responses 
corresponding to spikes in the SCR. The correlates of 
the EMB and UPR to webpage contents is determined 
by time synchronisation of the measuring sensors (Eye 
tracker and SCR sensor) used in the study. Error in time 
synchronisation will be dealt with in length in future 
prospects. 

The stress emotions were correlated with the optimal 
local maxima of SCR response signal while neutral and 
relaxed mood were correlated to the average and low local 
minima of the response. Each emoticon was used to map 
out these points on the webpage vertical plane with co-
ordinates of a web browser on a desktop view. Using the 
eye tracker settings, fixations points were set as the co-
ordinates of gaze point on a vertical plane. This process is 
stretch mapped to each participant’s response emotion and 
the corresponding emojis. The emoticons were set to false 
for unhappy face when the local maxima is detected and 
mapped to the fixation points on the webpage. 

5. Results 

The emotional expression of a user as it happens at 
a certain point in time in an interaction, is a function 
of underlying emotions and display rules specifying 
what kind of expressions are appropriate in a given 
situation. Here the eye movement and pupil dilation 
is one of the basic features of interpreting underlying 
emotions, because there are a lot of cognitive workload 
and expression during brain activity as the user tries to 
comprehend the visual field placed in-front of them. The 
overall emotional expression is summarised to a single 

DOI: https://doi.org/10.30564/jcsr.v3i4.3577



4

Journal of Computer Science Research | Volume 03 | Issue 04 | October 2021

Distributed under creative commons license 4.0

emoticon and conveyed on the visual interface. Lots of 
fixations are sighted on the AOI for the first visual contact 
between the eyes and the middle of the main screen. 
The first participant’s gaze point is first located on the 
picture content in AOI 1 (Figure 1a), the eye movement 
predictions were displayed around AOI 1 of the webpage. 
This participant’s overall expression was classified as 
“relaxed” and “Neutral” at the centre of the visual field 
(Figure 1b) and he also happens to be unfamiliar with the 
webpage’s content. Bother emoticons came out as neutral. 
The time interval of interest between the SCR and pupil 
dilation is between 10 to 20 seconds corresponding to the 
160 maximum local minima.

Figure 1a. User 1 original Eye movement behaviour

Figure 1b. User 1 Predicted gaze points and overall 
response.

In most cases, the visual acuity decreases rapidly 
when the eye movements sway away from the center of 
the visual field to other locations of the field. The eye 
movement generates less fixation points if a particular 
participant is relaxed and comfortable (familiar) with the 
visual web interface (Figure 2a). The second participant’s 

overall emotion is summarised as “relaxed”, “not happy” 
and “stressed” at the upper corner and the middle of the 
visual field during her session with first eye contact on the 
picture content that contains human features on “AOI-1”.

Figure 2a. User 2 original eye movement behaviour.

Figure 2b. User 2 Predicted gaze points and overall 
emotion expression.

Participant 4 and 6 generated fixations which were 
summarised as “relaxed”, “stressed” and a “neutral” 
mood, with the centre visual field having stress faced 
emoticon for participant 4. Few of the predicted fixations 
also slightly correlates to its original co-ordinate on the 
webpage cartesian plain. The effects of color on user 
visual interaction and general arousal indicate that visual 
attention correlates to physiological effects on human 
body and influences emotions, feelings and mode. These 
colors are used to display different eye fixations on the 
visual webpage (Figure 4). 

Figure 3a shows that between 9 to 30 seconds and 
30 to 40 seconds into the session, there were changes in 
emotional response which correlates to eye movement 

DOI: https://doi.org/10.30564/jcsr.v3i4.3577
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behaviour running between picture contents and text 
contents. The predicted fixation points lie below the lower 
section of the webpage which is represented by AOI 3 and 
4. The participant general response is termed as “relaxed” 
and “stressed” and also familiar with the webpage’s 
contents. In the real sense, changes or consecutive spikes 
in pupil dilation don’t necessarily mean the participant is 
stressed but could also mean excitement or happy mood. 
Visual attention is also known to correlate with divided 
attention in a complex visual field.

The fifth participant’s original eye movement behaviour 
(Figure 5a) reveals that attention can be subjected to the 
middle of a visual field at first gaze, as demonstration by 

the amount of eye fixation between AOI-3 and AOI-4 of 
the webpage interface, just like that of participant 4, the 
fixation points were mostly in AOI-4 (left lower corner 
of the webpage). The predicted eye movement conveyed 
a neutral mood at the centre of the visual field between 
these AOIs and a relaxed face with not happy expression 
(Figure 5b). The number of interval of interest was two 
(0-20 and 40-50) seconds into the interaction section. 
Though the participant could not tell between which web 
content to start with but settled for the middle of the page.

The size of the emojis depends on the extent of the 
emotional expression e.g. if a particular user expressed 
intense unfamiliarity to the webpage layout and content 
the size of the emoji is increased (Figure 6b), just like 
when a user gazed for a long moment on a particular 
point in the visual field, the gaze point becomes enlarged, 

Figure 3a. User 3 original eye movement behaviour.

Figure 3b. User 3 Predicted gaze point and overall 
emotion expression.

Figure 4a. User 4 original eye movement behaviour

Figure 4b. User 4 Predicted gaze point and overall 
emotion expression.

DOI: https://doi.org/10.30564/jcsr.v3i4.3577
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the larger the gaze point the intense the look. EMB are 
mostly seem to correlate with predicted gaze points 
(Figure 6a). In this session the fixations are mostly 
located at the AOI-1 section (picture content) of the page, 
this AOI also contained the predicted eye movement 
response. The interval of interest in the pupil dilation 
lies between 10, 30 to 50 seconds into the session. 
This matches the eye movement. As noted, emotions 
are often instantaneous and may be unconscious, so 
investigations should not be limited to self-report gaze 
points [17] and single physiological measurement but must 
measure affective responses with a variety of tools. The 
combination of generated and self-report provides richer 
insight into emotions. The result of the analysis above 
is just a conceptualize framework demonstrated for the 
purpose of developing a high-level prototypical model of 

a window oriented human computer interface design and 
development that would ease a complex rule for design 
decision. Other works [17,22] in the field have been known 
to produce similar but very distinct outcome.

Figure 6a. User 6 original eye movement behaviour.

Figure 6b. User 6 Predicted gaze point and overall 
emotion expression.

6. Conclusions

This paper demonstrates emoticon essence that 
replaces user subjective response, by conveying user 
emotion expression to the centre visual field of a webpage 
interface, the conveying of emoticons that represents user 
expression on a webpage interface is a relatively new 
topic in the field of user interaction. This particular study 
contributes to a new line of analysis on the expression 
of emotions and the use of emoticons to convey user 
emotion. The effects of color on user visual interaction 
and general arousal indicates that visual attention 

Figure 5a. User 5 original eye movement behaviour.

Figure 5b. User 5 Predicted gaze point and overall 
emotion expression.

DOI: https://doi.org/10.30564/jcsr.v3i4.3577
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correlates to physiological effects on human body and 
influences emotions, feelings and mode. These colors 
are used to display different eye fixations on the visual 
webpage. The paper also puts forward the eye movement 
interaction design with an eye control system that predicts 
the gaze points used to summarise the overall user 
emotion during interaction. These possibilities influences 
other novel approaches such as using emoticons to locate 
a particular coordinate on an interface that triggered the 
elicited emotion and also the use of emoticons to unveil 
underlying visual expression. This could also be embed 
in an eye tracker by using emoticons to represent user 
response during interaction.
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1. Introduction

The beginning quantum computing student immediately 
confronts the steep hurdle of the mathematics of complex 
vector spaces needed to understand the basics. While 
there are new languages and extensive systems available 
to aid quantum computations, they add to the learning 
curve. Quantum algorithms are presented as circuits or 
gate sequences, and one wants to know several things that 
are not immediately available in quantum programming 
systems. First, a trace of the quantum state after each 
circuit gate is convenient. A display of the gate equivalent 
at any point in the circuit is also desirable. Measures 

of the quantum probabilities, without state collapse, 
are helpful. All this information is available in a circuit 
simulation. A circuit simulation is not a quantum computer 
simulation. It is a mathematical rendering of each step 
of a quantum algorithm described by a sequence of gate 
operations on an initial quantum state and rendered by the 
software system described in this paper, Quick Quantum 
Circuit Simulation (QQCS). The system allows a student 
to quickly construct a circuit using a linear notation 
motivated by the circuits themselves and acquire the 
information to analyze an algorithm without the need for 
extensive computation.

As an example of the operation of QQCS, consider 
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the circuit in Figure 1 [1,2] which is a sequence of basic 
one- and two-qubits gates that together implement a more 
complicated gate known as a controlled Hadamard gate.

Figure 1. A Controlled Hadamard Gate Sequence

In an interactive QQCS session, the user enters the 
circuit in a single QQCS statement on one line, shown in 
Listing 1, and the result is immediately displayed after the 
Enter key.

(1)1 :_H :_Sa :Cx :_H :_T :Cx :_T :_H :_S :_X :S_ 
[0.7+0.7i   0                     0                    0 
0                0.7+0.7i         0                     0 
0                0                     0.5+0.5i         0.5+0.5i 
0                0                     0.5+0.5i        -0.5-0.5i] 
Listing 1. QQCS Linear Notation, Input and Output for 

the Controlled-H Gate Sequence of Figure 1

Listing 1 Explanation

(1) The user enters the full gate sequence. A gate is 
introduced by a colon (:) followed by a mnemonic for the 
common name of the gate, H for Hadamard, Sa for S-gate 
adjoint (  phase gate inverse), Cx for controlled-X, and 
so forth. The underscore character (_) is used to position 
the gate in the circuit, and to represent a qubit line with no 
gate (an implied identity gate). In Figure 1, all the gates 
one-qubit gates except for the two-qubit Cx gates at step 3 
and step 6 of the circuit.

The following output display is the final gate matrix 
result. Since , 
the result is equivalent to

a controlled-Hadamard gate with a global phase factor 
of .

In this QQCS statement, there is no initial quantum 
state, so the output display represents the gate equivalent, 
the complex matrix that is the controlled-Hadamard gate, 
the product of eleven 4×4 matrix multiplications. The 
quantum computing student who is using QQCS as a 

1 Program output has been edited to accommodate the needs of 
publication.

study tool, can quickly see and dissect the operation of 
any circuit encountered in a textbook. Supporting software 
for quantum programming education is important [3]. 
QQCS provides a simple tool that does not detract from 
the primary learning task.

2.	Related	Work

For an extensive review of quantum programming, see 
the article “Quantum Programming Languages” [4]. The 
following references are selected as systems in which 
results close to those of QQCS could be obtained. In a few 
cases, they are explicitly compared to QQCS.

One of the most well-known quantum computing 
resources is IBM’s Quantum Experience [2] public web 
site. IBM supports the open-source software QISKit [5], a 
set of Python libraries which allow one to write quantum 
programs (circuits) in a language called Open Quantum 
Assembly Language (QASM), the language used to 
program the real quantum computers available through 
the website. QISKit can submit to the website or simulate 
locally the operation of QASM. In QISKit, the circuit of 
Figure 1 would be written as shown in Listing 2.

def ctl_h():
    qs = QuantumRegister(2, ‘qs’)
    cr = ClassicalRegister(2, ‘cr’)
    ckt = QuantumCircuit(qs, cr)
    # initialization to |11>
    ckt.x(qs[0])
    ckt.x(qs[1])
    # end init
    ckt.h(qs[1])
    ckt.sdg(qs[1])
    ckt.cx(qs[0], qs[1])
    ckt.h(qs[1])
    ckt.t(qs[1])
    ckt.cx(qs[0], qs[1])
    ckt.t(qs[1])
    ckt.h(qs[1])
    ckt.s(qs[1])
    ckt.x(qs[1])
    ckt.s(qs[0])
    ckt.measure(qs, cr)
    return ckt

Listing 2. QISKit Controlled-Hadamard
This circuit would be run using the ‘qasm_backend’ 

executor for 100 shots and would output a result that 
would provide counts for each probabilistic result that 
would show approximately half the shots producing the 
value 10 and half the shots producing 11. These reflect 
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the actual mathematical result 
, so one could assume that the sequence of gates was 
equivalent to a controlled-Hadamard gate.

Listing 3 shows the controlled-Hadamard computation 
expressed in QuTIP-qip [6], the Quantum Toolbox in 
Python component for quantum information processing. 
The component has a circuit  simulator,  and the 
computation looks very much like QISKit. It has facilities 
to display the equivalent matrix, shown at the end of the 
listing. Compare this to Listing 1. QuTIP is an extensive 
package going far beyond circuit simulation and is an 
excellent tool for the advanced quantum computing 
student, worthy of study on its own.

def sdg_gate2():
    # S adjoint gate
    mat = np.array([[1., 0],
                    [0, -1.j]])
    return Qobj(mat, dims=[[2], [2]])
def ctl_h():
    q = QubitCircuit(2, reverse_states=False)
    q.user_gates = {‘SDG’: sdg_gate2}
    q.add_gate(‘SNOT’, targets=[1])
    q.add_gate(‘SDG’, targets=[1])
    q.add_gate(“CNOT”, controls=[0], targets=[1])
    q.add_gate(‘SNOT’, targets=[1])
    q.add_gate(‘T’, targets=[1])
    q.add_gate(“CNOT”, controls=[0], targets=[1])
    q.add_gate(‘T’, targets=[1])
    q.add_gate(‘SNOT’, targets=[1])
    q.add_gate(‘S’, targets=[1])
    q.add_gate(‘X’, targets=[1])
    q.add_gate(‘S’, targets=[0])
    return q
Quantum object: dims = [[2, 2], [2, 2]],
shape = (4, 4), type = oper, isherm = False
Qobj data =
[[ 0.7+0.7j  0. +0.j   0.  +0.j   0.  +0.j  ]
 [ 0. +0.j   0.7+0.7j  0.  +0.j   0.  +0.j  ]
 [ 0. +0.j   0. +0.j   0.5 +0.5j  0.5 +0.5j ]
 [ 0. +0.j   0. +0.j   0.5 +0.5j -0.5 -0.5j ]]

Listing 3. QuTIP-qip Controlled-Hadamard
The language Q# [7] was used as a teaching tool, described 

in “Teaching Quantum Computing through a Practical 
Software-driven Approach: Experience Report” [3]. A Q# 
implementation of the controlled-Hadamard computation 
would look very much like Listing 2 and Listing 3. It provides 
another approach but is an additional learning burden.

Although quantum computing is a relatively new 
computer science subfield, there are many software 

systems to aid in quantum computation, most of which are 
open source. ProjectQ [8] is a compiler framework capable 
of targeting various types of hardware, containing a high-
performance simulator with emulation capabilities, based 
on a Python-embedded domain-specific language. Toqito 

[9] is a Python library for studying various objects in quantum 
information, states, channels, and measurements. QuNetSim 

[10] is a quantum network simulation framework. Interlin-q [11] 

is a simulation platform for simulating distributed quantum 
algorithms. Cirq [12] is a Python library for writing, 
manipulating, and optimizing quantum circuits and 
running them against quantum computers and simulators. 
QRAND [13] is a smart quantum random number generator 
for arbitrary probability distributions, which operates 
by providing a multiplatform NumPy adapter interface. 
Qrack [14] is a GPU-accelerated HPC quantum computer 
simulator framework. Pulser [15] is a Python library for 
programming neutral-atom quantum devices at the pulse 
level. QCOR [16] is a quantum-retargetable compiler 
platform providing language extensions for both C++ and 
Python that allows programmers to express quantum code 
as stand-alone kernel functions. XACC [17] is a service-
oriented, system-level software infrastructure in C++ 
promoting an extensible API for the typical quantum-
classical programming, compilation, and execution 
workflow. Yao [18] is a framework that aims to empower 
quantum information research with software tools in the 
Julia programming language. Quantify [19] is a Python-
based data acquisition platform focused on quantum 
computing and solid-state physics experiments.

3. QQCS

3.1	Quantum	Circuits,	Briefly

Quantum programs are often constructed and displayed 
as quantum circuit diagrams. As shown in Figure 1, 
circuit diagrams are stacked horizontal lines with various 
connections between them. Each horizontal line represents 
a qubit. A line is also called a wire, but it is only a wire 
conceptually. The qubit it represents may be physically 
realized in several different ways by a quantum computer. 
The lines are read from left to right corresponding to the 
sequential execution of the circuit and are best thought 
of as representing movement in time. Elements that are 
vertically aligned in the circuit are considered to happen 
simultaneously. Gates are labeled rectangles, named for 
the type of gate. Measurement sets a classical bit from 
a qubit. Measurement is indicated in a quantum circuit 
by a meter symbol, and usually appears at the end of the 
circuit. The double wire exiting a meter indicates that 
the line now carries a classical bit, not a qubit. There are 
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a small number of additional conventions. A controlled 
gate, such as a controlled NOT, has a control qubit and 
a target qubit, and is represented not by a rectangle but 
by a vertical line from the control qubit, indicated by 
the black dot at the line intersection, to the target qubit, 
indicated by the  at the intersection. The third and sixth 
gates in Figure 1 are controlled NOT gates, with controls 
on line 0 and targets on line 1. A Toffoli gate, a three-
qubit controlled gate with two controls and one target, is 
represented the same way; the control intersections have 
black dots, and the target intersection has a . A Toffoli 
gate is shown in Figure 4c.

3.2 Gate Linear Notation

A quantum circuit is a sequence of gates, and as the number 
of qubits increases, the options for placing and connecting the 
gates increases, too. Most gate placements, however, are of 
only a few varieties. The simulation’s available gates are one-
qubit gates named with one and two letter abbreviations, which 
are then augmented with prefixes and suffixes describing their 
positions within the circuit. Additional conventions provide for 
multiple gates in a single time slice, and for arbitrary control 
and target lines anywhere within a ten-qubit circuit. The full 
syntax is shown in Appendix A.

The basic gate names are shown in Table 1 [20,21].
In the linear notation, a gate name is preceded by a 

colon (:) character. 

3.3 Rotational Gates

All the rotational gates specify the angle parameters 
as factors of  radians, with  implicit. Thus, Rx(.5) is 
an X-axis rotation of  radians, or 90 degrees. The 
parameter range for all angles is (0,4).

The U gate may have one, two, or three parameters: 
i )  ,  i i )  ,  o r  i i i ) 

. The three-parameter version implements the 
general unitary matrix:

 

The Rx( ) gate is equivalent to .
The Ry( ) gate is equivalent to .
The Rz( ) gate is equivalent to .
An alternate general unitary definition is available, 

invoked by the -u command line flag, or the $ualt comment 
flag. The alternate definition differs only by a phase factor 
from the default definition above, but it can simplify the 
elements of some rotational gates. The definition is:

 

3.4 Oracles

Table 2. Oracles

Oracles specified with 1-digit size suffix, and optional parameters

Ob Bernstein-Vazirani

Od Deutsch-Jozsa

Os Simon

Og Grover

Oracles are available for the well-known algorithms 
of Deutsch, Deutsch and Josza, Bernstein and Vazirani, 
Simon, and Grover.

The oracles are specified with the syntax :Ox(p)n. 

Table 1. The Basic 1-, 2-, and 3-qubit Gate Names

Names Gate Description

1-Qubit

H Hadamard gate

I Identity gate

_ ungated lines (implied Identity)

Kp( ) Phase gate (universal set) [21]

Rp( ) Rotation gate (universal set) [21]

Rx( ) Pauli X rotation gate

Ry( ) Pauli Y rotation gate

Rz( ) Pauli Z rotation gate

S S gate (  phase gate)

Sa S adjoint

T  gate (  phase gate)

Ta T adjoint

Tp( ) Phase rotation gate (universal set) [21]

U(  Universal one-, two-, or three-parameter rotation gate

X Pauli X gate

Y Pauli Y gate

Z Pauli Z gate (  phase gate)

2-Qubit

C general CNOT (used with a 2-digit control suffix)

Cx CNOT with control qubit q and target qubit q+1

Cr reverse CNOT with control qubit q+1 and target qubit q

Sw General swap (used with a 2-digit control suffix)

3-Qubit  

Tf general Toffoli gate (used with a numerical suffix)

Fr general Fredkin gate (used with a numerical suffix)

n-Qubit  

Im Mean Inversion (used with 1-digit size suffix)

Qf 
Quantum Fourier Transform (used with 1-digit size 
suffix)

Qa QFT adjoint (used with 1-digit size suffix)
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x is set to d for Deutsch and Deutsch-Josza, which are 
distinguished by their qubit size, b for Bernstein-Vazirani, 
s for Simon, and g for Grover. The optional parameter 
p is specific to the oracle and determines whether the 
oracle will implement a random function or a function 
determined by the parameter. The n suffix is the qubit size 
and must be specified. The qubit size includes any ancilla 
qubits.

:Od2 is considered the Deutsch oracle, and any larger 
qubit size is the Deutsch-Josza oracle. Both algorithms 
use a single ancilla qubit, and the random function is 
either a constant or balanced binary function of domain 
size n-1. If the optional parameter is specified, a value of 
0 generates a constant function whose values are all 0. A 
value of 1 generates a constant function whose values are 
all 1. Any other value generates a balanced function.

:Obn is the Bernstein-Vazirani oracle. The algorithm 
uses a single ancilla qubit, and the function implements a 
hidden binary string of size n-1. If the optional parameter 
is specified, it determines the hidden string and should be 
a value between 0 and .

:Osn is the Simon oracle. The algorithm uses n/2 
ancilla qubits, and the function implements a binary string 
of size n/2 representing the “period” [22] of the function, 
which is discovered by the Simon algorithm. If the 
optional parameter is specified, it determines the “period” 
and should be a value between 0 and .

:Ogn is the Grover oracle. The oracle randomly selects 
one basis vector from its n-qubit input and changes its 
phase to the opposite sign. If the optional parameter is 
specified, it determines the basis vector to be changed and 
should be a value between 0 and .

3.5 Permutation Gates

Permutation gates are matrices with a single 1 in each 
row and column and 0’s in all other elements. The CNOT 
gate is a typical permutation gate. When applied to a 
quantum state, permutation gates shift the amplitudes from 
one basis vector to another. A permutation gate is specified 
with the syntax :P(pair, ...)n. Each pair is syntactically real 
number, but it is interpreted as a pair of integers separated 
by a period. The n suffix is the qubit size of the gate. 
The integers in a pair must be in the domain  
For example, the number 2.6 is taken as the pair 2 6, 
referencing the basis vectors  and . The gate 
:P(2.6,6.4,4.2)4 will cycle the amplitudes of three basis 
vectors in a four-qubit circuit. A two-qubit CNOT gate is 
equivalent to the permutation specification :P(2.3,3.2)2. 
The QQCS specification of a large permutation gate is 
tedious. The simplest way to use one is to specify it once 
and assign it to a custom gate, then reuse the custom gate 

as needed.

3.6 Positioning and Replicating Gates

When a gate is positioned in a circuit, it may have qubit 
lines above and/or below on which there are no gates. 
The Identity gate is implied when no gate is specified. 
To indicate this, QQCS uses an underscore (_), repeated 
once for each ungated qubit line. If the gate is replicated 
on several circuit lines, the gate name can be repeated, 
or the replication can be abbreviated with a digit. :H_ is 
a Hadamard gate on qubit 0, with no gate on qubit 1. To 
place the Hadamard gate on qubit line 1, use :_H. See 
Figure 2. The _ can be repeated as many times as needed. 
:_____H is a one-qubit Hadamard gate on line 5 of a six-
qubit circuit. :____H_ moves the Hadamard gate up to 
line 4.

Figure 2. Gate Positioning

To place a gate across multiple qubit lines, follow 
its name with a digit replicator suffix. To transform a 

 initial value in a four-qubit circuit to a balanced 
superposition, use :HHHH or :H4 as a four-qubit 
Hadamard gate on lines 0 through 3, shown in Figure 3a. 
The replicator suffix is applicable only to one-qubit gates.

In instances where several gates appear on non-adjacent 
qubit lines, and are therefore executed simultaneously, 
the gates can be listed in sequence. If there are implied 
identity gates between some gates, use one or more 
underscores. To put an X-gate on lines 1 and 3 of a four-
qubit circuit, use :_X_X, as shown in Figure 3b.

Figure 3. Positioning in a 4-Qubit Circuit

3.7 Controlled Gate Names

Qubit line numbers on a controlled gate can be relative 
to the span of the gate, or absolute.

For relative line numbers, the span of a gate is the 
difference between the minimum and maximum control/
target lines plus one. Reading left to right, controls occur 
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first, then the target, each as a single digit. As an example, 
the control suffix 02 has a span of 3 (2-0+1=3) lines 
and indicates a control on relative line 0 and a target on 
relative line 2.

Ungated prefixes and suffixes are used, as in all other 
gates, to position the gate vertically in the circuit. Lines 
within the span that are not control or target lines are 
ungated by implication.

To place controlled gates in a circuit, start as if the gate 
were placed at line 0, then identify the controls and the 
target, in that order. A controlled NOT gate with a three-
qubit span with the control on line 2 and the target on 
line 0 is :C20. To reverse the control and target, use :C02. 
See Figure 4. If the gate needs to be positioned within a 
larger qubit circuit, use leading underscores to shift it. The 
control and target numbers are with relative to the span of 
the gate, not the number of qubit lines in the circuit. This 
means that if the gate spans 4 qubits, the lines within the 
span are referenced from 0 to 3, regardless of the position. 
The controlled NOT gate :_C02 is shown in Figure 4b. 
The common names :Cx (equivalent to :C01) and :Cr 
(equivalent to :C10) are also available for CNOT and 
reverse CNOT gates with a span of 2.

Figure 4. Controlled Gate Linear Notation

Gates that involve two or more control lines and one 
target, or one control and two targets, will have three 
(or more) digits following the gate name, in the order 
(control1, control2, target), or (control, target1, target2), 
as shown in Figure 4c and 4d. Again, the control and 
target line numbers are relative to the span.

Any of the built-in one-qubit gates can be supplied 
with a 2-digit control suffix to add a control line to the 
gate. See Figure 5 showing a three-qubit quantum Fourier 
equivalent circuit [20,22], using several different controlled 
gate forms. The final gate is a swap between lines 0 and 2.

Figure 5. 3-qubit Quantum Fourier Transform

With an absolute suffix, the control and target digits 
indicate the actual lines of the circuit. No leading _’s are 
needed for positioning. Trailing _’s may still be needed to 
indicate the full qubit size of the gate. Either absolute or 
relative notation may be used.

A Toffoli gate may have more than two control qubits.

3.8 Display

A circuit simulation display starts with the initial 
value if it is a quantum state and ends with the resulting 
quantum state at the end of the circuit. By default, both 
displays are row vectors. Internally, quantum states are 
column vectors, but they are transposed for linear display. 
To see the balanced superposition result of a Hadamard 
gate across three qubits, enter the circuit sequence in 
Listing 4 and press Enter. The result is shown following 
the entry2.

(1)    |000>:H3 
[1  0   0  0  0  0  0  0]        H3 
[ 0.354   0.354  0.354  0.354 
0.354  0.354  0.354  0.354 ] 

Listing 4. Balanced Superposition

Listing 4 Explanation

(1) The user enters a three-qubit initial value, and 
the three-qubit Hadamard gate. The following output 
display is the initial value as a transposed vector, the gate 
sequence, and the final quantum state, which shows the 
balanced superposition.

If the gate sequence does not start with an initial value, 
the display is an empty initial value and the ending gate 
matrix. The ending matrix is the matrix product of all the 
gates in the circuit. In Listing 5, there is only a single two-
qubit Hadamard gate.

(1)  :H2 
[ ]  H2  [ 
0.5     0.5     0.5    0.5 
0.5    -0.5    0.5    -0.5 
0.5    0.5     -0.5    -0.5 
0.5       -0.5    -0.5    0.5] 

Listing 5. 2-Qubit Hadamard Gate

Listing 5 Explanation

(1) The user enters a two-qubit Hadamard gate. The 
following output display is the gate itself.

2 In Listings, line wraps and indentation are artificial for format purposes
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3.9 Comments

An input comment is anything following a ‘#’ character 
to the end of the line. A comment is also searched for 
switch specifications beginning with the character ‘$’. 
Keywords following the ‘$’ set or unset internal options, 
most of which correspond to command line flags.

3.10 Measurement

If simple quantum state display is not sufficient, the 
results can also be measured and displayed. Measuring 
produces a probability display for each non-zero basis 
vector component of the result. Measurement is specified 
by the M pseudo-gate. M is not an actual gate, but it 
can be placed anywhere in the circuit gate sequence just 
as if it were a gate. Unlike measurement in an actual 
quantum computer, measurement in the simulation does 
not collapse the quantum state. It is designed for trace 
purposes. It can occur in a circuit any number of times. 
If the measurement is only to be applied to some subset 
of the qubits, specify it exactly as if M were a gate, with 
underscore prefixes, suffixes, infixes. The controlled-H 
sequence of Figure 1 is shown with three additional 
measuring points in Listing 6.

(1)  |10>:_H:M_:_Sa:Cx:_H:M_:_T 
:Cx:_T:_H:_S:_X:S_:M2 
M1={1:1} 
M2={1:1} 
M3={10:0.5,  11:0.5} 
[0   0   1   0]  _H  _Sa  Cx  _H  _T  Cx  _T  _H 
_S  _X  S_ [0  0  0.5+0.5i  0.5+0.5i] 

Listing 6. Measurement

Listing 6 Explanation

(1) The gate sequence has internal two measurements 
for qubit line 0, and a full measurement of both lines as 
the final gate.

[M1] The output of the first measurement, measuring 
only the first qubit, shows a probability of 1 for the qubit 
value 1.

[M2] The output of the second measurement also 
shows a probability of 1 for the qubit value 1.

[M3] The final measurement shows a probability of .5 
for each of |10  and |11 .

[last] The output is the initial state, the gate sequence, 
and the final quantum state.

Note that the first two measurements only measure 
the qubit on line 0. The last measurement, at the 
end, is for both qubits. The measurement outputs are 

sequentially numbered so they can be distinguished, 
and the results are enclosed in braces indicating that 
it is not a quantum state. The measurement output is 
a list of measurement outcomes and the probability of 
each. Even when measuring fewer qubits than are in the 
circuit, the probabilities will always add to one. The final 
measurement in Listing 6 shows the probabilities, but the 
final quantum state shows that the probabilities arise from 
interesting basis coefficients. 

3.11 Initial Values

Quantum circuits are generally assumed to start with 
an initial value of  where n is the number of qubits. 
QQCS uses the presence or absence of an initial value to 
distinguish between displays. If an initial value is present 
at the beginning of a circuit, the ending display will be the 
ending quantum state. If there is no initial value, the ending 
display will be the equivalent gate matrix. An initial value 
syntactically is quantum state, a sum of basis kets with 
complex coefficients. Listing 7 shows four interactions with 
QQCS in which a Hadamard gate operates on initial values 
of , , , and . 
It is an illustration of measurement in the Hadamard basis.

(1)   |0>:H 
[1  0]   H   [0.707   0.707] 
(2)   |1>:H 
[0  1]   H   [0.707   -0.707] 
(3)   0.707|0>+0.707|1>:H 
[0.707   0.707]   H   [1  0] 
(4)   0.707|0>-0.707|1>:H 
[0.707   -0.707]   H  [0  1]

Listing 7. Measurement in the Hadamard Basis

Listing 7 Explanation

(1) User enters  followed by a Hadamard gate. The 
output is the initial state  (as a transposed column 
vector), followed by the gate sequence, followed by the 
final state.

(2) The same sequence with an initial value of .
(3) The initial value is , which is  in 

the Hadamard basis, as the following H transformation 
shows.

(4) Complete the example by showing  in the 
Hadamard basis.

3.12 Tensor Products

An initial value can be constructed from a tensor 
product. If more than one quantum state is entered as an 
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initial value and the states are parenthesized, a tensor 
product is implied. This is shown in Listing 8. As in all 
other QQCS interactions, the first value displayed is that 
of the first operand. The last value displayed is the result 
of the computation.

(1)   (|0>) (|1>) 
[1  0]    [0  1  0  0] 
(2)   (0.707|0>+0.707|1>) 
(0.707|0>-0.707|1>) 
[0.707   0.707]   [0.5  -0.5  0.5  -0.5]
(3)   (0.707|0>+0.707|1>) 
(0.5|00>-0.5|01>+0.5|10>-0.5|11>) 
[0.707   0.707]
[0.354     -0.353    0.354     -0.353 
0.354      -0.353     0.354    -0.353]

Listing 8. Tensor Products

Listing 8 Explanation

(1) The tensor product 
(2) The tensor product 

(3) The tensor product 

3.13 Factoring

The Quantum Fourier Transform circuit in Figure 5 
will display the matrix shown in Listing 9.
0.354   0.354             0.354         0.354             ... 
0.354   0.25+0.25i    0.354i       -0.25+0.25i     ... 
0.354   0.354i           -0.354       -0.354i             ... 
0.354   -0.25+0.25i   -0.354i      0.25+0.25i      ... 
0.354   -0.354            0.354        -0.354             ... 
0.354   -0.25-0.25i     0.354i       0.25-0.25i       ... 
0.354   -0.354i          -0.354        0.354i             ... 
0.354   0.25-0.25i     -0.354i      -0.25-0.25i      ... 
..

Listing 9. QFT With No Factoring

In texts [22], the n-qubit QFT is the matrix

where  and  is a primitive N’th root of unity. 
By factoring out  (0.35355) using the suffix operator 

(/) at the end of the circuit, it is easier to see that the result 
of the circuit is the three-qubit QFT, as in Listing 10.

[2]  :H__:S10_:T20:_H_:_S10:__H 
:C02:C20:C02/0.35355 
1    1                           1               1                          ... 
1     0.707+0.707i       1i             -0.707+0.707i      ... 
1     1i                        -1              -1i                         ... 
1    -0.707+0.707i     -1i              0.707+0.707i      ... 
1    -1                          1               -1                         ... 
1    -0.707-0.707i        1i             0.707-0.707i        ... 
1    -1i                        -1              1i                          ... 
1      0.707-0.707i      -1i             -0.707-0.707i       ... 
..

Listing 10. QFT Factored

4. Examples

4.1 Oracles for the Grover Search

The two-qubit Grover Search tries to determine the 
phase encoding of the input quantum state. The algorithm 
uses a black box circuit, called an Oracle, to initially 
change the phase of one of the basis kets in a balanced 
superposition two-qubit quantum state. It then uses 
inversion to the mean to amplify the phase difference 
before a final measurement. Listing 11 shows four oracle 
gate sequences to change the phase of the input in each 
of the possible ways, that are alternatives to the built-in 
QQCS :Og gate.

(1)  |00>:H2:_H:C01:_H 
[1  0  0  0]  H2 _H  C01  _H 
[0.5  0.5  0.5  -0.5]
(2)  |00>:H2:S_:_H:C01:_H:S_ 
[1  0  0  0]  H2  S_  _H  C01 _H  S_ 
[0.5  0.5  -0.5  0.5]
(3)  |00>:H2:_S:_H:C01:_H:_S 
[1  0  0  0]  H2  _S  _H  C01  _H  _S 
[0.5  -0.5  0.5  0.5] 
(4)  |00>:H2:Y2:_H:C01:_H:Y2 
[1  0  0  0]  H2  Y2  _H  C01  _H  Y2 
[-0.5  0.5  0.5  0.5]

Listing 11. Four Oracles For Grover Search

Listing 11 Explanation

(1) Change the phase of .
(2) Change the phase of 
(3) Change the phase of .
(4) Change the phase of .
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4.2 Modular Arithmetic Subroutine

The implementation of Shor’s algorithm[23] needs a 
subroutine circuit to compute , from 
1 to the modulus minus 1. Instead of a straightforward, 
and inefficient, implementation, the book presents a 
simple qubit swapping circuit based on the bit patterns of 
the modulo computation. Listing 12 shows the gates of the 
swap circuit assigned to name, ss, which then can be used 
like any other gate. The named gate is applied to the four-
qubit values from  to . The result shows the 
resulting quantum state of each of the 16 inputs, which in 
each case is a single basis ket whose binary value equals 
that of the  calculation.

(1) #$rzeroes 
(2)  ss:C03:C30:C03:C01__ 
:C10__:C01__:_C01_:_C10_:_C01_ 
[]  C03 C30 C03 C01__ 
C10__ C01__ _C01_ _C10_ _C01_= 
1 . . . . . . . . . . . . . . . 
. . . . . . . . 1 . . . . . . . 
. 1 . . . . . . . . . . . . . . 
. . . . . . . . . 1 . . . . . . 
. . 1 . . . . . . . . . . . . . 
. . . . . . . . . . 1 . . . . . 
. . . 1 . . . . . . . . . . . . 
. . . . . . . . . . . 1 . . . . 
. . . . 1 . . . . . . . . . . . 
. . . . . . . . . . . . 1 . . . 
. . . . . 1 . . . . . . . . . . 
. . . . . . . . . . . . . 1 . . 
. . . . . . 1 . . . . . . . . . 
. . . . . . . . . . . . . . 1 . 
. . . . . . . 1 . . . . . . . . 
. . . . . . . . . . . . . . . 1 
(3)  |0001>:ss 
[|0001>] 
ss [|0010>] 
(4) |0010>:ss 
[|0010>] 
ss [|0100>] 
. . . 
(9)  |0111>:ss 
[|0111>] 
ss [|1110>] 
(10) |1000>:ss 
[|1000>] 
ss [|0001>] 
(11)  |1001>:ss 
[|1001>] 

ss [|0011>] 
. . . 
(15)  |1101>:ss 
[|1101>] 
ss [|1011>] 
(16)  |1110>:ss 
[|1110>] 
ss [|1101>]

Listing 12. Shor’s Algorithm Subroutine

Listing 12 Explanation

(1) set a switch to display zeros as periods
(2) Assign the swap circuit to the custom gate name 

ss. The following display is the circuit’s equivalent gate 
matrix.

(3) Invoke the :ss gate circuit on the initial value 
. The output that follows displays the quantum state initial 
value in ket format, then the gate name, then the quantum 
state resulting from the execution of the gate,  
again in ket format.

(4) Shows that .
(…) …
(16) Shows that .

4.3 The Bernstein-Vazirani Oracle

The Bernstein-Vazirani algorithm [24] can be written in 
QQCS as shown in Listing 13.

(1)  | 0 0 0 1>:H4:Ob4:H3_:M3_ 
M1={010:1} 
[ | 0 0 01>]  H4  Ob4  H3_ 
0.707|0100>-0.707|0101> 
(2) |0001>:H4:Ob(3)4:H3_:M3_ 
M1={011:1} 
[ | 0 0 0 1>]  H4  Ob(3) 4  H3_ 
0.707|0110>-0.707|0111> 

Listing 13. The Bernstein-Vazirani Algorithm

Listing 13 Explanation

(1) the Bernstein-Vazirani circuit; the oracle generates 
a random hidden string, which the measure shows as 010.

(2) a version of the Bernstein-Vazirani circuit in which 
the oracle’s hidden string is set by the parameter to 3; the 
measure shows 011.

5. Conclusions

QQCS is a simple linear notation for the simulation 
of quantum circuits. It is an educational tool that can be 
easily used by students new to Quantum Computing. 
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It provides automatic mathematical analysis of circuits 
by incorporating the matrix mathematics necessary to 
provide insight into circuit operation, and by displaying 
the details at each execution step, something not available 
from quantum computer execution.

Installation

QQCS is installed with the Node Package Manager. 
First, install NodeJS. Then, at the command line, enter:

npm install qqcs
To run, go to the node_modules directory, and enter:
node qqcs -or- node qqcs/qdesk.js
Use the command line switch -h to get help.
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Appendix A 

Linear Notation Syntax

Meta-symbols

::=  is defined as
 |   alternative
 e   empty
‘x’  x is a grammar symbol, not a meta-symbol

Grammar

              Pgm     ::=    stmt  stmt-list  eof
        stmt-list      ::=    eol  stmt  stmt-list | e
               stmt     ::=    ident  gate-sequence |
                                   initial-value  gate-sequence
initial-value        ::=    q-state | q-state-list | e

gate-sequence     ::=    g-seq-tail  g-factor
       g-seq-tail     ::=    : gates  g-seq-tail | e
          g-factor     ::=    / unop  Complex | e
      q-state-list     ::=    ( q-state )  q-state-list | e
             q-state    ::=     unop v-comp  p-state-tail
 p-state-tail          ::=    addop v-comp  p-state-tail | e
              gates      ::=    full-gate  gates | e
         full-gate      ::=    gate  gate-suffix | ident
      gate-suffix     ::=    gate-angle  gate-repl
       gate-angle     ::=    ( unop Real reals ) | e
         gate-repl      ::=    integer | e
                reals      ::=    , unop Real reals | e
            v-comp     ::=    coeff ket
                coeff     ::=     Complex | e
                    ket     ::=     ‘|’ integer >
           Complex    ::=     complex | Real
                  Real    ::=     real | integer
                addop    ::=     + | -
                  unop    ::=     - | e
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1. Introduction

The rapid growth of wireless broadband mobile 
communication is astronomical, as a result, Long Term 
Evolution (LTE) has been embraced by a lot of subscribers 
all over the world. The 3rd Generation Partnership Project 
(3GPP) developed LTE as an emerging wireless technology 
in the path of mobile broadband evolution. Long Term 
Evolution (LTE) was developed as an all IP network to 
achieve a higher data rate, low latency, scalable bandwidth 
and mobility as well as wide coverage [1]. The LTE 
network enhanced the data rate in other to provide the 
radio resources for various highly demanded services in 
other to give a level of satisfaction of Quality-of-Service 
(QoS) to all active subscribers. LTE uses Orthogonal 
Frequency Division Multiple Access (OFDMA), Single 
Carrier- Frequency Division Multiple Access (SC-FDMA) 

in the Downlink (DL) and Uplink (UL) respectively [2].  
LTE supports up to 300 Mbps, 75 Mbps in the downlink 
and uplink for data transmission respectively using 
a bandwidth from 1.25 MHz to 20 MHz. These 
requirements meet the needs of diverse network operators 
with different bandwidth allocations to give support for 
different services to their subscribers [3,4].

Most of the services on LTE involve high-speed 
data, multimedia services and so on. It is the last effort 
to the provision of 4th generation (4G) radio network. 
The revolution towards 4G started with the UMTS 3G 
technologies increasing their data rates and improving 
network architecture to 3.5G with High Speed Packet 
Access (HSPA) and HSPA evolution. These networks 
moved into 4G LTE to attain data rates of 100Mbps, 
50Mbps in DL and UL respectively [5,6]. LTE used the 
Radio Resource Management (RRM) to manage the 
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limited radio resources. Thus, improves the data rate 
and secure quality of service (QoS) provisioning. LTE 
downlink scheduling is a component of RRM responsible 
for the allocation of shared radio resources among their 
user equipment’s (UEs) [4]. Furthermore, scheduling 
strategy plays a vital role in system performances such 
as throughput, delay, fairness, loss rate and so on. This 
paper described the features of LTE network that have 
direct impact on scheduling strategy in section 2. Section 
3 described the related works on scheduling algorithms. 
Section 4 and 5 discussed the features QoS Aware 
Proportional Fair (QAPF), Exponential Proportional 
Fairness (EX/PF) and LOG rule and the performance 
metrics used for the simulation. In section 6, performance 
of QAPF, EX/PF and LOG rule scheduling algorithms 
were analyzed and compared.

2. LTE Architecture

The architecture of LTE is founded on flat, Internet 
Protocol (IP) requirements of 3GPP Technologies [2]. 
LTE system architecture is made up of Evolved UMTS 
Terrestrial Radio Access Network (E-UTRAN) and the 
Evolved Packet Core (EPC) as depicted in Figure 1 [7,8].

2.1 Evolved Universal Terrestrial Radio Access 
Network (E-UTRAN)

The E-UTRAN controls the radio communications 
between the mobile and EPC [9]. The E-UTRAN is the 

access network has evolved-NodeBs (eNodeBs) and 
User Equipments (UEs). Also, it supports orthogonal 
frequency-division multiple access (OFDMA), Multiple 
Inputs and Multiple outputs (MIMO), management of the 
radio resources as well as security of transmitted data [3]. 
It is the base station that manages radio resources as used 
in GSM and has connection to the UEs where network air 
interface roles is performed [3,11,12]. As seen in Figure 1, 
LTE-Uu is the radio link between the UEs and eNodeB.

2.2 The Evolved Packet Core (EPC)

The EPC is the core network and enables exchange 
of data packets with the internet as well as UE while 
maintaining a given QoS [3].  EPC contains Home 
Subscriber Service (HSS), Policy Control and Charging 
Rules Function (PCRF), Mobility Management Entity 
(MME), P-GW and Serving Gateway (S-GW) [12]. The 
Home Subscriber Server (HSS) is the central database 
that contains information on the network operator’s 
subscribers while Packet Data Network (PDN) Gateway 
(P-GW). Access point name (APN) identifies each data 
packet and the serving gateway (S-GW) forwards data 
between enodeB and the P-GW. The S1 interface is used 
to connect the eNodeB to EPC as seen in Figure 1. The 
MME controls signaling messages and HSS. Some of 
the other functions of EPC are Network access control, 
authentication, authorization, admission control, policy 
and charging enforcement, packet routing and transfer, 
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security and others [8].

3.	Related	Works

The deployment of an appropriate scheduling algorithm 
will make wireless communications more effective. Also, 
determination of the appropriate algorithm that provides 
the optimal use in the face of scarcity of radio resources 
will be of great value. Some previous work done by 
authors on scheduling algorithms that have shown 
appreciable improvements in literature are discussed in 
this section. A proportional fair (PF) scheduling algorithm 
built on INS was proposed by Wang et al [13]. In the 
proposed scheme, the fairness was improved without 
passing high difficulty to the system. The results of 
the simulation showed that the proposed algorithm can 
efficiently increase the throughput of LTE users as well 
as improve the system fairness. QoS aware proportional 
fair (QAPF) downlink scheduler for LTE network was by 
Myo and Mon [14]. Its purpose was to optimize the use of 
available resources while maintaining QoS requirements 
of different classes of service in GBR and non-GBR. 
The algorithm when compared with Modified- Largest 
Weighted Delay First (MLWDF) and Exponential (EXP) 
rule shows that a lower packet loss rate can be maintained 
for nonGBR bearers. At the same time, GBR bearers will 
have a high performance in delay and packet loss rate. 
Sadiq et al [15] propounded a LOG rule algorithm, though 
similar to exponential (EXP) rule but uses logarithmic 
function on delay to calculate the scheduling parameters. 
It gave fairness to users when is in poor channel quality of 
service. 

A new scheduling algorithm for downlink transmission 
in LTE was offered by Bechira et al [6]. This scheduler 
performance was evaluated and compared to Round Robin 
(RR), the opportunist Max rate and the Proportional Fair 
(PF) scheduler. The proposed algorithm improves the 
throughput in LTE system according to the simulation 
results. Elhadad et al [16] proposed Enhanced Proportional 
Fair (E-PF) Scheduling Algorithm for LTE in order to 
enhance the capacity of LTE and the proposed scheduler 
was compared with the original Proportional Fair. The 
results showed improvement in the capacity of the LTE 
and as well as fairness to the distribution of the resources 
among the users. Sudheep and Rebekka [17] presented a 
Proportional equal throughput (PET) scheduler using fair 
scheduling approach in LTE. This work modified Blind 
Equal Throughput (BET) algorithm and Proportional 
Equal Throughput (PET) algorithm emanated. The 
simulation showed that PET gives better fairness 
performances compared to BET without a significant 
decrease in system throughput.

An enhanced PF scheduling algorithm for LTE 
networks was proposed by de Oliveira et al [18]. The 
paper used the Latency-Rate (LR) server theory and 
system characteristics specified by the LTE standard 
for both theoretical and simulation investigations. The 
results show a better performance when compared 
with PF and MLWDF scheduler. Uyan and Gungor 
[19] examined performances of some algorithms using 
throughput and fairness and thereafter, proposed a new 
QoS-aware downlink scheduling algorithm (QuAS). The 
simulation shows an increase in the QoS-fairness and 
overall throughput of the edge users without producing 
a substantial degradation in the system throughput 
when compared with best CQI, PF, RR and Coordinated 
Multi Point (CoMP) structure with RR. Yaqoob et al [20]  
presented an enhanced EXPRULE (eEXPRULE) 
scheduling algorithm for real-time (RT) traffic in LTE 
network. The scheduler shows improvement on all the 
metrics used by most scheduler reviewed. 

4. Scheduling Algorithms Used 

Scheduling algorithm is not defined in LTE and various 
approaches have been presented to address this issue of 
scheduling algorithms [18,20]. Some results have shown 
some significant improvements in literature. Therefore, 
QAPF, EX/PF and LOG Rule are discussed for the 
purpose of this work:

4.1 QoS Aware Proportional Fair (QAPF)

QAPF is a downlink scheduler for LTE network 
proposed by Myo and Mon [14]. QAPF defines four MAC-
QoS-traffic types as Voice over IP (VoIP), live video 
streaming, video streaming and e-mail as seen in Table 
1. Firstly, QAPF differentiates different QoS classes by 
defining MAC bearer types as Guaranteed Bit Rate (GBR) 
and non-Guaranteed Bit Rate (nonGBR). GBR has Voice 
over Internet Protocol (VOIP), Live-video Streaming 
while nonGBR has video streaming and Email.

The QAPF directs the incoming IP packets into MAC 
QoS classes as shown Figure 2. Thereafter, the priority 
candidate lists are generated for the GBR and nonGBR 
bearer types in time domain (TD) scheduling. The TDS 
prioritized GBR and nonGBR using their Head of Line 
(HOL) delay. In GBR, the emergency bearers which 
have delayed closing to the maximum delay are first 
extracted.These extracted emergency bearers are sorted in 
descending order according to their delay. The priority for 
nonGBR Pi(t) bearer i at time t, is:

 (1)
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where, wi equals weight factor of nonGBR bearer i, ri 
equals instant throughput and  is the average throughput 
for bearer i. The time average throughput of user is 
updated by the moving average as:

 (2)

where  is scaling factor of N time period.
The frequency domain (FD) assigned physical resource 

blocks to each user according to the priority list. The 
motive is to guaranteeing the QoS requirements of 
different service classes while maintaining the fairness 
and maximizing the system throughput. 

Table 1. CQI to MAC-QoS Class Mapping

Bearer 
Type

Traffic	Type Priority
Packet Delay 

Budget
Mac-QoS 

Class

GBR
VOIP 2 100ms Class 1

Live-video 
Streaming

4 150ms Class 2

NonGBR
Video Streaming 7 300ms Class 3

Email 8 300ms Class 4

Figure 2. QAPF Mac-classes Framework [10]

4.2 Exponential Proportional Fairness (EX/PF) 
Scheduler 

The EX/PF scheduling algorithm was proposed to 
give support to multiple traffic types so that Real-Time 
(RT) traffic will be prioritized over non-RT traffic [21]. Its 
metrics is calculated as follows:

 (3)

where X is given as:

 (4)

Nrt denotes the number of active UEs for RT traffics, 
 is the weight factor,  is the previous average 

throughput of the user until time t while  stands for the 
expected data-rate for the user i at time t, DHoLi expresses 
the head of line (HOL) packet delay , that is, difference 
between the current time and arrival time of a packet [22,23].

4.3 Logarithm Rule Scheduling Algorithm

LOG rule algorithm balances QoS like delay and 
robustness. The algorithm allocates resources to users 
as EXP rule does with a prior knowledge of arrival and 
statistics of traffic channel [16]:

 (5)

where  and c are tunable parameters. Optimal 
parameters defined as 

 and c = 1.1,  [22,23].

5. Performance Metrics

The following parameters where used:
Throughput (th) measures the rate of useful bits 

successfully transmitted through a network by a user per 
unit time. It uses Equation 6 for this:

Tsim
BThroughput =  (6)

where B is the total amount of bits received while Tsim
false is the total simulation time.

Average packet delay experienced by UE is the arrival 
time between the packets in the Queue to their departure. 
The average delay of the ith flow can be expressed by 
using Equation (7) [7]:

[ ]∑
=

−=
N

j
sdi jTjT

N
D

0
)()(1

 (7) 

where sjTs )(  stands for the time when the j’th packet was 
transmitted from its source and N is the number of packets 
used.

Packet Loss Ratio (p) indicates the percentage of 
packets that missed their deadlines and is calculated as:

100×






 −
=

transmit

receivetransmit

p
Pp

P  (8)

where transmitp false is total size of packets transmitted, 
while receiveP false is the total size of packets arrived [22].

6. Results of the Simulation

In this section, the performance of QAPF, LOG-RULE 
and enhanced proportional fair (EX-PF) are compared. 
The LTE system toolbox in MATLAB is used using the 
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parameters stated in Table 2. The LTE system Toolbox 
is an ideal application to simulate, analyze, and test the 
physical layer of LTE networks. It is also suitable to 
accelerate LTE algorithm and verify designs, prototypes, 
implementations compliance with the LTE standard [24].

Table 2. Simulation parameters

Parameters Value

Bandwidths 20MHz

Operating Frequency 2GHz

Numbers of RB 25

Scheduling Time(TTI) 1ms

Number of Slot Carrier 300

Slot Duration 1ms

The first analysis evaluated the throughput performance 
of QAPF, EX-PF and LOG Rule. The simulation 
results are displayed in Figure 3. It is observed that the 
throughputs for the three algorithms are quite close. 
However the QAPF performed better than the EX-PF and 
the LOG rule.

Figure 3. Throughput

Figure 4. Packet Loss ratio

The second analysis evaluated the Packet Loss Ratio 

of QAPF, EX-PF and LOG rule shown in Figure 4. The 
lower the PLR value, the better the scheduler, EX-PF 
has a highest Packet loss ratio followed by LOG rule and 
QAPF. Therefore, QAPF performed better than EX-PF 
and LOG rule. 

Figure 5. Delay Algorithm

Third analysis evaluated the packet average delay and it 
was observed that EX-PF has the highest Delay followed 
by LOG rule and QAPF. QAPF performs better than EX-
PF and LOG Rule as shown in Figure 5.

7. Conclusions

The performances of the algorithms were evaluated 
and compared using packets loss, average delay and 
throughput. The following discoveries were made: QAPF 
has the highest throughput, lowest average delay and 
PLR when compared to EX-PF and LOG Rule. EX-PF 
has the highest PLR and delay while LOG Rule has the 
least performances in all the three metrics. In a reliable 
communication such as data and voice, throughput and 
packet delivery are very important in which QAPF is 
more appropriate according to the results of the research.
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1. Introduction 

1.1 Natural Language Processing (NLP) and its 
Application

You probably saw the news on the latest digital 
assistants that can book your next any appointment over 
the phone. And heard about the Artificial Intelligence 
(AI) algorithm that can answer eighth grade elementary 
science questions better than humans. You may have even 
interacted with a chatbot that can answer your simple 
banking questions. You are possibly carrying a mobile 
phone that can translate your sentences to 100 different 
languages in real time. All these technological achievements 
are partially fueled by the recent developments in NLP 
[1]. NPL is an application of artificial intelligence and 
offers the facility to companies that need to analyze their 
reliable business data. According to [2], the NLP’s market 

is expected to grow 14 times in 2025 than it was in 2017. 
Some of the application of NLP are as follows according 
to [2]:

Market Intelligence

Marketers can use natural language processing to 
understand their customers in a better way and use those 
insights in creating effective strategies.

Sentiment Analysis

Humans have the gift of being sarcastic and ironic 
during conversations. With sentiment analysis, NPL helps 
to manage the mentions on social media and tackle them 
before they disseminate. 

Hiring and Recruitment

We all will agree that the HR department performs one 

*Corresponding Author:
Girma Yohannis Bade,
Department of Computer science, School of Informatics, Wolaita Sodo Uninveristy, Wolaita, Ethiopia;
Email: girme2005@gmail.com

DOI: https://doi.org/10.30564/jcsr.v3i4.3614

REVIEW
Natural Language Processing and Its Challenges on Omotic Language 
Group of Ethiopia

Girma Yohannis Bade*

Department of Computer science, School of Informatics, Wolaita Sodo Uninveristy, Wolaita, Ethiopia

ARTICLE INFO ABSTRACT

Article history
Received: 23 August 2021
Accepted: 26 September 2021 
Published Online: 13 October 2021 

This article reviews Natural Language Processing (NLP) and its challenge 
on Omotic language groups. All technological achievements are partially 
fuelled by the recent developments in NLP. NPL is one of component of an 
artificial intelligence (AI) and offers the facility to the companies that need 
to analyze their reliable business data. However, there are many challenges 
that tackle the effectiveness of NLP applications on Omotic language 
groups (Ometo) of Ethiopia. These challenges are irregularity of the words, 
stop word identification problem, compounding and languages ‘digital 
data resource limitation. Thus, this study opens the room to the upcoming 
researchers to further investigate the NLP application on these language 
groups.

Keywords:
Omotic group
NLP
Challenges
Application



27

Journal of Computer Science Research | Volume 03 | Issue 04 | October 2021

Distributed under creative commons license 4.0 DOI: https://doi.org/10.30564/jcsr.v3i4.3614

of the most crucial tasks for the company: With the help 
of Natural Language Processing, this task can be done 
more easily. 

Text Summarization

This is one of the NLP application and used to 
summarize the most important information from the vast 
content to reduce the process of going through the whole 
data in news, legal documentation and scientific papers.

Survey Analysis

The problem arises when a lot of customers take these 
surveys leading to exceptionally large data size. All of 
it cannot be comprehended by the human brain. That’s 
where natural language processing enters the canvas. 
These methods help the companies to get accurate 
information about the customer’s opinion and improve 
their performance.

Machine Translation

Machine Translation is one of the applications of NLP 
and uses a neural network to translate low impact content 
and speed up communication with its partners.

Email Filters

NLP makes use of a technique called text classification 
to filter emails. It refers to the process of classification of 
a piece of text into predefined categories.

Grammar Check

Yes, this natural processing technique is here to stay. 
Tools like Grammar provide tons of features in helping a 
person write better content. It is one of the most widely 
used applications of NLP that helps professionals in all 
job domains create better content.

Stemming algorithms

Stemming algorithms are commonly known in a 
domain of Natural Language Processing (NLP) and 
which has a positive impact on Information Retrieval 
(IR) system and Morphological Analysis. Now a day, 
information technology has contributed a great availability 
of recorded information to exist. The mass production 
of electronic information, digitalized library collections 
and the awareness of society, increased the demand for 
storing, maintaining and retrieving information in a 
systematic way [3]. Information retrieval (IR) one of such 
a systematic ways is designed to facilitate the access to 
stored information [4]. To enhance the effectiveness of IR 

performance, the suffix stripping process (stemmer) helps 
by reducing the different variants of terms into common 
forms as conflating the variants of words [9]. 

1.2 Capabilities NLP 

Sentences segmentation: identifies where one sentence 
ends and another begins. Punctuation often marks 
sentence boundaries.

Tokenization: identifying individual words, numbers, 
and other single coherent constructs. Hashtags in Twitter 
feeds are example of constructs consisting of special and 
alphanumeric characters that should be treated as one 
coherent token. Languages such as Chinese and Japanese 
do not specifically delimit individual words in a sentence, 
complicating the task of tokenization.

Part-of-speech tagging: assigns each word in a 
sentence its respective part of speech such as a verb, noun, 
or adjective.

Parsing: derives the syntactic structure of a sentence. 
Parsing is often a prerequisite for other NLP tasks such as 
named entity recognition.

Name entity recognition: identifies entities such as 
persons, locations, and times within documents. After the 
introduction of an entity in a text, language commonly 
makes use of references such as ‘he, she, it, them’ instead 
of using the fully qualified entity. Reference resolution 
attempts to identify multiple mentions of an entity in 
a sentence or document and marks them as the same 
instance.These methods can tell us what people are saying, 
feeling, and doing or determine where documents are 
relevant to transactions. Companies need a new approach 
to combine the structured and unstructured components—
the old ways don’t really work—they just aren’t effective.

1.3 Omotic Languages

Ethiopians are ethnically diverse [5],  with the 
most important differences on the basis of linguistic 
categorization. Ethiopia has 86 different languages that 
can be classified into four major groups. The vast majority 
of languages belong to the Semitic, Cushitic, Omotic 
Group and Nilo-Sahara, these all are part of the Afro-
Asiatic family [7]. 

The Omotic languages are predominantly spoken 
between the Lakes of southern Rift Valley and Southwest 
of Ethiopia around River Omo (hence their name). These 
language groups have 28 languages. However, they are 
little studied and the Afro-Asiatic membership of Omotic 
is controversial being regarded by some as an independent 
family. Omotic have affinities with Cushitic, another 
branch of Afro-Asiatic. The following table shows the 
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lists of Omotic languages.

Table 1. Lists of Omotic languages

Anfillo Dime Kachama-Ganjule Nayi

Ari Dizzi Kara Oyda

Bambassi Dorze Kefa Shakacho

Basketto Gamo-Gofa Kore Sheko

Bench Ganza Male Welaita 

Boro Hammer-Banna Melo Yemsa

Chara Hozo Mocha Zayse-Zergulla

1.4 Morphology in Omotic Language Groups

There is no grammatical gender. The main identification 
is between animate and inanimate. In animate nouns, 
gender is determined by sex. Inanimate nouns are 
inflected like masculine nouns. Only definite nouns are 
marked for plural, and the singular is unmarked. Omotic 
distinguishes subject and object by case suffixes as well 
as by tonal inflection. In some languages the subject 
case is marked (nominative) while the object remains 
unmarked (i. e., identical to the quotation form of the 
noun). In other languages the object is marked (accusative) 
while the subject is unmarked. The Ometo group shows a 
predominance of marked-nominative languages, whereas 
other North Omotic languages and the South Omotic ones 
have, mostly, accusative systems [8]. 

Morphology is the study of word structure [9]. All 
languages have word and morphemes. Morphemes are 
the minimal units of words that have a morphological 
meaning and cannot be subdivided further. There are 
two main types of morphemes: free and bound. Free 
morphemes can occur alone and bound morphemes must 
occur with another morpheme [9]. For the word “badly”, an 
example of a free morpheme is “bad”, and an example of 
a bound morpheme is “ly”. The morpheme “ly” is bound 
because although it cannot stand alone. It must be attached 
to another morpheme to produce a word.

The Omotic Language has 29 consonant phonemes, 
including voiced glotalized consonant, which have been 
analyzed as consonant clusters. It also has five vowel 
phonemes, which can be combined to long vowels and 
diphthongs. In Ometo, there are two ways of forming 
words, affixation and compounding. Among three types 
of affixes (prefix, infix, suffix); suffixation, adding suffix 
(morpheme) to the word at the end is common. This 
process, in Ometo makes word lengthy [5]. 

Basically three types of affixes are there, prefixes, 
infixes, and suffixes.

Prefix:-is a morpheme that can be attached at the 
beginning of the word. 

Infix:-this morpheme can be found at between of a 
word.
Suffix:-this can be added at the last of the word. 
However, among these three morphemes, prefix and 

infix morphemes do not exist in Omotic group, the only 
morpheme that exists in Omotic group is suffix.

Figure 1. Omotic group morphology

2. Challenges of NLP 

General challenges

NLP is a powerful tool with huge benefits, but there are 
still a number of Natural Language Processing limitations 
and problems:

● Contextual words and phrases 
● Synonyms
● Irony and sarcasm
● Ambiguity
● Errors in text or speech
● Colloquialism and slang
● Domain specific languages
● Low resource languages
● Lack of research and development

Ambiguity 

Ambiguity in NLP refers to sentences and phrases that 
potentially have two or more possible interpretations.

Lexical ambiguity

A word that could be used as a verb, noun, or adjective.

Semantic ambiguity

The interpretation of a sentence in context. For 
example, I saw the boy on the beach with my binoculars. 
This could mean that I saw a boy through my binoculars 
or the boy had my binoculars with him.

Syntactic ambiguity: In the sentence above, this is 
what creates the confusion of meaning. The phrase with 
my binoculars could modify the verb, “saw,” or the noun, 
“boy.”

Even for humans this sentence alone is difficult to 
interpret without the context of surrounding text. POS (part 
of speech) tagging is one NLP solution that can help solve 
the problem, somewhat.
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NLP	Specific	challenges	on	Omotic	languages	

a)Irregularity 

Some of words in Omotic group are irregular. For 
instance, addussa ‘long’, adduqqees ‘is getting long’, and 
addussatetta ‘length’are basically one word ‘Long’ classes 
but the stemmer results it in two forms’adduss-’ and 
‘adduqq-’in Wolaita language which is one the popular 
Omotic language group. Even if it is possible in view of 
linguistic, it has a different sense in Information Retrieval 
point of view.

b)Stop words Concept

Stop words are functional (non-content bearing) words. 
They give sense for other words. The most suggested 
function words or stop words are propositions, conjunctions, 
articles and such likes. For example, the man jumped down. 
Here bolded terms are stop words. The issue of stop words is 
also worth mentioning in relation to retrieval effectiveness. 
The removal of stop words from indexing and query, results 
in effectiveness of retrieval by reducing storage requirement 
and increasing the matching of a query with index terms of a 
document [6]. Stop words in English, known and identifiable 
but in Omotic group they very confusing to identify them 
from others, for instance in Wolaita “I ba bala qottis” means 
He hide his mistakes. Form this statement “ba ” has two 
literal meaning. One is “to go” and other indicate as stop 
word ‘his’. SO identifying stop words in Omotic language 
group is very challenging task.

c)Compound word concept

Compounding is the second main word formation 
process in Omotic language group. Even if compound 
morphemes are rare in Omotic language, their formation 
process is irregular. As a result, it is difficult to determine 
the stem of compounds from which the words are made. 
The example below shows compounding in Wolaita which 
accounts majority of Ometo.

wora-kanna ‘jackal’, literally ‘the dog of the forest’ 
demba hariya ‘zebra, literally ‘field donkey’ 
keetta-‘asa ‘family’, literally ‘the people of a house’ 
mache-‘isha ‘brother-in-law’, literally ‘wife’s brother’ 
aaye-michchiyo ‘aunt’, literally ‘mother’s sister’ 
One of the application of NLP is stemming but 

somebody may face confusion which one to stem to get 
root word.

d)Limitation of digital datasets

As Omotic language is one of the least resourced language 
in Ethiopia, it suffers from the limitation of digital datasets. 

If somebody wants to make research on one of Omotic 
languages, he or she has to collect the real time data. There is 
no collected online accessible Omotic digital data.

Other challenges for NLP researches [10]:

Improvement of the performance of individual 
analyzers, especially at the semantic/pragmatic level,i.
e having single actor but in different place, coreference 
system would consider them two different entities.

Domain adaptation methods to tune generic NLP 
processors to deal with process descriptions in a specific 
organization or sector. This may require the creation/
acquisition of tailored ontologies that help specifying with 
the right terms important parts of the process and relations 
among these relevant domain concepts.

Definition of new tasks, such as the detection of 
exclusivity, parallelism/concurrency, decision points, or 
iteration of tasks described in the text.

Use of world knowledge to improve the results
Each natural language has its own characteristics and 

features. So, it’s quite difficult to follow the rules of ones 
for other languages. This is because of different prefixes 
and suffixes, and exceptions needs a special handling and 
a careful formation of frame with specific norms. These 
issues common for all languages not only for Omotic 
language groups.

3. Conclusions

Omotic language groups are morphologically rich 
language. This effect is due to its inflectional and 
derivational morphologies. Suffixes in Omotic language 
plays a great role in forming many variants of words. As 
a result, more than one combination of the suffixes can be 
appended to the root and; thus the length of the words in 
Omotic language is very long. Stemmer one of the NLP 
applications in information retrieval (search engines) is 
increasing recall without decreasing precision, because 
both document indexes and queries use stems.

Even though there are many capabilities in NLP 
like sentences segmentation, part-of-speech tagging, 
tokenization etc, there is a challenges in NLP researches 
like ambiguity, synonyms, contextual words, improvement 
in individual analyzer, and definition of new task. Event 
the above challenges are common to all languages, the 
most affecting challenges for NLP application on Omotic 
language groups are irregularity, stop words identification, 
compounding and limitation of digital datasets. 
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The current health information systems have many challenges such as lack 
of standard user interfaces, data security and privacy issues, inability to 
uniquely identify patients across multiple hospital information systems, 
probable misuse of patient data, high technological costs, resistance to 
technology deployments in hospital management, lack of data gathering, 
processing and analysis standardization. All these challenges, among others 
hamper either the acceptance of the health information systems, operational 
efficiency or expose patient information to cyber attacks. In this paper, 
an enhanced information systems success model for patient information 
assurance is developed using an amalgamation of Technology Acceptance 
Model (TAM) and Information Systems Success Model (ISS). This 
involved the usage of Linear Structured Relationship (LISREL) software 
to model a combination of ISS and Intention to Use (ITU), TAM and ITU, 
ISS and user satisfaction (US), and finally TAM and US. The sample size 
of 110 respondents was obtained based on the total population of 221 using 
the Conhrans formula. Thereafter, simple random sampling was employed 
to select members within each category of employees to take part in the 
study. The questionnaire as a research tool was checked for reliability 
via Cronbach’s Alpha. The results obtained showed that for ISS and ITU 
modeling, only perceived ease of use, system features, response time, 
flexibility, timeliness, accuracy, responsiveness and user training positively 
influenced the intention to use. However, for the TAM and ITU modeling, 
only TAM’s measures such as timely information, efficiency, increased 
transparency, and proper patient identification had a positive effect on 
intension to use. The ISS and US modeling revealed that perceived ease 
of use had the greatest impact on user satisfaction while response time had 
the least effect on user satisfaction. On its part, the TAM and US modeling 
showed that timely information, effectiveness, consistency, enhanced 
communication, and proper patients identification had a positive influence 
on user satisfaction.
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1. Introduction

Information assurance refers to the process of protecting data 
in electronic healthcare records system. Information assurances 
are the measures that are tailored for the protection of patient 
information in the healthcare organization process. According 
to [1], however, information assurance may involve 
responsibilities, coverage, and accountability of security 
professionals. It may also incorporate proactive as well as 
defensive procedures geared towards protecting information. 
Device interconnectivity and ubiquitous computing have 
continued to penetrate the healthcare sector. This has seen 
the rise in the development of technologies such as Medical 
Internet of Things (MIoT), which is also referred to as or 
Internet of Healthcare Things (IoHT), or Internet of Medical 
Things (IoMT). As discussed in [2], these technologies play a 
major role in the healthcare sector and hence the well-being 
of billions of people across the globe. It is explained in [3] 
that owing to the ubiquity of internetworking technologies 
such as MIoT, wireless implanted medical devices have 
gained increase in usage, application and complexity. One 
of the key drivers of the MIoT devices is their ability to 
monitor patients remotely. Unfortunately, this requires 
remote connectivity which with rapid growth in usage and 
complexity lead to increased threat of cyber security attacks 
[4]. Apart from these technologies, a number of repositories 
of information concerning the health status of the patients do 
exist. These repositories are collectively referred to as health 
information systems (HISs) and according to [5], they are 
created and managed in digital formats. The patients’ records 
in this regards contains medical history including operations, 
hospitalizations, medications, laboratory results and relevant 
health care information. 

Hospital Information System (HIS) is a class of health 
information systems widely utilized in clinical settings 
and according to [6], establishing the success rate of HISs is 
an ongoing research area. This is because its implications 
are of interest for researchers, physicians and managers. 
Healthcare information technology serves to bring forth 
reduction of healthcare costs as well as enhancements of its 
quality. As explained in [7], the deployment of information 
technology coupled with E-health is one of the underpinning 
developments geared towards open governance. For instance, 
blockchain technology (BC) has been deployed to facilitate 
safe delivery and secure management of healthcare data. 
The BC technology can also boost secure data sharing which 
can potentially reform the conventional healthcare practices. 
Ultimately, this can render healthcare more reliable and 
effective. As discussed in [8], proposals are being made for 
the block chain technology to be deployed for personalized 
healthcare administration.

BC primarily exhibits six key elements that make it 
attractive in HIS. These features include immutability, 
transparency, decentralization, autonomy, anonymity 
and being open source. As such, authors in [9] point out 
that there has been growing interest in employing the 
BC technology for safe and secure administration of 
healthcare. In addition, authors in [10] have proposed the 
deployment of this technology in biomedical while authors 
in [11] have suggested the deployment of BC to simulate 
the brain including thinking, and sharing of e-health data. 
Regarding medical data sharing, the BC technology can 
assure privacy and security as this data is transferred 
between clinical specialists and healthcare entities. In 
most health setups, healthcare data documentation has not 
been computerized, which renders this process ineffective 
and tiresome [12]. Efficient, accurate and cross validation 
checks as well as data retrieval are all possible from 
electronic health records system through automation 
of these procedures [13]. Authors in [14] point out that 
electronic data sharing among healthcare providers has led 
to the improvement of the healthcare services as well as 
reductions in clinical errors. To boost this electronic data 
sharing, information system standards play a key role [15,16].

This paper proposes information system success model 
with the attributes that can potentially curb the identified 
pitfalls of the current HIS. The main contributions of this 
paper include the following:

i. We investigate information system success (ISS) 
model dimensions that can enhance patient 
information assurance. 

ii. Based on the identified information system success 
model dimensions, we model relationships among 
various Technology Acceptance Model (TAM) and 
ISS constructs.

iii. Depending on the correlation coefficients of the 
various paths, irrelevant constructs are eliminated to 
yield an enhanced ISS model for patient information 
assurance.

The rest of this paper is organized as follows: section 
II presents related work while section III gives an outline 
of the adopted methodology. On the other hand, section 
IV presents and discusses the modeling results. Finally, 
section V concludes the paper and gives future directions.

2.	Related	Work

A number of HIS technologies have been deployed in 
the healthcare sector, such as Electronic health (e-health), 
Medical Internet of Things (MIoT), Internet of Medical 
Things (IoMT, Internet of Healthcare Things (IoHT), and 
more recently, the blockchain (BC) enabled HISs. As 
poined out in [17], electronic medical records (EMR) system 
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usability is a major healthcare informatics issue owing to 
lack of standard user interfaces. In addition, patient harm as 
a result of usability errors and user-unfriendly functionalities. 
Another challenge of HIS revolves around ethical and 
privacy issues. As explained in [18], data security remains a 
challenge in most HISs as most software applications have 
bugs that can be compromised. On their part, authors in [19] 
consider data standardization as a major obstacle, owing to 
its inadequacy.

Considering MIoTs, it is pointed out in [20] that their 
implementations are dogged with insecure networks, 
limitations of power, storage and memory capacity. This 
renders MIoT infrastructure vulnerable to cyber attacks. 
Authors in [21] elaborate that to offer healthcare that is tailored 
to particular patients, unique identifiers should be developed 
to facilitate easy identification of patients and their healthcare 
data among various healthcare providers. However, majority 
of healthcare facilities lack this unique patient identifier that 
operates across multiple hospitals information systems such 
as HIS. On the other hand, authors in [22] discuss that soaring 
technological costs for healthcare technologies, resistance 
to embrace technology among shareholders, lack of 
standardization during data gathering and processing, privacy 
and security of patients’ information are some of the factors 
that impede HIS implementation. The electronic healthcare 
records information has several implications in the decision 
making process in patient care and health policies. According 
to [16], the privacy and security of patients’ digitized records is 
very key for the adoption of HIS. On the other hand, authors 
in [23] have identified resistance to technology adoption 
by physicians as being a hindrance towards automated 
healthcare provision. In addition, fear of potential misuse of 
patients’ records by medical officers has been cited in [24] as 
being critical setback towards HER implementation. 

To address some of the information assurance issues, 
authors in [25] have developed an Ethereum protocol based 
private BC for safe and secure use of remotely accessed 
patient data. Similarly, author in [26] has proposed a public BC 
for encryption, whose goal is to secure health data storage. 
On the other hand, an integrated BC approach for patient 
data sharing and management has been presented in [27]. 
Using this scheme, safe and secure storage and exchange of 
personal patient medical data is possible. On the other hand, 
authors in [28] have proposed a framework that facilitates 
automated evaluation of patients’ healthcare status. On 
their part, authors in [29] have implemented a platform for 
healthcare information exchange. This scheme achieves 
both authenticity and privacy during patient electronic 
data exchange among various HIS platforms. In addition, 
a systematic and innovative architecture capable of not 
only protecting classified patient records but also address 

major privacy and security issues in patients’ data has been 
developed in [30]. Similarly, a remote healthcare framework 
for monitoring, diagnosis and treatment of cancer tumors has 
been introduced in [31]. To achieve this goal, smart contracts 
were utilized.

3. Methodology
Based on the identified challenges of healthcare patient 

information assurance and the dimensions of information 
system success model, this research purposively adopted 
both ISS and TAM. In this regard, TAM was selected 
owing to its ability to offer theoretical underpinnings for 
technology adoption. On the other hand, ISS was chosen 
due to its ability to effectively technological features such 
as information quality, system quality and service quality 
to the adoption of various systems. As pointed out in [32], 
ISS serves to theoretically explain and estimate system 
usage as well as the underlying success factors. 

3.1 Target Population and Sampling

This research targeted 5 healthcare facilities with 221 
staff within Homabay County, Kenya. Included in the 
study are 60 data clerks, 40 healthcare records officers, 
30 nursing officers, 71 clinical officers and 20 medical 
officers. This gives an approximate target population of 
221 respondents as shown in Table 1.

Table 1. Target Population

Group Target Population
Data Clerks 60

Health Records officers (HRIOS) 40
Nursing Officers 30
Clinical Officer 71

Medical Officers (Doctor) 20
Total 221

The sample size was obtained based on the Conhrans 
formula which allows the researcher to derive an appropriate 
sample size based on some required precision, confidence 
level and the probable proportion of the features that are 
inherent in the population. 

Where:
n0 = Is Cochran’s sample size recommendation
N = Is the population size
n = Is the new, adjusted sample size
Where n0 is obtained from:

DOI: https://doi.org/10.30564/jcsr.v3i4.3734



34

Journal of Computer Science Research | Volume 03 | Issue 04 | October 2021

Distributed under creative commons license 4.0

Here, e represents the desired level of precision, p is 
the proportion of the population which has the attribute 
in question, and q is (1 – p). On the other hand, z was 
obtained from the z-table. For a confidence level of 95%, 
the value of e=5%, giving a value of 1.96 for z. Then 
substituting these values in  in the above formular gives 
the values in Table 2 below.

Table 2. Sample Size

Group Target Population Applied Sample size

Data Clerks 60 30

Health Records officers 
(HRIOS)

40 20

Nursing Officers 30 15

Clinical Officer 71 35

Medical Officers 
(Doctor)

20 10

Total 221 110

Based on the cumulative values for different target 
population proportion, the target population for this 
study was 221 respondents. As such, the next task was 
sampling during which the selection of members within 
each employees category to take part in the study was 
undertaken. After applying Cochran’s formula, applied 
sample size was obtained for each category of employees, 
whose total was 110 as shown in Table 2. As such, this 
research utilized a sample size of 110 respondents who 
were then provided with the questionnaires. Within each 
employee applied sample size stratum, a simple random 
sampling was employed to select study respondents. 

3.2 Reliability of Research Instrument

In this paper, Cronbach’s Alpha was employed to 
evaluate the reliability of the questionnaire that was 
utilized for data collection. To achieve this, reliability 
coefficient was computed for all the variables under 
study. It was noted that Cronbach’s Alpha lay between 0 
and unity (1), where a coefficient of zero pointed to the 
questionnaire’s lack internal consistency. On the other 
hand, a coefficient of unity (1) implied complete internal 
consistency of the employed questionnaire. Theoretically, 
a reliability coefficient of 0.7 or more is regarded as being 
sufficient. 

3.3 Proposed Enhanced ISS Model for Patient 
Information Assurance

Although many models have been proposed to explain 
and predict the use of a system, the Information System 
Success model was designed to determine the factors 
most important in successful adoption of a new system in 

line with information assurance. Based on the responses 
obtained, Figure 1 shows the proposed enhanced ISS 
model for patient information assurance. As shown in 
Figure 1, system quality, information quality and service 
quality were all constructs from the ISS while perceived 
usefulness and perceived ease of use were constructs 
from the TAM. Both ISS and TAM constructs were 
hypothesized to influence both the intention to use (ITU) 
and user satisfaction (US). On its part, user satisfaction 
was hypothesized to have an influence on the intention to 
use.

In this research, system quality was measured using 
perceived ease of use (PEOU), system features (SF), 
response time (RT) and flexibility (FL). On the other 
hand, information quality was measured using timeliness 
(TM), accuracy (AC), and trustworthiness (TW). Service 
quality was gauged using assurance (AS), responsiveness 
(RP) and user training (UT).

Regarding TAM, timely information (TI), accurate 
information (AI), effectiveness (ESS), efficiency 
(EFF), consistency (CSS), relevance (RL), enhanced 
communication (EC), increased accountability (IA), 
increased transparency (IT), proper patients identification 
(PPI), cost reduction (CR) and data security (DS)all 
measured perceived usefulness while perceived ease of 
use was measured using user friendliness (UF), standard 
user interfaces (SUI), workflow compatibility (WC) and 
interoperability (INT). Figure 2 shows the relationships 
among the intention to use (ITU) constructs.

As shown in Figure 2, the ISS model constructs were 
ten (10) which included PEOU, SF,RT, FL, TM, AC, TW, 
AS, RP, and UT. In this case, these ten constructs were 
measurable variables while ITU was latent variable.

The straight lines emanating from measurable variables 
and moving towards the latent variable represented the 
correlation coefficients. Further, Figure 2 shows that 
TAM had sixteen measurable variables which included 
TI, AI, ESS, EFF, CS, RL, EC, IA, IT, PPI, CR, DS, UF, 
SUI, WC, and INT. From Figure 1, the same constructs 
that measured ITU also measured user satisfaction (US) 
as shown in Figure 3. As shown here, the ISS model 
constructs were ten (10) which included PEOU, SF,RT, 
FL, TM, AC, TW, AS, RP, and UT. In this case, these 
ten constructs were measurable variables while ITU was 
latent variable. As was the case for ITU, the straight lines 
emanating from measurable variables and moving towards 
the latent variable represented the correlation coefficients. 
Further, Figure 3 shows that TAM had sixteen measurable 
variables which included TI, AI, ESS, EFF, CS, RL, EC, 
IA, IT, PPI, CR, DS, UF, SUI, WC, and INT.

Based on the values of the correlation coefficients, 
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Figure 1. Proposed Enhanced ISS Model for Patient Information Assurance

Figure 2. Intention to Use Constructs
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some of these variables were dropped while others were 
adopted. The criteria for variable rejection or adoption 
were based on the cut-off correlation coefficient of 0.5, 
below which the construct was a candidate for elimination 
while above which the construct was a candidate for 
adoption. Here, the final model then consisted of the 
adopted constructs for both ITU and US as elaborated in 
section IV.

4. Results and Discussion

The researcher distributed a total of 110 questionnaires 
out of which, 87 were returned. This represented 79.1% 
questionnaire return rate, which was well beyond the 
recommended 30%. The proposed enhanced information 
system success model for patient information assurance 
was modeled stepwise, including the Information 
Systems Success Model (ISS) and Intention to Use (ITU) 
modeling, TAM and ITU, ISS and user satisfaction (US), 
and finally TAM and US as discussed below.

4.1 Modeling ISS and ITU

In this modeling, the ITU was the latent variable while 
ISS constructs such as system quality measures (perceived 
ease of use -PEOU, system features -SF, response time-
RT and flexibility -FL), information quality measures 
(timeliness -TM, accuracy -AC, and trustworthiness –

TW, and service quality measures ( assurance -AS, 
responsiveness –RP, and user training-UT) were the 
observed variables. Figure 4 shows the correlation 
coefficients between the ITU and the ISS observed 
variables. It is clear from Figure 4 that whereas some 
correlation coefficients were positive, and others were 
negative. For instance, ITU_PEOU, ITU_SF, ITU_RT, 
ITU_FL, ITU_TM, ITU_AC and ITU_RP and ITU_UT 
each had a positive correlation coefficient while ITU_TW 
and ITU_AS had negative correlation coefficients.

Figure 4. Modeling ISS and ITU

Figure 3. User Satisfaction Constructs
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Consequently, ITU_TW and ITU_AS were candidates 
for elimination. As such, only perceived ease of use, 
system features, response time, flexibility, timeliness, 
accuracy, responsiveness and user training positively 
influenced the intention to use. Whereas flexibility with a 
correlation coefficient of 0.48 had the highest influence, 
responsiveness with a correlation coefficient of 0.01 had 
the least influence.

4.2 Modeling TAM and ITU

In this modeling ITU was the latent variable while 
TAM’s constructs such as timely information (TI), 
accurate information (AI), effectiveness (ESS), efficiency 
(EFF), consistency (CSS), relevance (RL), enhanced 
communication (EC), increased accountability (IA), 
increased transparency (IT), proper patients identification 
(PPI), cost reduction (CR) and data security (DS) all 
measured perceived usefulness while perceived ease of 
use was measured using user friendliness (UF), standard 
user interfaces (SUI), workflow compatibility (WC) and 
interoperability (INT) were observed variables. Figure 5 
shows the correlation coefficients obtained.

Figure 5. Modeling ITU and TAM

As shown in Figure 5, among the TAM’s measures, 
some had positive while others had negative correlation 
coefficients. The PU measures that had negative 
correlation coefficients included ITU_INT, ITU_WC, 
ITU_SUI, ITU_UF, ITU_DS, ITU_CR, ITU_IA, ITU_
EC, ITU_ITU_RL, ITU_CSS, ITU_ESS and ITU_AI. All 
these measures were therefore candidates for elimination. 
On the other hand, ITU_TI, ITU_EFF, ITU_IT, and 
ITU_PPI had a positive correlation coefficient. Whereas 
proper patients identification with correlation coefficient 

of 0.28 had the highest influence on intention to use, 
efficiency with a correlation coefficient of 0.09 had the 
least effect on intention to use. Consequently, only TAM’s 
measures such as timely information, efficiency, increased 
transparency, and proper patient identification had a 
positive effect on intension to use.

4.3 Modeling ISS and US

To carry out this modeling, ISS measures such as such 
as system quality measures (perceived ease of use -PEOU, 
system features-SF, response time-RT and flexibility 
-FL), information quality measures ( timeliness -TM, 
accuracy -AC, and trustworthiness –TW, and service 
quality measures ( assurance -AS, responsiveness –RP, 
and user training-UT) were the observed variables while 
US was the latent variable. Figure 6 shows the correlation 
coefficients between the US and the ISS observed 
variables.

Figure 6. Modeling ISS and US

It is clear from Figure 6 that US_SF, US_FL, US_AC, 
US_TW, US_AS, and US_RP had negative correlation 
coefficients and hence were eliminated. On the other hand, 
US_PEOU, US_RT, US_TM, and US_UT had positive 
correlation coefficients and were retained. Whereas 
perceived ease of use with a correlation coefficient of 0.72 
had the greatest impact on user satisfaction, response time 
with a correlation coefficient of 0.14 had the least effect 
on user satisfaction.

4.4 Modeling TAM’s and US

In this modeling, US acted as the latent variable while 
TAM’s measures such as such as timely information (TI), 
accurate information (AI), effectiveness (ESS), efficiency 
(EFF), consistency (CSS), relevance (RL), enhanced 
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communication (EC), increased accountability (IA), 
increased transparency (IT), proper patients identification 
(PPI), cost reduction (CR) and data security (DS) all 
measured perceived usefulness while perceived ease of 
use was measured using user friendliness (UF), standard 
user interfaces (SUI), workflow compatibility (WC) and 
interoperability (INT) were observed variables. Figure 7 
shows the correlation coefficients between the US and the 
TAM’s PU observed variables.

Figure 7. Modeling TAM and US

As shown in Figure 7, US_AI, US_EFF, US_RL, US_
IA, US_IT, US_CR, US_DS, US_UF, US_SUI, US_
WC, and US_INT had negative correlation coefficients 
and hence were candidates for elimination. On the 
other hand, US_TI, US_ESS, US_CSS, US_EC, and 
US_PPI had positive correlation coefficients. As such, 
timely information, effectiveness, consistency, enhanced 
communication, and proper patients’ identification had 
a positive influence on user satisfaction. Among these 
positive effectors, proper patients’ identification with a 
correlation coefficient of 0.38 had the largest impact on 
user satisfaction while enhanced communication with a 
correlation coefficient of 0.17 had the least influence on 
user satisfaction. Table 3 presents the adopted constructs 
for each of the modeling that was carried out.

It is clear from Table 3 that US_PEOU had the largest 
correlation coefficient while ITU_RP had the least 
correlation coefficient. In addition, ITU_PEOU had the 
same correlation coefficient as that of ITU_UT. Similarly, 
ITU_TM had the same correlation coefficient as that of 
ITU_TI. A similar observation can be made for ITU_IT 
and ITU_SF, and also for ITU_RT and ITU_PPI. To arrive 
at the final model, the adopted constructs in Table 3 were 

again re-modeled. Figure 8 shows the combined modeling 
of ITU against ISS and TAM.

Table 3. Adopted Constructs and their Correlation 
Coefficients

Modeling Adopted Constructs Correlation	Coefficients

ISS and ITU

ITU_PEOU 0.13

ITU_SF 0.27

ITU_RT 0.28

ITU_FL 0.45

ITU_TM 0.20

ITU_AC 0.48

ITU_RP 0.01

ITU_UT 0.13

TAM and ITU

ITU_TI 0.20

ITU_EFF 0.09

ITU_IT 0.27

ITU_PPI 0.28

ISS and US

US_PEOU 0.72

US_RT 0.14

US_TM 0.23

US_UT 0.15

TAM and US

US_TI 0.31

US_ESS 0.35

US_CSS 0.38

US_EC 0.17

US_PPI 0.50

Figure 8. Semi-Attuned TAM-ISS

As shown in Figure 8, all the ISS measures were 
positively correlated except ITU_RP. For the case of 
TAM, all the measures were positively correlated except 
ITU_EFF. As such, these two measures were eliminated 
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and the modeling executed again to yield the model 
shown in Figure 9. It is clear from Figure 9 that all the 
correlations coefficients are now positive. 

Figure 9. Attuned TAM-ISS

A similar procedure was repeated for TAM-US by 
running the combined modeling of US against TAM and 
ISS. As shown in Figure 10, all the correlation coefficients 
were positive, hence there was no need to attune this 
model further.

Figure 10. Attuned TAM-US

Based on the attuned models of Figure 9 and Figure 
10, the final model developed in this research is shown in 
Figure 11. It is evident from Figure 11 that the ISS’ system 
quality, information quality and service quality all affected 
intension to use as well as user satisfaction. For instance, 
perceived ease of use influenced both intention to use 
and user satisfaction. However, based on the correlation 
coefficient values, then its influence on user satisfaction 

with a coefficient of 0.59 was greater than its influence on 
intention to use which had a coefficient of 0.19. Regarding 
the effect of response time on both intentions to use and 
user satisfaction, the correlation coefficient of 0.25 for 
intention to use was greater than that of 0.20 for user 
satisfaction. As such, response time had more effect on 
intention to use than user satisfaction. 

Similarly, timeliness had more influence (correlation 
coefficient of 0.31) on user satisfaction that on intention 
to use (correlation coefficient of 0.27); user training had 
more influence (correlation coefficient of 0.21) on user 
satisfaction that on intention to use (correlation coefficient 
of 0.10); timely information had more influence 
(correlation coefficient of 0.25) on user satisfaction 
that on intention to use (correlation coefficient of 0.22); 
and proper patient identification had more influence 
(correlation coefficient of 0.49) on user satisfaction that 
on intention to use (correlation coefficient of 0.42).

Regarding the reliability of the research tool, its 
assessment was carried out using Cronbach’ alpha as 
shown in Appendix I. It is clear from Appendix I that, out 
of the 52 observed variables, only one variable (ITU Cost 
reduction) loaded lower than the threshold Cronbach’s 
alpha of 0.7. Among the variables with Cronbach’s alpha 
above 0.7, the least value was 0.723 while the highest 
value was 0.799. Consequently, the questionnaire used 
measured what it was actually supposed to measure and 
hence the results obtained are reliable. 

Figure 11. Proposed Enhanced ISS Model

5. Conclusions
The aim of this paper is to develop an enhanced 

information system success model for patient information 
assurance was modeled stepwise. This involved modelling 
a combination of Information Systems Success Model 
(ISS) and Intention to Use (ITU), TAM and ITU, ISS and 

DOI: https://doi.org/10.30564/jcsr.v3i4.3734



40

Journal of Computer Science Research | Volume 03 | Issue 04 | October 2021

Distributed under creative commons license 4.0

user satisfaction (US), and finally TAM and US. For the 
ISS and ITU modeling, only perceived ease of use, system 
features, response time, flexibility, timeliness, accuracy, 
responsiveness and user training positively influenced the 
intention to use. However, for the TAM and ITU modeling, 
only TAM’s measures such as timely information, 
efficiency, increased transparency, and proper patient 
identification had a positive effect on intension to use. The 
ISS and US modeling revealed that perceived ease of use 
had the greatest impact on user satisfaction while response 
time had the least effect on user satisfaction. On its part, 
the TM and US modeling showed that timely information, 
effectiveness, consistency, enhanced communication, and 
proper patients identification had a positive influence on 
user satisfaction. The study findings are recommended to 
the decision makers of the healthcare system. This is due 
to potentiality of helping them understand the factors that 
may facilitate the development of enhanced information 
systems success model in their health facilities that will 
ultimately boost information assurance.
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Appendix I: Cronbach’s Alpha for Observed Variables

Scale Mean if Item 
Deleted

Scale Variance if Item 
Deleted

Corrected Item-Total 
Correlation

Cronbach’s Alpha if 
Item Deleted

ITU Perceived Ease of use 94.93 43.065 .630 .741

ITU System Features 94.44 43.388 .572 .743

ITU Response Time 94.93 43.065 .630 .741

ITU Flexibility 93.44 43.388 .572 .743

ITU Timeliness 94.93 43.065 .630 .741

ITU Accuracy 93.44 43.388 .572 .743

ITU Trustworthiness 94.44 51.063 -.701 .785

ITU Assurance 92.68 53.965 -.994 .799

ITU Responsiveness 94.44 51.063 -.701 .785

ITU User Training 94.93 43.065 .630 .741

ITU Timely Information 94.44 51.063 -.701 .785

ITU Accurate Information 94.93 50.739 -.652 .783

ITU Effectiveness 94.93 43.065 .630 .741

ITU Efficiency 94.93 50.739 -.652 .783
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Scale Mean if Item 
Deleted

Scale Variance if Item 
Deleted

Corrected Item-Total 
Correlation

Cronbach’s Alpha if 
Item Deleted

ITU Consistency 93.69 40.286 .992 .723

ITU Relevance 94.69 40.286 .992 .723

ITU Enhanced Communication 94.93 43.065 .630 .741

ITU Increased Accountability 92.69 40.286 .992 .723

ITU Increased Transparency 93.44 51.063 -.701 .785

ITU Proper Patients Identification 94.68 53.965 -.994 .799

ITU Cost Reduction 93.20 34.206 .991 .693

ITU Data Security 94.69 40.286 .992 .723

ITU User Friendliness 94.69 40.286 .992 .723

ITU Standard User Interfaces 93.69 40.286 .992 .723

ITU Workflow Compatibility 94.69 40.286 .992 .723

ITU Interoperability 94.69 40.286 .992 .723

US Perceived Ease of use 94.69 40.286 .992 .723

US System Features 94.68 53.965 -.994 .799

US Response Time 94.69 40.286 .992 .723

US Flexibility 93.68 53.965 -.994 .799

US Timeliness 94.69 40.286 .992 .723

US Accuracy 93.68 53.965 -.994 .799

US Trustworthiness 94.68 53.965 -.994 .799

US Assurance 92.68 53.965 -.994 .799

US Responsiveness 94.68 53.965 -.994 .799

US User Training 94.69 40.286 .992 .723

US Timely Information 94.68 53.965 -.994 .799

US Accurate Information 94.69 40.286 .992 .723

US Effectiveness 95.18 46.873 .000 .760

US Efficiency 94.69 40.286 .992 .723

US Consistency 94.68 53.965 -.994 .799

US Relevance 94.69 40.286 .992 .723

US Enhanced Communication 95.18 46.873 .000 .760

US Increased Accountability 92.69 40.286 .992 .723

US Increased Transparency 92.69 40.286 .992 .723

US Proper Patients Identification 94.68 53.965 -.994 .799

US Cost Reduction 93.69 40.286 .992 .723

US Data Security 94.69 40.286 .992 .723

US User Friendliness 94.69 40.286 .992 .723

US Standard User Interfaces 94.18 46.873 .000 .760

US Workflow Compatibility 94.69 40.286 .992 .723

US Interoperability 95.18 46.873 .000 .760
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1. Introduction

A wireless sensor network (WSN) typically consists of 
dynamic battery powered cooperative nodes that perceive 
their environment in real-time and transmit the collected 
data to the nearest gateway node (GWN) through wireless 
channels [1]. As such, the sensors, remote users and GWN 
are the participants in any WSN communication process [2]. 
Since the GWN has relatively high computational power 
and energy compared with the sensor nodes (SNs), they 
can forward the received data to remote external users 
located further way. Consequently, WSN offer infrastruc-
ture-free packet exchanges devoid of centralized access 

points. These WSNs have self-configuring ability [3], and 
this has endeared them to applications such as industrial 
automation, military surveillance and process monitoring.

According to [1], the ability of sensing and comprehending 
unattended environments has led to their increased adoption 
in various domains. However, their deployments in unattend-
ed scenarios expose WSNs to numerous attacks, including 
physical capture that are then utilized as vectors to mount 
further attacks such as side-channeling [4]. As such, it is crit-
ical that these security issues be addressed prior to their 
deployments [5]. The open wireless channel that is utilized 
to relay packets from the SNs to GWNs, and also from the 
GWNs to remote users exposes the broadcasted intelli-
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gence to many privacy and security risks [6]. This may in-
clude malicious packets injections, eavesdropping, packet 
re-direction, modifications among others.

As explained in [7], the heterogeneity of communication 
protocols deployed in WSN result in network clustering 
whose cooperation is limited to low caliber message ex-
changes. This renders the design and application of global 
security solutions in these deployments a bit cumbersome. 
Although 5G may facilitate WSN automation as well as pro-
grammability through the incorporation of Software-Defined 
Networks (SDN), the protection of packets exchanged over 
the control and data planes is still crucial [8].

Considering lower layer security at the link and net-
work layers, techniques such as internet protocol security 
(IPsec) and internet key exchange (IKE) are normally de-
ployed. However, the SNs have limited energy and com-
putational power to handle both IPsec and IKE [9]. There 
is therefore a need to design lightweight mutual authen-
tication algorithms for both lower layer and upper layer 
communication protection. The main contributions of this 
paper include the following:

● An algorithm that effectively authenticates a remote 
user to the sensor nodes is developed to protect 
against WSN adversarial attacks. It is only after suc-
cessful mutual authentication that remote users can 
access sensor data.

● A session key is derived for protecting exchanged 
packets over the insecure gateway node-sensor node 
and gateway node-remote user wireless channels.

● Real device and user identities are enciphered using 
secret and public keys to thwart any spoofing attacks.

● Security analysis shows that the proposed algorithm 
offers perfect forward key secrecy is robust against 
side-channel, traceability, offline guessing, replay 
and impersonation attacks. 

The rest of this article is organized as follows: section 2 
presents some past research in this research domain, while 
section 3 provides an outline of the system model. On the 
other hand, section 4 presents and discusses the obtained 
results, while section 5 concludes the paper and offers 
some future work in this area. 

2.	Related	Work

The rich application domains for WSN have led to nu-
merous schemes aimed at the protection of the exchanged 
packets. For instance, authors in [10] have proposed an IP 
based scheme while a location based protocol has been 
presented in [11]. However, the techniques in [10] and [11] 
result in increased network latency. On the other hand, 
the elliptic curve cryptography (ECC) based scheme pre-
sented in [12] is vulnerable to side-channel, traceability and 

offline-guessing attacks. Similarly, an ECC based three 
factor authentication algorithm has been presented in [13], 
but fails to offer protection against privileged insider at-
tacks. A lightweight two-factor authentication scheme has 
been introduced in [14], but which is vulnerable to forgery, 
identity and password guessing attacks. Although the 
protocol in [15] offers three factor authentication and key 
agreement, it cannot provide backward key secrecy, and is 
susceptible to both known session ephemeral and offline 
password attacks. On the other hand, the algorithm in [16] 
is susceptible to side-channel and offline guessing attacks.

Fuzzy logic and biometric based protocol has been de-
veloped in [17] to offer three factor authentication in WSN. 
However, this scheme cannot offer forward key secrecy 
and is susceptible to side-channel, offline password guess-
ing, stolen smart card and stolen verifier attacks. The sym-
metric key based protocol is presented in [18] while a three 
factor authentication algorithm is introduced in [19]. How-
ever, the techniques in [18] and [19] are susceptible to offline 
password guessing and impersonation attacks, and cannot 
uphold forward key security [20]. On the other hand, the 
fuzzy verifier based technique presented in [21] is not ro-
bust against replay attacks. Authors in [22] have presented a 
two factor authentication scheme while the techniques in 
[23] and [24] both deploy user biometric for authentication. 
Although, the schemes in [22-24] have reduced authentica-
tion latencies, they have increased complexities.

Authors in [25-27] have introduced bilinear pairing based 
mutual authentication schemes, but which results in exces-
sive computational overheads [28]. On the other hand, the 
smart card based biometric authentication algorithm in [29] 
cannot provide anonymity and is vulnerable to impersona-
tion attacks [15]. An authenticated key agreement technique is 
developed in [30], but which is susceptible to known session 
ephemeral, offline password and impersonation attacks [31]. 
The WSN intrusion scheme presented in [32] has high false 
alarm rate while the protocol introduced in [31] is susceptible 
to traceability and smart card loss attacks [33].

Machine learning based techniques for intrusion detection 
in WSN have been developed in [34-37] based on neural net-
works, support vector machine, multi-layer perceptron, and 
neural networks with watermarking. While these algorithms 
improve the accuracy of network anomaly detection models, 
they also introduce high computational cost which is inade-
quate for WSNs. Although these techniques boost detection 
accuracy, they result in high computation complexities. On 
the other hand, the algorithm introduced in [33] for three factor 
authentication is vulnerable to privileged insider attacks.

3. System Model

The network architecture in the proposed algorithm 
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comprised of registration authority (RA), sensor nodes 
(SNs), gateway node (GWN) and the mobile device (MD) 
through which the remote user accesses the SN data. 
Figure 1 shows the network architecture for the proposed 
authentication algorithm.

As shown in Figure 1, the SNs can freely exchange 
packets with each other, which are then forwarded to the 
gateway node for transmission to remote users. Since the 
communication is over the public internet, the exchanged 
messages need to be sufficiently protected from any feasi-
ble security and privacy violations over these networks. At 
the onset of the proposed algorithm, registration of the us-
ers’ mobile devices through which they interact with SNs 
need registration at the RA. Similarly, the GWN is regis-
tered at the RA before being deployed to forward packets 
between remote users and SNs. Table 1 presents some of 
the symbols used in this paper and their particulars.

Table 1. Notations
Symbol Description

h(.)  Hashing operation
RA  Registration authority

RASK  RA’s secret key
MDID  Mobile device identity
ʊS, ʊP  MD’s secret and public keys  respectively

Ni  Random numbers
Ŧi  Timestamps
ω  RA and GWN shared secret key
Ċ  MD and GWN shared secret key

Ľ1… Ľ9  Message verification codes
ĀS  Session key
ƍ  User’s secret key

ESK, Eω, Eɸ, EĊ
 Encryption with keys SK, ω, ɸ & Ċ 

respectively

DSK, Dω, Dɸ, DĊ
 Decryption with keys SK, ω, ɸ & Ċ 

respectively
||  Concatenation operation
⊕  XOR operation

The proposed algorithm executes through four main 
phases which include parameter setting, registration, au-
thentication and key agreement. 

3.1 Parameter Setting and Registration

During the parameter setting phase, the registration au-
thority (RA) chooses SNID and GNID as unique sensor node 
(SN) and gateway node (GWN) identities respectively 
(step 1) before computing security parameter ɸ (step 2) as 
shown in Algorithm 1. Afterwards, RA stores parameters 
{ɸ, SNID} into SN’s memory. During user mobile device 
(MD) registration, it selects MDID as its unique identity 
and ɓ as the MD’s unique secret value (step 3). 

 

 

 

 

 

Then, it accepts user’s secret key ƍ before computing parameter U(ƍ) and MD’s pseudo-identity ÿ (step 4). Next, 

some of the computed parameters {MDID, ÿ} are sent to RA. Upon receipt of these parameters, the RA computes 

intermediary security parameters p, q, r and s for later authentication (step 5). Finally, RA sends {q, r, s , h(.)} to the 

MD. 

B. Authentication and key agreement   

Whenever the user seeks some sensor services or information, proper authentication is executed before this access is 

granted. After successful authentication, the sensor and user’s MD must agree on some session key to protect the 

exchanged data, as shown in Algorithm 2. The process begins by having the user set some expiration time ∆Ŧ for the 

exchanged messages. This is followed by user’s entry of secret key ƍ into the MD which then derives parameters in 

step 1 before validating parameter s in step 2. Next, random number N1 is generated followed by security values in 

step 3. Afterwards, computed parameters {q, ĝ, Ľ1, Ľ2} are sent to the RA. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Upon receiving these values, RA re-computes MDID
*
 before calculating the security parameter in step 4. However, 

in step 5, the current timestamp Ŧ2 is determined upon which elapsed time Ŧ is computed and validated in step 6. If 

Algorithm 1: Parameter setting & registration 

 

 

BEGIN: 
1) Choose SNID & GNID 

2) Derive ɸ=h(SNID||RASK) 

3) Select MDID & ɓ, accept ƍ 
4) Compute U(ƍ)=(ʊS, ʊP), ÿ=h(ɓ||ʊS) 

MD→ RA:{MDID, ÿ} 

5) Calculate p=h(MDID||RASK), q= p⊕h(ÿ||MDID
), r= p⊕h(q||RASK

), 

s=h(p||ÿ||MDID) 

RA→ MD:{q, r, s , h(.)} 

END 

Algorithm 2: Authentication and Key agreement 

 

BEGIN: 

1) Set ∆Ŧ & derive RF(ƍ, ʊP)= ʊS
*
, ÿ

*
=h(ɓ||ʊS

*
), p

*
=q⊕h(ÿ

*
||MDID), s

*
=h(p

*
|| ÿ

*
||MDID), h(q||RASK)=r⊕p

* 

2) IF s
*≠s THEN: abort session 

3)  ELSE: Generate N1 & derive ĝ= MDID
⊕h(q||ʊS

), Ľ1=ESK(N1||SNID||GNID||Ŧ1), Ľ2=h(N1||MDID||Ŧ1||h(q||RASK
)) 

       MD→RA: {q, ĝ, Ľ1, Ľ2} 

4)        Derive MDID
*
= ĝ⊕h(q||RASK

), (N1||Ŧ1||SNID||GNID)= DSK(Ľ1) 

5)        Determine Ŧ2 & compute Ŧ = Ŧ2- Ŧ1 

6)        IF Ŧ >∆Ŧ THEN: abort session 

7)        ELSE: Derive Ľ2
*
=h(N1||MDID||Ŧ1||h(q||RASK

)) 

8)           IF Ľ2
*≠ Ľ2 THEN: abort session 

9)           ELSE: trust MD 

10)               Generate N2 & derive Ľ3=Eω(MDID||ɸ||SNID||N1||N2||Ŧ3), Ľ4=h(Ľ2||MDID||Ŧ3||N2||N1
) 

               RA→GWN: {Ľ2, Ľ3, Ľ4} 

11)                Compute (MDID||ɸ||SNID||N1||N2||Ŧ3)=Dω(Ľ3), Ľ4
*
= h(Ľ2||MDID||Ŧ3||N2||N1

) 

12)               Determine Ŧ4 & compute Ŧ = Ŧ4- Ŧ3 

13)               IF Ŧ >∆Ŧ & Ľ4
*≠ Ľ4 THEN: abort session 

14)               ELSE: generate N2 & calculate Ľ5=Eɸ(N2||Ŧ5||N1||N3||MDID
), Ľ6=h(Ľ2||ɸ||N3||MDID||N1

) 

                    GWN→SN: {Ľ2, Ľ5, Ľ6} 

15)                     Derive (N2||Ŧ5||N1||N3||MDID)= Dɸ(Ľ5), Ľ6
*
=h(Ľ2||ɸ||N3||MDID||N1

) 

16)                    Determine Ŧ6 & compute Ŧ = Ŧ6- Ŧ5 

17)                    IF Ŧ >∆Ŧ & Ľ6
*≠ Ľ6 THEN: abort session 

18)                    ELSE: generate N4 & derive Ľ7= N4
⊕h(ɸ||N3

), ĀS=h(N3||N1||N4||ɸ||Ľ2), Ľ8=h(ĀS||MDID
) 

                          SN→ GWN: {Ľ7, Ľ8, Ŧ7} 

19)                          Determine Ŧ8 & compute Ŧ = Ŧ8- Ŧ7 

20)                          IF Ŧ >∆Ŧ THEN: abort session 

21)                          ELSE: Re-compute N4
*
= Ľ8⊕h(ɸ||N3

), ĀS*=h(N3||N1||N4
*
||ɸ||Ľ2), Ľ8

*
=h(ĀS*||MDID

) 

22)                              IF Ľ8
*≠ Ľ8 THEN: abort session 

23)                              ELSE: derive Ľ9=EĊ(ɸ||Ŧ9||N3||N4||Ľ2) 

                                       GWN→ MD: {Ľ8, Ľ9} 

24)                                    Calculate (ɸ||Ŧ9||N3||N4||Ľ2)= DĊ(Ľ9) 

25)                            Determine Ŧ10 & compute Ŧ = Ŧ10- Ŧ9 

26)                   IF Ŧ >∆Ŧ THEN: abort session 

27)                ELSE: Re-compute ĀS*= h(N3||N1||N4||ɸ||Ľ2), Ľ9
*
=EĊ(ɸ||Ŧ9||N3||N4||Ľ2) 

28)         IF Ľ9
*≠ Ľ9 THEN: abort session 

29)       ELSE: trust GWN 

30) ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF 

END 

Then, it accepts user’s secret key ƍ before computing 
parameter U(ƍ) and MD’s pseudo-identity ÿ (step 4). Next, 
some of the computed parameters {MDID, ÿ} are sent to RA. 
Upon receipt of these parameters, the RA computes interme-
diary security parameters p, q, r and s for later authentication 
(step 5). Finally, RA sends {q, r, s , h(.)} to the MD.

3.2 Authentication and Key Agreement

Whenever the user seeks some sensor services or informa-
tion, proper authentication is executed before this access is grant-
ed. After successful authentication, the sensor and user’s MD 
must agree on some session key to protect the exchanged data, 
as shown in Algorithm 2. The process begins by having the user 
set some expiration time ∆Ŧ for the exchanged messages. This is 
followed by user’s entry of secret key ƍ into the MD which then 
derives parameters in step 1 before validating parameter s in step 
2. Next, random number N1 is generated followed by security 
values in step 3. Afterwards, computed parameters {q, ĝ, Ľ1, Ľ2} 
are sent to the RA.

Figure 1. Network Architecture
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Upon receiving these values, RA re-computes MDID
* 

before calculating the security parameter in step 4. How-
ever, in step 5, the current timestamp Ŧ2 is determined 
upon which elapsed time Ŧ is computed and validated 
in step 6. If the validation is successful, RA derives and 
validates message verification code Ľ2 in step 7 and 8 
respectively. Provided this authentication is successful, 
RA and MD trust each other (step 9). 

The next step is the commencement of RA and 
GWN authentication which begins by having RA de-
rives random number N2 followed by derivation of pa-
rameters in step 10. Next, message {Ľ2, Ľ3, Ľ4} is sent to 
the GWN, upon which it calculates security parameters in 
step 11. Next, elapsed time Ŧ is computed (step 12) before 
being validated together with verification message Ľ4 in 
step 13. Afterwards, GWN generates random number 
N2 followed by computation of message verification codes 
Ľ5 and Ľ6 in step 14. Thereafter, parameters {Ľ2, Ľ5, Ľ6} 
are sent to the SN. Upon receipt of these values, the SN 
computes parameters in step 15 before computing elapsed 
time and validating the same together with Ľ6 in step 17. 
If this authentication is successful, SN generates ran-
dom number N4 before deriving parameters in step 18, a 
subset of which {Ľ7, Ľ8, Ŧ7} is sent to the GWN. Here, 
the elapsed time is calculated (step 19) before being 
validated in step 20. If the received timestamp passes 
the freshness test, GWN re-computes random number 

N4
* before computing parameters in step 21. Next, mes-

sage verification code Ľ8 is validated in step 22 such that 
if it is legitimate, GWN derives message verification 
code Ľ9 before sending {Ľ8, Ľ9} to the MD.

Upon receipt of this message, the MD derives param-
eters in step 24, before determining and validating the 
freshness of the received message in step 25 and 26 re-
spectively. Provided the message passes the freshness test, 
the MD computes session key ĀS together with message 
verification code Ľ9

*(step 27). In step 28, this verifica-
tion code is authenticated such that if it is valid, then 
the GWN and SN can trust each other.

4. Results and Discussion

This section presents security analysis of the proposed 
protocol, together with its performance evaluation.

4.1 Security Analysis

In this part, it is shown that the proposed algorithm is 
robust against legacy WSN privacy and security attack 
models. In addition, it is shown that the proposed algo-
rithm offers forward key secrecy

Forward key secrecy: in the proposed protocol, 
all the communicating entities share session key 
ĀS=h(N3||N1||N4||ɸ||Ľ2) for the protection of the ex-
changed traffic. It is clear that the computation of ĀS 
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Upon receiving these values, RA re-computes MDID
*
 before calculating the security parameter in step 4. However, 

in step 5, the current timestamp Ŧ2 is determined upon which elapsed time Ŧ is computed and validated in step 6. If 

Algorithm 1: Parameter setting & registration 

 

 

BEGIN: 
1) Choose SNID & GNID 

2) Derive ɸ=h(SNID||RASK) 

3) Select MDID & ɓ, accept ƍ 
4) Compute U(ƍ)=(ʊS, ʊP), ÿ=h(ɓ||ʊS) 

MD→ RA:{MDID, ÿ} 

5) Calculate p=h(MDID||RASK), q= p⊕h(ÿ||MDID
), r= p⊕h(q||RASK

), 

s=h(p||ÿ||MDID) 

RA→ MD:{q, r, s , h(.)} 

END 

Algorithm 2: Authentication and Key agreement 

 

BEGIN: 

1) Set ∆Ŧ & derive RF(ƍ, ʊP)= ʊS
*
, ÿ

*
=h(ɓ||ʊS

*
), p

*
=q⊕h(ÿ

*
||MDID), s

*
=h(p

*
|| ÿ

*
||MDID), h(q||RASK)=r⊕p

* 

2) IF s
*≠s THEN: abort session 

3)  ELSE: Generate N1 & derive ĝ= MDID
⊕h(q||ʊS

), Ľ1=ESK(N1||SNID||GNID||Ŧ1), Ľ2=h(N1||MDID||Ŧ1||h(q||RASK
)) 

       MD→RA: {q, ĝ, Ľ1, Ľ2} 

4)        Derive MDID
*
= ĝ⊕h(q||RASK

), (N1||Ŧ1||SNID||GNID)= DSK(Ľ1) 

5)        Determine Ŧ2 & compute Ŧ = Ŧ2- Ŧ1 

6)        IF Ŧ >∆Ŧ THEN: abort session 

7)        ELSE: Derive Ľ2
*
=h(N1||MDID||Ŧ1||h(q||RASK

)) 

8)           IF Ľ2
*≠ Ľ2 THEN: abort session 

9)           ELSE: trust MD 

10)               Generate N2 & derive Ľ3=Eω(MDID||ɸ||SNID||N1||N2||Ŧ3), Ľ4=h(Ľ2||MDID||Ŧ3||N2||N1
) 

               RA→GWN: {Ľ2, Ľ3, Ľ4} 

11)                Compute (MDID||ɸ||SNID||N1||N2||Ŧ3)=Dω(Ľ3), Ľ4
*
= h(Ľ2||MDID||Ŧ3||N2||N1

) 

12)               Determine Ŧ4 & compute Ŧ = Ŧ4- Ŧ3 

13)               IF Ŧ >∆Ŧ & Ľ4
*≠ Ľ4 THEN: abort session 

14)               ELSE: generate N2 & calculate Ľ5=Eɸ(N2||Ŧ5||N1||N3||MDID
), Ľ6=h(Ľ2||ɸ||N3||MDID||N1

) 

                    GWN→SN: {Ľ2, Ľ5, Ľ6} 

15)                     Derive (N2||Ŧ5||N1||N3||MDID)= Dɸ(Ľ5), Ľ6
*
=h(Ľ2||ɸ||N3||MDID||N1

) 

16)                    Determine Ŧ6 & compute Ŧ = Ŧ6- Ŧ5 

17)                    IF Ŧ >∆Ŧ & Ľ6
*≠ Ľ6 THEN: abort session 

18)                    ELSE: generate N4 & derive Ľ7= N4
⊕h(ɸ||N3

), ĀS=h(N3||N1||N4||ɸ||Ľ2), Ľ8=h(ĀS||MDID
) 

                          SN→ GWN: {Ľ7, Ľ8, Ŧ7} 

19)                          Determine Ŧ8 & compute Ŧ = Ŧ8- Ŧ7 

20)                          IF Ŧ >∆Ŧ THEN: abort session 

21)                          ELSE: Re-compute N4
*
= Ľ8⊕h(ɸ||N3

), ĀS*=h(N3||N1||N4
*
||ɸ||Ľ2), Ľ8

*
=h(ĀS*||MDID

) 

22)                              IF Ľ8
*≠ Ľ8 THEN: abort session 

23)                              ELSE: derive Ľ9=EĊ(ɸ||Ŧ9||N3||N4||Ľ2) 

                                       GWN→ MD: {Ľ8, Ľ9} 

24)                                    Calculate (ɸ||Ŧ9||N3||N4||Ľ2)= DĊ(Ľ9) 

25)                            Determine Ŧ10 & compute Ŧ = Ŧ10- Ŧ9 

26)                   IF Ŧ >∆Ŧ THEN: abort session 

27)                ELSE: Re-compute ĀS*= h(N3||N1||N4||ɸ||Ľ2), Ľ9
*
=EĊ(ɸ||Ŧ9||N3||N4||Ľ2) 

28)         IF Ľ9
*≠ Ľ9 THEN: abort session 

29)       ELSE: trust GWN 

30) ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF; ENDIF 

END 
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incorporates random numbers N1, N3 and N4, which 
makes it dynamic in nature. In addition, it requires knowl-
edge of RASK and MDID to computes its components, 
Ľ2=h(N1||MDID||Ŧ1||h(q||RASK)). Since these parameters 
are inaccessible to the adversary, this attack cannot ma-
terialize. 

Impersonation attacks: suppose that an adversary 
wants to masquerade as a legitimate MD, GWN or RA. 
For MD impersonation, message {q, ĝ, Ľ1, Ľ2} must be 
derived by an attacker. Although the attacker may derive 
fake random numbers N1

A and timestamp Ŧ1
A and attempt 

to compute Ľ1 and Ľ2, other parameters such as p, RASK, 
ÿ and MDID are unavailable to the attacker and hence this 
process fails. On the other hand, any successful GWN 
impersonation requires the computation of message {Ľ2, 
Ľ5, Ľ6} sent from the GWN towards the SN. However, 
since this requires knowledge of MDID, ɸ and RA’s secret 
key RASK all of which are unavailable to the adversary, 
this attack flops. Similarly, any impersonation of the SN 
requires proper construction of message {Ľ7, Ľ8, Ŧ7} sent 
from the SN to the GWN. However, this requires that 
attackers have an access to both MDID and RASK and as 
such, this attack will not succeed.

Side-channel attacks: the aim of this attack is to 
employ power analysis techniques to extract MD’s and 
GWN’s stored security parameters. Suppose that an at-
tacker has captured {q, r, s} belonging to a particular MD, 
where q=p⊕h(ÿ||MDID), r=p⊕h(q||RASK), s=h(p||ÿ||MDID). 
However, since an attacker has no access to p=h(M-
DID||RASK), it is cumbersome to re-compute these parame-
ters for any possible replay.

Traceability attacks: the intention of this attack is 
to eavesdrop the exchanged messages on different au-
thentication sessions, after which an attempt is made to 
associate them to a particular MD or SN. Suppose that 
an attacker has captured {q, ĝ, Ľ1, Ľ2} for more than two 
sessions. Any attempt to associate them to a particular MD 
will fail since their computation involves random num-
bers and timestamps. This essentially makes this message 
random, which is the same case for messages {Ľ2, Ľ3, Ľ4} 
and {Ľ2, Ľ5, Ľ6}.

Offline guessing attacks: the goal of this attack is to 
extract MD’s identity MDID through side-channeling or 
eavesdropping the communication channels. However, 
this identity is either hashed or masked in other parame-
ters in memory and before being passed across the com-
munication channels. Even if an adversary has an access 
to message {q, ĝ, Ľ1, Ľ2}, it is not possible to derive MDID 
from either ĝ or q without knowledge of RA’s secret key 
RASK. The masking of MDID in other parameters, followed 
by hashing operations render it computationally irreversible.

Replay attacks: to curb this attack, the proposed algo-
rithm deploys timestamps to Ŧi to check the freshness of 
all received messages. Suppose that an adversary has cap-
tured the current {q, ĝ, Ľ1, Ľ2} sent from the MD towards 
the RA. The aim will then be to resend this message dur-
ing subsequent authentication session. However, the RA 
has to decrypt Ľ1 (step 4) to obtain its timestamp that is 
then verified in step 6. As such, any replayed message 
will fail the freshness checks and the authentication 
process will be aborted. Similar freshness checks are 
executed on Ľ3 and Ľ5 and hence the proposed algo-
rithm is robust against these attacks. Table 2 gives the 
security comparisons of the proposed algorithm with its 
peers.

Table 2. Security features comparisons

Security feature [17] [12] [16] Proposed

Forward key secrecy χ √ √ √

Key agreement √ √ √ √

Impersonation √ √ √ √

Side-channel χ χ χ √

Traceability √ χ √ √

Offline guessing χ χ χ √

Mutual authentication √ √ √ √

Replay √ √ √ √

It is clear from Table 2 that the proposed algorithm of-
fers many admirable WSN security features as compared 
with other related schemes. This was followed by the 
algorithm in [16], while the schemes in [12] and [17] had the 
worst security performance because of missing three cru-
cial security features in each.

4.2 Performance Evaluation

In this sub-section, the computation and the communi-
cation overheads of the proposed algorithm are derived. 
This is then followed by the comparison of the obtained 
values with those of other related schemes. 

Computation overheads: the proposed algorithm exe-
cuted hashing Th, symmetric key encryption and symmet-
ric key decryption Tsm operations. Based on Algorithm 2, 
the MD executes 6Th and 2Tsm operations while the RA 
executes 5Th and 2Tsm operations. On the other hand, the 
GWN carries out 8Th and 3Tsm operations while the SN 
computes 5Th and Tsm operations. Consequently, the total 
computational overhead in the proposed algorithm is 24Th 
and 8Tsm operations. Using the values in [17], a single Th 
operation takes 0.0005 ms while a single Tsm operation 
takes 0.1303 ms. As such, the total computation overhead 
is 1.05ms as shown in Table 3.
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Table 3. Computation Overheads

Algorithm Computation overheads (ms)

[12] 2.57

[16] 1.28

[17] 1.28

Proposed 1.04

On the other hand, the schemes in [17], [12] and [16] take 
1.28 ms, 2.57 ms and 1.28 ms respectively. Based on Fig-
ure 2, the scheme in [12] had the highest computation costs 
followed by the algorithms in both [16] and [17].

Figure 2. Computations Overheads

As such, the proposed algorithm had the lowest com-
putation overheads among its peers. This means that the 
proposed algorithm is applicable in battery powered sen-
sor nodes.

Communication overheads: for this evaluation, the 
values in [17] are used in which timestamps, one-way hash-
ing ouput, random numbers secret keys, identities and 
random numbers are all 128 bits wide. On the other hand, 
each ECC point multiplication is 160 bits wide. Based on 
Algorithm 2, messages {q, ĝ, Ľ1, Ľ2}, {Ľ2, Ľ3, Ľ4},{Ľ2, 
Ľ5, Ľ6},{Ľ7, Ľ8, Ŧ7} and {Ľ8, Ľ9} are exchanged during 
the authentication and key agreement phase. Table 4 pre-
sents the communication overheads computations in the 
proposed algorithm.

Table 4. Communication Overheads Derivation

Message size (bits)

MD→RA: {q, ĝ, Ľ1, Ľ2} 512

RA→GWN: {Ľ2, Ľ3, Ľ4} 384

GWN→SN: {Ľ2, Ľ5, Ľ6} 384

SN→ GWN: {Ľ7, Ľ8, Ŧ7} 384

GWN→ MD: {Ľ8, Ľ9} 256

Total 1920

On the other hand, Table 5 shows that the algorithms 
in [17], [12] and [16] require 1856 bits, 3072 bits and 1856 bits 
respectively.

Table 5. Communication Overheads Comparisons

Algorithm Communication overheads (bits)

[12] 3072

[16] 1856

[17] 1856

Proposed 1920

As shown in Figure 3, the schemes in [17] and [16] had 
slightly lower communication overheads compared with 
the proposed algorithm.

Figure 3. Communication Overheads

Although the schemes in [17] and [16] had a better perfor-
mance in terms of communication overheads compared 
with the proposed algorithm, their designs do not consider 
forward key secrecy, offline guessing and side-channel at-
tacks. As such, in overall, the proposed algorithm offered 
strong security and relatively lower computation and com-
munication overheads.

5. Conclusions
Wireless sensor networks have been heavily deployed 

in applications such as healthcare, military surveillance 
and environmental monitoring. Clearly, the information 
exchanged in these networks is sensitive and hence should 
not be accessed by authorized entities. However, since 
the transmission of this data is over the public internet, 
numerous security and privacy violations can be launched 
against the exchanged messages. Many schemes have 
been presented in literature to curb these attacks. Howev-
er, it has been shown that these algorithms cannot offer all 
salient security features needed in this environment. To 
fill the gaps in most of these schemes, a wireless sensor 
network authentication algorithm has been developed in 
this paper. Its security evaluation has shown its superiority 
to other related algorithms in terms of resilience against 
side-channel, traceability, offline password guessing, re-
play and impersonations attacks. It also displayed average 
best performance with regard to computation overheads, 
and average performance in terms of communication 
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overheads. Future work lies in the evaluation of this algo-
rithm using security and performance metrics that were 
not within the subject scope of this work.
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