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The paper seeks to demonstrates the likelihood of embedding a 3D gaze 
point on a 3D visual field, the visual field is inform of a game console 
where the user has to play from one level to the other by overcoming 
obstacles that will lead them to the next level. Complex game interface 
is sometimes difficult for the player to progress to next level of the game 
and the developers also find it difficult to regulate the game for an average 
player. The model serves as an analytical tool for game adaptations and 
also players can track their response to the game. Custom eye tracking and 
3D object tracking algorithms were developed to enhance the analysis of 
the procedure. This is a part of the contributions to user interface design in 
the aspect of visual transparency. The development and testing of human 
computer interaction uses and application is more easily investigated than 
ever, part of the contribution to this is the embedding of 3-D gaze point 
on a 3-D visual field. This could be used in a number of applications, for 
instance in medical applications that includes long and short sightedness 
diagnosis and treatment. Experiments and Test were conducted on five 
different episodes of user attributes, result show that fixation points and 
pupil changes are the two most likely user attributes that contributes most 
significantly in the performance of the custom eye tracking algorithm the 
study. As the advancement in development of eye movement algorithm 
continues user attributes that showed the least likely appearance will prove 
to be redundant.

Keywords:
User Behaviour
3D gaze point
Eye movement
User behaviour
3D visual interface
3D game console
User experience

1. Introduction

Gaze points are attributes in an eye movement 
behaviour studies. It involves a voluntary or involuntary 
coordinates of points made by the movement of the eyes, 

which helps to acquire fixation and tracking of visual 
stimuli. The eyes are mostly the visual organ or part of 
the body that moves using a system of six muscles [1-4]. 
The retina part of the eye senses light and convert light 

mailto:Fatima.isiaka@outlook.com
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into electro-chemical signals which travel along the optic 
nerve to the brain tissue and interpreted as vision in a 
practical visual cortex. Humans are one of the primates 
that uses natural phenomenon of voluntary eye movement 
to track objects of interest; this phenomenon includes 
the smooth pursuit (sideways movement), saccades and 
vergence shifts (Figure 1). These voluntary eye movement 
generated as gaze points appear to be initiated by captured 
by infrared light of an eye tracker which records the eye 
movementa tiny cortical region in the brain anterior lobe, 
this action and behaviour of the eye can be behaviour. The 
reflexes of the eyes can shift toward a moving light and 
is intact even though the voluntary control is annihilated. 
The eye movement not only reacts to light intensity and 
movement, but can also portray an emotional response to 
stimuli.

Figure 1. Picture showing the different attributes of the 
eye and direction of eye movements: Courtesy, Google 

images

In physiological response, gaze points of eye movement 
can be classified according to different systems:

1) The involvement of one eye as duction, both eyes as 
version, movement in similar and in opposite direction as 
vergence.

2) Also can be classified as fixational, gaze stabilising, 
shifting, whose movement is referred to as vestibulo-
ocular reflex and optokinetic reflex, the mechanism is 
referred to as saccades and pursuit movements [6,7].

This paper is only limited to discussing representation 
of the gaze point of eye movement on a 3D context as 
a form of heat map and visualised in a 3D environment 
based on the vergence or convergence movement that 
involves both eyes, to make sure the image (3D object) 
being looked at falls on the corresponding spot on both 
retina of the eyes. This helps in the depth perception of the 
3D object [5-8]. The area of the saccade, pursuit movement 
or smooth pursuit will be dealt with in later research. 
Saccades in relation to this paper is the space between two 
or more 3D gaze points, which could be overlapping in 
some cases and an enlarged gaze point depending on the 

amount of time a person spent looking at a particular area 
of the 3D visual field. 

In actual sense, the eyes are never completely at rest: 
they make frequent fixations of eye movement even 
though they are in a particular point. We can relate these 
movements to the photoreceptors and the ganglion cells 
of the brain. A constant visual stimulus could lead to an 
unresponsive ganglion cell while a changing or dynamic 
stimulus makes the photoreceptors become responsive as 
illustrated by the dynamic 3D game interface used in this 
paper. Most of the eye control motor is generated based 
on saccades (rapid eye movement) which is used while 
scanning a visual scene. According to [9-12], the eyes do not 
move smoothly across a XY Cartesian plane or a printed 
page during for example a reading session, instead they 
make short and rapid movements which are the saccades. 
And during each saccade the eyes move very fast and 
an involuntary movement (not consciously controlled). 
Each of the movement is represented by a few minutes of 
arc about four to five seconds at regular intervals. This is 
represented by the space between gaze points in a visual 
field mostly indicated by straight lines across fixations 
points. One of its uses is to scan a greater part of the area 
of interest with a high-resolution fovea of the eyes.

The rational for using a 3D visualisation field in this 
paper is based on the fact that not always did the picture 
content in the catalogue correspond to the expectations 
of the intended clients and with the eventually expected 
results. Some users or customers turn out to be unhappy 
with what they saw through advertisement after all the 
design work is been finished or after purchase of an 
item online. With the advent of panoramic pictures in 
recent times, as well as the progression of different bulky 
programs and formats of image transmission, a lot of 
companies have moved towards the virtual catalogues. In 
this environment, they can get potential users or customers 
to be acquainted with the 3D game visualisation of the 
inner part of the environment in an immense format. A 
3D visualisation of the game interior can give a finite 
definition to user behaviour with a 3D gaze point on a 
visual game interface and also an excellent opportunity 
to interact with the objects in every detail such as the 
entire panorama and also from a different angle [13-16]. 
The designers can also afford to see the weaknesses and 
strength of each level based on session overview.

Integrating a 3D eye movement algorithm in a 3D 
environment will allow consideration of not only the 
architectural shape of the visual objects, but also how 
the project will look like in its final stage of completion 
during decision making. A 3D gaze point on the 3D 
interphase visualisation of the game will have a common 
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vision of the future construction at the initial stage. The 
photo realistic rendering applied is an expensive and 
improved version of the current project [17-19].

Objectives

The objectives behind this paper are to:
1) Model a virtual scene that involves eye movement in 

a 3D environment
2) Create a 3D eye movement scene on objects in a 3D 

game interface
3) Develop a custom algorithm to identify basic user 

eye movement behaviour in a virtual environment.
This will open new opportunities in any field of human 

computer interface design, manufacturing, computer 
graphics and many others.

2.	Literature	Review

The 3D visual interface is the “Wonder World” a 
simple came designed using “Struckd”, one of the first 
game console used in this area of research. The game is 
about a princess sent underworld to defeat some unnamed 
creatures and gain access to a porthole that leads to a 
dungeon to get a diamond crown to present to royals and 
bearers of the royal crown. She has to cross four levels 
to get to the crown. Each level leaves a more challenging 
and advanced battle than the other. Each level of the game 
interface enables the user (player) to cross to a higher 
level after overcoming the obstacles in the previous level. 
The embedded gaze point will allow for monitoring of 
the different stages of user behaviour through their eye 
movement. The user activity is recorded and used for 
predictions of user gaze points on the 3D visual field [20-22]. 
The aim and purpose is to create data-driven designs and 
eliminate guesswork of user engagement and interaction 
using the location of the gaze point [20-22]. This will allow 
user experience designers, web managers, developers to 
visualise usage patterns, optimize and also gather objective 
data that involves 3D-data visualisation [23-25]. Also the 
algorithm designed for the eye movement recognition will 
involve powerful features such as pupillary measurement 
and heat maps on both two dimensional and 3D visual 
field, this will automatically sort out areas of interest 
(AOI). The algorithm involves three (3) modules, this 
is inform of an engine that automatically detects the 
pupillary position of the eyes (Algorithm 1) using the 
camera lens of a PC, this is then used to identify the 3-D 
objects (Algorithm 2) in a virtual field. The gaze points 
Algorithm (Algorithm 3) is used to trace and locate 3-D 
objects at the AOI using the PC’s camera lens to calibrate 
the eye’s position.

The 3D object detection (Algorithm 2) detects images 
or scene in a virtual field given a reference image of the 
object. The algorithm presents a straight forward step used 
in detecting specific objects based on finding the point 
corresponding to reference and target image. This can 
also detect objects despite changes in the scale in plane 
rotation of movement [23-25]. It is basically robust to small 
amount of virtual plain rotation. The steps are suitable for 
most objects in the scene that exhibit non repeating texture 
patterns, which give rise to unique feature matches. This 
feature is suited for any object in the scene that moves 
both in a vertical or horizontal plane in the video game 
console [23-25].

As object detection is very important in many computer 
vision and HCI studies so is the discovery of ways to 
improve activity recognition, automotive safety and 
application of 3D visionary as applied in this is paper. 
Before tracing a particular 3D object, one needs to first 
detect it, hence the cascaded iris detection algorithm. 
This detects the location of the object in a video frame. It 
is configured to detect not only 3D objects but also two 
dimensional objects as it moves or changes direction. 
The behaviour of the subject’s pupil is also recorded 
such as, ‘Intense’, ‘Ease’, Confused’, ‘Slack’, ‘Stressed’ 
and ‘Relaxed’ mood, this represent the characteristical 
behaviour of the eyes during concentration (Table 1), it 
would enable designers to identify areas that need basic 
optimisation.

For the embedding phase the Java platform was used 
to integrate the eye tracking algorithms as a standalone 
on the 3D game console designed with “Stuckd”. Both 
engines were sychronised to run on the same platform 
using the PC camera lens for calibration. Because of the 
easy steps with algorithm calibration runs faster with a 
minimum speed of 0.5 MHz per seconds. User can interact 
with the game while their eye movement behaviour is 
captured alongside the video game console.

3. Method

The pilot study started with simulation of gaze data 
containing one thousand five hundred instances as a 
training set. This was used as input to the custom eye 
movement detection algorithm for the video game 
console. In later study, fifty participants were recruited to 
take part in the game interface. They were given a consent 
form to sign confirming their involvement in the game and 
safety precautions were taken concerning their emotional 
status, such as their familiarity with the game and web 
interactions (Figure 2). The data are then simulated to a 
thousand and used as the test set. The performance on the 
dataset is demonstrated to show the predictive ability of 
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the custom eye movement detection algorithm (Algorithm 
1, 2, 3). A graphical visualisation of the entire episode is 
visualised on a PC (Figure 2).

Algorithm 1. (Subject’s iris detection)

1. Ready subject’s iris
2. Set pupil localisation
3. Trace iris position
4. If eye closed, wait else goto 2
5. If eye open and no iris detected to 2 else 3
6. End

Algorithm 2. (3D object detection on a 3D video 
game console)

1. Start 
2. Initial the Algorithm 1 as a cascade detector object
3. Read in the video frame (VF) and run the detector 

(Algorithm 1)
4. Read 3D objects from the scene
5. Detect feature points using Algorithm 1
6. Extract feature point descriptors by surrounding the 

object with 3D gaze cascade
7. Find the putative point matches
8. Locate the object in the scene using step 4
9. Detect another 3D object

10. Is video frame < total VF goto 2 else goto 10
11. End

Table 1. User Characteristical Behaviour of Eye 
movement detection on 3D game console: Overlapping 

colors tend to blend to give a unique hue.

User Behaviour Parameter Value Calibration point Color

Intense 5 0.6 Light Red

Ease 2 0.4 White

Confused 3 0.8 Light Blue

Slack 1 0.7 Blue

Relaxed 4 0.2 Yellow

Stressed 6 0.3 Red

Algorithm 3. (Custom eye tracking on a 3D video 
game console)

1. Begin
2. Set calibration for both eyes
i. Locate iris position using Algorithm 1
ii. Set point of location as middle of visual field
iii. Set scan-path to four corners of visual field
iv. Save gaze calibration data
3. Detect 3-D object at the virtual centre field
4. Locate eye positions
5. If eye position detection fails, goto 3 else goto 6
6. Save eye detection data Tc(k)

7. Detect other 3-D objects
8. Track eye position using iris detection algorithm
9. Verify eye positions using Iris detector (Algorithm 1)

10. If eye verification is complete, goto 11, else goto 8

Figure 2. User interaction with game interface with data transferred and simulated for training, testing and predictions.
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11. Reset counter to update eye position 
12. If counter < Tc(1) goto 7 else goto 3
13. Set counter+1
14. If gaze off screen goto 4 to reset gaze position else 

goto 7
15. Search for 3-D objects complete? goto 16 else go 7
16. End.

Task

The 3D Wonder World game consists of four levels 
and users were simply asked to play the game by first 
calibrating their eyes with the PC camera lens (Figure 1). 
The participants were asked to play the first two levels 
for twenty seconds and their activity was captured. The 
eye movements were recorded and sent to a subfolder for 
analysis.

4. Results

An initial detected object is first seen at the middle of 
the visual field based on the calibration of the point gaze 
from Algorithm 1. Figure 3 shows a predicted gaze point 
at the middle of the video game console as calibrated in 
the initial stage. There was no particular mechanism to 
define the appearance of this scene only that the red, blue, 
yellow and white color mixture indicates a vague reaction 
from the user. The proceeding section discusses some 
of the most significant results and performance of the 
algorithm on the dataset obtained from the experimental 
study.

 

Figure 3. Predicted Gaze point in the middle of the visual 
field of the 3D game console.

4.1	Level	1

This level (Figure 4) captured a scene of gaze point 
on the arrow held by the game character with the mood 

of the user indicating “ease” “relaxed” and “slack” 
which is represented by 1, 2, and 4. The gaze point also 
shows a stress mood overlapped by other expressions 
conveyed by the user while looking towards the porthole 
to the dungeon. Expression of emotion on visual field is 
very useful in so many ways, for instance our physical 
reaction to stress towards a visual scene can be reduced 
by minimising the level of obstacles encountered on a 
particular frame; or can be used to increase the level of 
intensity on a game console if the purpose is to hinder the 
player from crossing to the next level with ease. In most 
cases the aim is to encourage players to the first two levels 
by reducing the number of obstacles and increase the 
level of intensity in the proceeding levels. This induces 
or records the level of intelligence of the player and 
determines if the game console is suitable for an average 
or an advanced player.

Figure 4. Level one of the game interface showing gaze 
points representing different user behaviour towards the 

visual scene

4.2	Level	2

Level 2 (Figure 5) captures the scene where the player 
is looking towards the dungeon that holds the diamond 
crown with an “intense”, “slack” and “ease” mood. The 
intense mood showed a bit of a stress hue (red color) 
and less stress hue at two locations. This would prompt 
a designer to optimise the process by picking one of the 
locations to apply either of the moods (picking slack 
mood with stress or slack mood without stress) to get to 
the target object. 3D object tracking across video frames 
can support object detection and frame segmentation. The 
detecting phenomena or activities are only recognised 
taking the entire stream of images into account; the video 
analysis used here presents unique challenging resource 
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management and model architecture that could be 
improved based on the performance of the object tracking 
or gaze data generated from the test phase.

To test the performance of the dataset generated from 
the study conducted with 3D gaze points on the game 
interface. A dynamic control model was used to predict 
the gaze and user behaviour data on both the simulated 
and actual data generated from the eye tracking study. The 
error plots from the model are discussed in the proceeding 
section.

Figure 5. Game interface showing captured scene of 
stress gaze point on the target object and location of arrow 

with intense (5), slack (1) and ease (2).

4.3 Performance on Dataset Models

The dataset generated were in two sets, the simulated 
and actual data, a dynamic control system based on 
discrete time variant models was used on the data models 
for both test (actual data) and training (simulated data). 
The rational for using the dynamic control system is the 
fact that it uses internal dynamics or memory of past state 
functions like integrators and tunable parameters (certain 
or uncertain values) of attributes to produce recurrent 
values. This is best suited for user behaviour data which 
are very complex and difficult to predict e.g. a residual 
or R2 value of 0.62 score is highly probable for human 
behaviour data, especially those that involve complex eye 
movement readings. The control system can help decided 
whether anomalies in the dataset can be excluded or 
not. Due to environmental constraints, some outliers are 
termed feasible and important in datasets such as those 
involve with user behaviour studies. 

The user attributes used in the datasets include the 
fixation points, fixation duration, pupil changes and 
saccades. These are basically the most significant variables 

that can help predict user eye movement behaviour on a 
3D visual interface like the game console.

Error in the performance of the data models were 
visualised and discussed. Figure 6 shows the output in 
error performance of the training set on different scenes. 
The dataset for both the training and test set were divided 
into four different scenarios (two user attributes, three 
user attributes, four user attributes and all user attributes). 
The simulated dataset (training set) and original dataset 
(testing set) were executed on five different episodes, with 
the error in performance recorded.

The data settings changes every time the model is 
executed. To give a constant or an alleviated edge to the 
dataset output, the ranging style was set to default value. 
The least error appeared in the training set on the fifth 
episode (Figure 6a) with error in performance below 
0.01, which is a recorded performance of 99%. This is 
on the training set with two important user attributes; 
the gaze point coordinates and pupil changes. This also 
demonstrates the importance and inevitability of the 
pupil dilation and fixation points in user eye movement 
readings.

The least error for the test dataset on five different 
scenarios appeared at the fifth episode (Figure 6b) with 
a minimum error of 0.1 above the expected rate of 0.01. 
This has a performance of 90% and above maximum 
expectations. This outcome is reflected on the dataset 
and has the same user attributes as the training set. The 
minimum error also appeared on test data with all user 
attributes (Figure 6d), showing a least performance of 0.2. 
As the advancement in development of eye movement 
algorithm continues user attributes that show the least 
likely appearance will prove redundant, based on the 
result of this paper and similar but different research 
outputs in some papers [26,27], these attributes contributes 
the least to behaviour predictions.

Figure 7 shows the error in test data on four different 
episode, these episode are situations where users’ 
attributes are applied based on their level of importance 
such as saccade length and fixation coordinates in both 
the XY plane, fixation duration, pupil dilation, pupil 
constriction, off screen location and number of clicks 
per milliseconds. Figure 7d shows the error plot on test 
dataset with five attributes using five scenes. The least 
error (0.01) appeared on the fifth scene where all attributes 
are applied. 

5. Conclusions

The paper demonstrates the possibility of embedding 
3D gaze point on a 3D visual field, this visual field is 
inform of a game console where the user has to play from 
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(a): Error plot for the training set on five episodes: the 
fifth episode shows the least error.

(b): Error plot on training set on five episodes for dataset 
with two user attributes: the first episode shows the least 

error.

(c ):Error plot for training set on five episodes for the 
dataset with three user attributes: the second episode 

showed the least error.

(d): Error plot show the fifth episode with the least error on 
test set data with four attributes

Figure 6. Error in Performance of the test dataset on five different episodes.

(a): Error plot on test dataset using five different 
scenario, the least error appeared in the fourth scene.

(b).: Error on dataset with two variables using five different 
scenario, the least error appeared on the third scene.
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one level to the other by over overcoming obstacles that 
will take them to the next level. Custom eye tracking 
and 3D object tracking algorithms were developed to 
enhance the analysis of the procedures. This is part of 
the contributions to user interface design in the aspect of 
visual transparency.

The development and testing of human computer 
interaction uses and application is more easily investigated 
than ever, part of the contribution to this is the embedding 
of 3-D gaze point on a 3-D visual field. This could be 
used in a number of applications, for instance in medical 
applications that includes long and short sightedness, 
dyslevia and glaucoma diagnosis and treatment. The 3-D 
eye tracking gaze point model is user friendly and could 
be well suited for industrial use and across ergonomics 
laboratory for usability testing. Part of its limitations 
is the time synchronisation of events and custom eye 
and iris calibration at the initial stage of the algorithm. 
This problem can be tackled with constant testing and 
experimental setup that involves execution of standard 
classification algorithms. The system is just another 
example of eye tracking models that most organisations 
find more ways to incorporate for accuracy and user 
friendly capabilities with enhanced visual tendering and 
easy calibration. This will encourage more innovative and 
finite discoveries that offers research based eye tracking 
systems with both software and hardware capabilities.
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Machine learning algorithms have been deployed in numerous optimization, 
prediction and classification problems. This has endeared them for 
application in fields such as computer networks and medical diagnosis. 
Although these machine learning algorithms achieve convincing results in 
these fields, they face numerous challenges when deployed on imbalanced 
dataset. Consequently, these algorithms are often biased towards majority 
class, hence unable to generalize the learning process. In addition, they 
are unable to effectively deal with high-dimensional datasets. Moreover, 
the utilization of conventional feature selection techniques from a dataset 
based on attribute significance render them ineffective for majority of the 
diagnosis applications. In this paper, feature selection is executed using 
the more effective Neighbour Components Analysis (NCA). During the 
classification process, an ensemble classifier comprising of K-Nearest 
Neighbours (KNN), Naive Bayes (NB), Decision Tree (DT) and Support 
Vector Machine (SVM) is built, trained and tested. Finally, cross validation 
is carried out to evaluate the developed ensemble model. The results shows 
that the proposed classifier has the best performance in terms of precision, 
recall, F-measure and classification accuracy.

Keywords:
Accuracy
Classifier
Ensemble
F-measure
Machine learning
Precision
Recall

1. Introduction

Machine learning (ML) and data mining (DM) 
algorithms present powerful statistical and probabilistic 
techniques that permit intelligent systems to learn from 
previous experiences [1]. This learning is critical for 
detection and identification of patterns in the underlying 

dataset. As such, they present vital mechanisms for 
discovering hidden relationships in sophisticated datasets 
[2]. Basically, ML and DM algorithms endeavour to offer 
reliability and trustworthiness in predictive models so 
as to boost precision and accuracy [2]. As such, these 
algorithms have found applications in optimization and 
prediction problems in communication networks and 

mailto:<vincentyoung88@gmail.com
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medical fields, among others. For instance, fuzzy logic 
(FL) and adaptive neural networks (ANNs) have been 
deployed in [3] for optimization while authors in [4] have 
utilized Multi-Layer Feed Forward Network (MFNN) and 
FL for prediction. On the other hand, MFNN has been 
deployed in [5] for target cell prediction, while FL has been 
utilized in [6] for efficiency enhancement. 

An adaptive neuro-fuzzy inference system (ANFIS) has 
been deployed in [7] for destination network prediction. 
Similarly, FL has been deployed in [8] for target network 
prediction, while neuro-fuzzy technique is presented in 
[9] for delay optimization. FL based estimation technique 
is presented in [10], while authors in [11] have developed 
a neural network system for predicting the number of 
users in a network. To boost quality of service (QoS) in 
5G networks, authors in [12] present ANN-FL scheme. 
Similarly, ANN algorithm is deployed in [13] for QoS 
and Quality of Experience (QoE) enhancement. ANFIS 
scheme is presented in [14] for handover optimization, 
while multilayer neural network (MLNN) technique 
is introduced in [15] for QoS and QoE enhancement. 
Similarly, ML based technique for optimizing QoS 
is presented in [16]. On the other hand, a multilayer 
perception neural network (MPNN) is presented in [17] for 
delay reduction. Similarly, a neuro-fuzzy based technique 
is developed in [18] for QoS optimization.

In the medical field, the application of ML algorithms 
for prediction and classification is on the increase [1]. This 
is specifically the case for cancer prediction, owing to the 
multi-facet nature of this disease. Here, ML techniques 
are critical for the extraction of useful information from 
heterogeneous, complex and large clinical data [19]. As 
explained in [20], ML techniques are also significant 
for psychopathology risk algorithms that are critical 
for preventive intervention. For instance, supervised 
ML techniques are vital for internalizing disorder (ID) 
early detection. Although many ML schemes have been 
developed for medical diagnosis, there is need to optimize 
and improve these algorithms [21]. One such improvement 
is ensemble learning in which a classifier comprises 
of a set of individual classifiers that are coupled with 
techniques such as majority voting [22]. Here, the ensemble 
classifier amalgamates the predictions of individual 
classifiers, and hence exhibit better performance compared 
with individual classifiers [23-25]. This can be attributed to 
the utilization of various decision making systems that 
deploy numerous strategies. Consequently, an ensemble 
classifier benefits from performance of diverse classifiers 
as well as the diversity of errors [26]. 

In this paper, an ensemble ML algorithm is developed 
for enhanced diagnostics in the medical field. To evaluate 

the developed ensemble algorithm, it is applied in breast 
cancer (BC) data. The choice of BC is informed by the 
fact that cancer is one of the leading causes of deaths 
worldwide. According to [1], BC is one of the most 
common types of cancer, whose recurrence prognosis 
is critical for patient survival rate enhancement. 
Consequently, there is need for the early stage prediction 
of BC. Authors in [27] point out that ML algorithms 
improvement in terms of effectiveness has received 
much attention. However, many cancer cases are still 
being diagnosed late [28]. As such, the predictive models 
for cancer diagnosis need to exhibit extremely low error 
rates for effective early diagnosis and treatment. In this 
environment, a need arises for the medical dataset to be 
carefully managed, owing to its complex nature [29]. Any 
form of predication errors will have serious consequences, 
and hence the need for accuracy enhancement in ML 
algorithms. The major contributions of this paper include 
the following:

•	 Neighbour Components Analysis (NCA) is deployed 
for feature selection so as to identify and eliminate 
irrelevant or redundant features.

•	 Five predictive models are formulated, trained and 
tested on the Wisconsin Diagnostic Breast Cancer 
(WDBC) dataset.

•	 A number of performance metrics are developed 
and deployed to evaluate the developed predictive 
models.

•	 The results show that the ensemble classifier 
comprising of KNN, SVM, DT and NB exhibits the 
best performance compared to individual classifiers.

The rest of this paper is organized as follows: Section 
2 details related work in machine learning algorithms and 
diagnosis, while Section 3 outlines the adopted system 
model. On the other hand, Section 4 presents the results 
and discussion of these results, while Section 5 concludes 
the paper and gives future directions.

2. Related Work

The deployment of machine learning algorithms for 
diagnostics has received much attention among medical 
practitioners. As such, numerous schemes have been 
presented in literature. For instance, neural network based 
ensemble classifier has been presented in [30] for heart 
failure detection, yielding high classification accuracy. On 
the other hand, authors in [1] have applied Random Forest 
(RF), Linear regression (LR), Multi-layer Perceptron 
(MLP) and Decision Trees (DT) for breast cancer 
prediction, with MLP yielding the best performance. 
Similarly, ANN, DT, support vector machines (SVMs), 
Naive Bayes(NB), and K-Nearest neighbor (KNN) have 
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been deployed for medical diagnosis [31]. Among these, 
ANN is noted to be the best in capturing correlations 
among attributes. A nested ensemble learning algorithm 
is developed in [32] for breast cancer diagnosis, while 
an ensemble classifier for kidney stone prediction is 
introduced in [33]. Similarly, a tree ensemble model is 
developed in [34] for colorectal cancer survival prediction.

An ensemble learning scheme is presented in [35] for 
hepatitis disease diagnosis, with results showing that this 
classifier performed better than individual ANN, ANFIS, 
KNN and SVM classifiers. An ensemble deep learning 
algorithm is developed in [36] for heart disease prediction, 
while an ensemble classifier comprising of Logistic 
Regression (LR), RF, Adaboost and KNN is introduced 
in [37] for diabetic retinopathy dataset classification. The 
results showed that ensemble ML model performed 
better than individual ML algorithms. On the other 
hand, an ensemble learner consisting of multiple deep 
convolutional neural networks (CNNs) is developed in [38] 
for pulmonary nodules classification. Similarly, ensemble 
learning technique is presented in [39] for diabetes 
diagnosis, while semantic segmentation and ensemble 
learning have been introduced in [40] for cardiovascular 
pathology assessment.

Genetic algorithm (GA) and RF have been utilized 
in [41] for BC detection, while a deep ensemble learning 
scheme is developed in [24] for Alzheimer’s disease 
(AD) prediction. Similarly, ensemble ML technique 
is introduced in [20] for internalizing disorders (ID) 
prediction, while an ensemble of neural network models is 
presented in [29] for Rheumatoid arthritis (RA) diagnosis. 
On the other hand, ensemble classifier is developed in 
[42] for heart disease prediction, while ensemble neural 
network models are utilized in [43] for medical captioning. 
An ensemble of deep learning and evolutionary 
computation is developed in [44] for coronary artery disease 
prediction, while an ensemble of Bagged Tree (BT), 
RF and AdaBoost is developed in [45] for heart disease 
prediction. In this classifier, Particle Swarm Optimization 
(PSO) is deployed for feature subset selection. The 
results showed that BT and PSO attained the highest 
accuracy. A hybrid of Fuzzy and KNN is deployed in 
[46] for heart disease prediction, while CNN model is 
amalgamated with recurrent neural network (RNN) in 
[47] for lung cancer prediction. An ensemble of CNN and 
RNN is developed in [48] for COVID-19 diagnosis, while a 
classifier combining CNNs and SVM is deployed in [49] for 
COVID-19 classification. On the other hand deep transfer 
learning scheme are coupled with three CNN models in 
[50] and [51] for COVID-19 diagnosis. Similarly, seven pre-
trained CNN classifiers have been introduced in [52] for 

COVID-19 diagnosis from X-ray samples.
Apart from ensemble classifiers, other ML algorithms 

have also been deployed for diagnostics. For instance, 
an improved ML is presented in [53] for heart disease 
prediction, while SVM has been developed in [54] for heart 
valve diseases diagnosis. On the other hand, a deep RNN 
model is presented in [55] for prostate cancer diagnosis, 
while CNNs have been utilized in [56] and [57] for lung 
cancer prediction. A deep neural network is introduced 
in [58] for COVID-19 diagnosis. Similarly, a deep CNN is 
presented in [59] for COVID-19 diagnosis.

Although conventional ML techniques attain admirable 
classification accuracies in medical diagnoses, their 
performance diminishes when presented with imbalanced 
dataset. This is normally the case in detection of minority 
category [31]. In addition, numerous factors negatively 
impact the performance of current classification models 
when applied to real data [29]. Such issues include class 
imbalance of the training dataset, and hence these models 
are often biased towards majority class. Consequently, 
they are unable to generalize the learning process. Another 
challenge facing majority of the ML algorithms is the 
handling of high-dimensional datasets, owing to lack of 
a framework that employs diverse data sources [36]. In 
addition, the utilization of conventional feature selection 
techniques from a dataset based on their significance 
render them ineffective for disease diagnosis. 

Although ensemble learning techniques perform 
exceptionally better than individual classifiers, optimum 
selection of diversity classifier members to form an 
ensemble, and the fusion of individual decisions of 
the base classifiers into a single decision present some 
challenges. On the other hand, the current deep learning 
feature extraction and classification models have 
limitations in both their feature extraction and weighting 
approaches. It is evident that major advances have been 
made in developing deep learning models, which are 
effective classifiers for detection of high-order data 
relationships to solve complex tasks. However, these 
models are curtailed by the fat-short property of transcript-
based data, which negatively impact their cancer diagnosis 
effectiveness.

3. System Model

This section presents the description of the deployed 
dataset, data pre-processing steps, ensemble classifier 
model and experimentation.

3.1 DataSet Description

The Wisconsin Diagnostic Breast Cancer (WDBC) 
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dataset is utilized in this paper. It has 699 instances with 
11 features as shown in Table 1. 

Table 1. Summary of Attributes

Attribute number Feature name Domain

1 Sample code number 1-683

2 Clump Thickness 1-10

3 Uniformity of Cell Size 1-10

4 Uniformity of Cell Shape 1-10

5 Marginal Adhesion 1-10

6 Single Epithelial Cell Size 1-10

7 Bare Nuclei 1-10

8 Bland Chromatin 1-10

9 Normal Nucleoli 1-10

10 Mitoses 1-10

Y Class 2 or 4

The class distribution comprises of 241 malignant 
(representing 34.48%) and 458 benign (representing 
65.52%) subjects. On the other hand, the target label falls 
into two classes which include benign (2) or malignant (4).

3.2 Data Pre-processing

Prior to the classification process, data cleaning was 
executed to eliminate or lessen noise in the data. During 
this process, 16 instances for the Bare Nuclei feature 
were found to be missing and hence were eliminated 
from the dataset. In addition, the Sample code number 
and Class features are irrelevant during the classification 
process and hence are eliminated. Consequently, only 9 
features and 683 instances remained, out of which 444 
were benign while 239 were malignant. Table 2 gives the 
basic statistics (mean and standard deviation-std) of the 
remaining features. 

Table 2. Attribute statistics

Feature name Average Std

Clump Thickness 4.44 2.82

Uniformity of Cell Size 3.15 3.07

Uniformity of Cell Shape 3.22 2.99

Marginal Adhesion 2.83 2.86

Single Epithelial Cell Size 3.23 2.22

Bare Nuclei 3.54 3.64

Bland Chromatin 3.45 2.45

Normal Nucleoli 2.87 3.05

Mitoses 1.60 1.73

To ensure that all features in the dataset have equal 
coefficients, the standard scalar was computed such that 
each feature has a mean of zero and variance of unity. This 
was followed by the Min-Max scalar computation that 
shifted the data in a way that all features have a domain of 
between zero and unity. 

3.3	Ensemble	Classifier	Model

In this paper, an ensemble classifier is constructed, 
consisting of KNN, SVM, DT and NB. As shown 
in Figure 1, an ensemble model consists of K single 
classifiers and each single model has N inputs. As such, 
the entire model has K*N input features and the output 
of this ensemble model is computed based on majority 
voting.

The classifiers of the proposed ensemble are individual 
KNN, DT, SVM and NB models. As such, four ensemble 
models can be established for classification, which 
include KNN ensemble (KNNE), DT ensemble (DTE), 
SVM ensemble (SVME) and NB ensemble (NBE). 
Consequently, the proposed ensemble model comprises 
of KNN, DT, SVM and NB classifiers. The DT model 

Fig.1: Generalized Ensemble Classifier
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groups data samples based on numerous questions, where 
the root of the tree comprises of all data samples. Here, 
the tree is generated through a recursive process as shown 
in Algorithm 1.

On the other hand, the NB algorithm is a probabilistic 
classification that derives its probability value by 
computing the frequency and value combinations from the 
dataset. The assumption made here is that all features are 
independent. Algorithm 2 gives the steps followed in this 
classification.

On its part, the KNN is a non-parametric classification 
algorithm whose input comprises of k, which is positive 
integer representing the number of classes in the 
underlying dataset. Here, the classification of input data 
is based on the majority of its neighbours. Consequently, 
input data is assigned to a class that is higher in its 
k-nearest neighbours as shown in Algorithm 3. The 
Euclidean distance D is utilized to measure the distance 
between data points.

On the other hand, SVM is a classification algorithm 
that employs subset of training data points in its decision 
function. These data points become support vectors 
and this algorithm has been demonstrated to be highly 
effective for high dimensional data. Algorithm 4 presents 
the steps necessary for the deployment of SVM.

As already alluded, the ensemble model comprises of 
KNN, DT, SVM and NB whose algorithms have been 
presented above. The fifth ensemble model consists of 
some clusters of these classifiers as shown in Figure 2. In 
this ensemble model, the input features fed to individual 
classifiers are replicated and similar to each cluster. 

In this paper, feature selection is executed using 
neighbour components analysis (NCA). The aim is to 
identify and eliminate irrelevant or redundant features 
so so as to remain with the most relevant ones. NCA 
was chosen due to its ability to maximize classification 
accuracy. It does this through dataset dimensionality 
reduction and hence achieves optimal objective function. 
Normally, the gradient-based optimizer is deployed for 
this purpose. Finally, the output of the ensemble model is 
obtained through majority voting strategy.
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3.3 Experimentations

During training and testing process, the dataset 
was portioned into 80% training instances and 20% 
testing instances. The goal is to classify the tumor 
either as malignant or benign. Feature selection is then 
accomplished using NCA before individual models are 
trained, tested and deployed to classify the dataset. This 
was followed by the deployment of the proposed ensemble 
model to classify the same dataset as shown in Figure 3. 

Figure 3. Flowchart of the Proposed Model

Thereafter, comparisons are executed to investigate the 
effectiveness of the proposed model. To accomplish this, 
accuracy, precision and recall are deployed as shown in Table 3.
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4. Results and Discussion

In this section, the training and testing results of the 
developed machine learning algorithms are presented. 
Table 4 shows the precision, recall and F-measure values 
obtained for the various classifiers. It is evident that the 
lowest value for precision was 94.21 which was recorded 
by NB classifier while the highest value for precision was 
99.12 which belonged to the proposed ensemble classifier. 
Regarding recall, NB had the lowest value of 94.28 while 
the proposed ensemble classifier had the highest value of 
99.45. On the other hand, 94.245 was the lowest F-measure 
value that was recorded by NB classifier while 99.285 
was the highest F-measure value that was recorded by the 
proposed classifier.

Table 4. Performance Comparisons

Classifier Precision Recall F-Measure

DT 95.07 95.23 95.150

SVM 98.15 98.26 98.205

NB 94.21 94.28 94.245

KNN 97.16 97.34 97.250

Ensemble 99.12 99.45 99.285

As shown in Figure 4, the proposed ensemble classifier 
had the highest values for precision, recall and F-measure. 
This was followed by SVM, KNN, DT and NB in that 
order. It is also clear that the values for recall remained 
the highest among other metrics in all the five classifiers.

Figure 2. Proposed Ensemble Classifier
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Figure 4. Performance Metrics Comparisons

Table 5 presents the values obtained for prediction 
accuracy during training and testing. It is clear from Table 
5 that during training, the highest value of accuracy was 
98.95% while the lowest value was 94.03. On the other 
hand, 99.27% accuracy was the highest during testing 
while 94.34% accuracy was the lowest during testing.

Table 5. Prediction Accuracy

Classifier
Prediction Accuracy (%)

Training Testing Overall

DT 93.65 94.91 94.280

SVM 97.98 98.56 98.270

NB 94.03 94.34 94.185

KNN 97.06 97.45 97.255

Ensemble 98.95 99.27 99.110

Based on Figure 5, NB classifier had the lowest overall 
classification accuracy of 94.185% while the proposed 
ensemble classifier had the highest overall classification 
accuracy of 99.11%. It is also evident that training had 
lower classification accuracy compared with testing phase.

Figure 5. Prediction Accuracy Comparisons

This disparity can be attributed to the lower percentage 
of instances of 20% that are used during testing compared 
to 80% instances during training. To validate the proposed 
ensemble classification model, 10 folds cross validation 
was executed. To achieve this, the entire dataset is 

portioned in 10 equal sets. Next, 9 of these sets are 
deployed for training while the remaining 1 set is utilized 
for testing the model. This process is repeated ten times 
with each of the ten sub-samples being used at least once. 
The results obtained are depicted in Figure 6 below.

Figure 6. Cross Validation

It is evident from Figure 6 that NB classifier had the 
least performance of 93.96%, followed by DT, KNN, 
SVM and the proposed ensemble classifier with 95.02%, 
97.11%, 98.79 and 99.39% respectively. Based on the 
results above, it is evident that the deployed NCA feature 
selection and majority voting in the proposed classifier 
boosted precision, recall, F-measure and classification 
accuracy. This explains the slightly better performance 
of the proposed ensemble classifier when compared with 
individual classifiers.

5. Conclusions

Many machine learning algorithms have been devel-
oped to aid in optimization, prediction and diagnostics. 
However, these machine learning algorithms have been 
noted to have numerous challenges that may impede 
their effectiveness. These challenges revolve around the 
feature selection methods, imbalanced datasets and ina-
bility of learning generalization, among other issues. For 
instance, ensemble models perform better than individual 
classifiers, but the ideal selection of diversity classifier 
members to construct an ensemble, and the fusion of 
individual decisions of the base classifiers into a single 
decision present some setbacks. On their part, deep 
learning models have issues with the deployed weighting 
schemes. Moreover, the fat-short property of transcript-
based data reduces the prediction accuracies of some 
of the deep learning models. The developed ensemble 
classifier deploys a more effective feature selection 
technique to eliminate irrelevant features from the dataset. 
The results show that this ensemble classifier is more 
effective when compared to individual classifiers such as 
NB, KNN, DT and SVM. Future work lies in the testing 
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of the developed classifier in different datasets to validate 
its effectiveness.
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Active

Reflective

Very weak (0) Weak (1) Moderate (2) Strong (3)

Very weak (0) Balanced Moderate Active Strong Active Strong Active

Weak(-1) Moderate Reflective Balanced Moderate Active Strong Active

Moderate(-2) Strong Reflective Moderate Reflective Balanced Moderate Active

Strong(-3) Strong Reflective Strong Reflective Moderate Reflective Balanced

Visual

Verbal

Very weak (0) Weak (1) Moderate (2) Strong (3)

Very weak (0) Balanced Moderate Visual Strong Visual Strong Visual

Weak(-1) Moderate Verbal Balanced Moderate Visual Strong Visual

Moderate(-2) Strong Verbal Moderate Verbal Balanced Moderate Visual

Strong(-3) Strong Verbal Strong Verbal Moderate Verbal Balanced
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Mobile devices are being deployed rapidly for both private and professional 
reasons. One area of that has been growing is in releasing healthcare 
applications into the mobile marketplaces for health management. These 
applications help individuals track their own biorhythms and contain 
sensitive information. This case study examines the source code of mobile 
applications released to GitHub for the Risk of Insufficient Cryptography 
in the Top Ten Mobile Open Web Application Security Project risks. We 
first develop and justify a mobile OWASP Cryptographic knowledge-
graph for detecting security weaknesses specific to mobile applications 
which can be extended to other domains involving cryptography. We then 
analyze the source code of 203 open source healthcare mobile applications 
and report on their usage of cryptography in the applications. Our findings 
show that none of the open source healthcare applications correctly applied 
cryptography in all elements of their applications. As humans adopt 
healthcare applications for managing their health routines, it is essential 
that they consider the privacy and security risks they are accepting when 
sharing their data. Furthermore, many open source applications and 
developers have certain environmental parameters which do not mandate 
adherence to regulations. In addition to creating new free tools for security 
risk identifications during software development such as standalone or 
compiler-embedded, the article suggests awareness and training modules 
for developers prior to marketplace software release.

Keywords:
OWASP mobile threats
Cryptography
Mobile application
mHealth
Healthcare
Android

1. Introduction 

Smart mobile devices such as phones and tablets are 
being integrated rapidly into human life. The device usag-
es range in mobility in that some are carried around daily 

for communications and others rest standalone to coor-
dinate and provide human interaction for smart devices. 
Mobile applications are therefore employed for a wide-
range of activities. The software assurance and resulting 
security risks of these mobile applications continue to 
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increase every year far out pacing legal regulations and 
ethical data training for the storage, use, and transfer of 
such private and sensitive information.

This paper explores building a knowledge-graph spe-
cific to mobile-device applications for the mobile risk 
of insufficient cryptography which can result in the loss 
of both data confidentiality and integrity. We report on 
a software assurance case study of healthcare specific 
mobile applications hosted on GitHub with respect to the 
OWASP Mobile Risk of Insecure Cryptography. Specifi-
cally we examine Android Java application source code as 
Android is reported to have over 2.8 billion active users 
with a global market share of 75 percent [1]. In fact, Curry 
[1] reports that over one billion Android smartphones were 
shipped in 2020. The loss of healthcare data confidential-
ity and integrity is further exacerbated with the fact that 
mobile applications can be connected to device identifiers 
and subsequently tracked. These aspects add higher de-
grees of risk to humans storing data and communicating 
information with mobile device applications.

2.	Literature	Review

Literature related to the OWASP Top 10 mobile risk 
of insufficient cryptography spans at least three pillars: 
software assurance, weakness analysis with ontology de-
velopment, and other mobile device cryptography studies. 

2.1 Cryptography Software Assurance

Software assurance specifically cryptographic best 
practices for software development one domain of litera-
ture for developing higher degrees of software assurance. 
A. M. Braga and R. Dahab [2] propose a methodology for 
development of secure cryptographic software agnostic to 
any programming language. The methodology is designed 
to provide a structured way to approach cryptography into 
secure development methods. The research is useful to 
inform the software development process and lifecycle.

Haney, Garfinkel, and Theofanos [3] identified chal-
lenges organizations face when developing cryptographic 
products. They are conducting a web-based survey of 
121 individuals representing organizations involved in 
the development of products that include cryptography. 
The research found that participants used cryptography 
for a wide range of purposes, with most relying on gen-
erally accepted, standards-based implementations as 
guides. Their surveys reported on participants developing 
their own cryptography implementations by drawing on 
non-standard based resources during their development 
and testing processes. These results show that perhaps due 
to the lack of adequate resources and standardized train-

ing, cryptographic development and software assurance 
remains challenging to implement correctly.

Damanik and Sunaringtyas [4] reviewed the Open Web 
Application Security Testing Guide to determine and de-
fend vulnerabilities identified in a web application, Sistem 
Informasi Akademik dan Pengasuhan (SIAP). Their re-
search was specific to one particular web application.

2.2 Cryptography Ontologies and Weaknesses

The development of known cryptographic weaknesses 
and ontologies is another literature domain. Bojanova, 
Black, Yesha [5] reported on Cryptography Classes in Bugs 
Framework (BF): Encryption Bugs (ENC), Verification 
Bugs (VRF), and Key Management Bugs (KMN) but 
building a novel BF ontology with cryptography concerns 
at the National Institute of Standards and Technology 
(NIST). The ontology is currently updated and is linked 
to related risks identified in the Common Weakness Enu-
meration (CWE) [6], for example the ‘CWE-780 Use of 
RSA Algorithm without OAEP.’ The NIST BF encryption 
ontology remains under development and is agnostic to 
mobile devices. 

Similar to categorizing weaknesses as in the CWE, the 
Common Vulnerability Enumeration (CVE) is a MITRE 
program to identify, define, and catalog publicly disclosed 
cybersecurity vulnerabilities. Lazar, Chen, Wang, and 
Zeldovich [7] examined reports to the 269 cryptographic 
vulnerabilities reported in the MITRE CVE from January 
2011 to May 2014. Their results show that 17% of the 
bugs were in cryptographic libraries, and 83% of the re-
ports were individual application misuses of cryptograph-
ic libraries. Overall, properly implementing cryptographic 
libraries and APIs remains a challenge across many do-
mains.

2.3 Mobile Application Cryptography Studies

Mobile application research studies for the improve-
ment of cryptography have been researched in the past 
few years. As cryptographic best practices change nearly 
annually, study reanalysis is necessary to keep pace with 
the changing cryptographic landscape. Egele, Brumley, 
Fratantonio, and Kruegel [8] introduced a static analysis 
tool CryptoLint to automatically check programs on the 
Google Play marketplace. They found that 88% applica-
tions of employing cryptographic APIs did not implement 
cryptography correctly.

Shuai, Guowei, Tao, Tianchang and Chenjie [9] intro-
duced Cryptography Misuse Analyzer (CMA). Gao, Kong, 
Li, Bissyandé, and Klein [10] introduced CogniCryptSAST. 
Singleton, R. Zhao, M. Song and H. Siy, [11] introduced 
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FIREBugs. These static analysis tools were built to identi-
fy weaknesses in cryptography development based on best 
practices of that timeframe.

Gajrani, Tripathi, Laxmi, Gaur, Conti, and Rajarajan 
[12] introduce sPECTRA as an automated framework for 
analyzing wide range of cryptographic vulnerabilities in 
Android finding that 90% of the applications analyzed had 
cryptographic weaknesses.

As cryptography industry requirements change rapidly 
with changes to language APIs and the identification of 
both novel attacks and found weaknesses, actual weakness 
identification through static analysis tool pattern matching 
also must be updated to reflect the changing industry land-
scape causing the need for program reanalysis based on 
current best practices, regulations, and industry needs. 

3. OWASP Top Mobile Risk Ontologies

The Open Web Application Security Project (OWASP) 
is a nonprofit foundation that works to improve the securi-
ty of software with global participation and collaboration. 
The organization creates a forum for industry, academic, 
and government leads to discuss current best computing 
practices. One of the projects maintained by OWASP is a 
list of the reported Top 10 Mobile Risks to mobile appli-
cations. The list notes security concerns for mobile appli-
cations’ data, internal/external device communications, 
among other risks. The actual OWASP risks have re-
mained since the last publication in 2016. The last risk it-
eration was a variation from the risks reported in 2014. Al-
though the risks remain the same, the supporting OWASP 
best practice guidance appears to be dynamically updated 
periodically. We develop a knowledge graph based on the 
OWASP guidance. A useful attribute of knowledge graphs 
is that they can expand with time so that we can see what 
has changed in security concerns over time. Building such 
a domain graph aids both software assurance tools and 
techniques. Deprecated security concerns can easily be 
traced in the graph along with design changes benefiting 
all phases of the secure software development lifecycle 
(sSDLC). 

3.1 2014 Threat 6: Broken Cryptography

The OWASP 2014 Mobile Threat 6 is Broken Cryptog-
raphy. Broken cryptography can potentially lead to data 
compromise in both confidentiality and integrity. To con-
trol data confidentiality, cryptography is primarily imple-
mented with key-centric encryption/decryption methodol-
ogies. To mitigate from data integrity risks, cryptography 
can be used to generate cryptographic message digests to 
numerically validate data. These techniques coexist with 

repudiation techniques, for example with digital signa-
tures. 

Other security concerns in the CIA-model revolve 
around data and service availability. Availability is typi-
cally controlled with other primary mitigation controls; 
however, if there exists a lack of direct mitigating con-
trols, further cryptographic weaknesses further expose 
services breaking defense-in-depth. 

Figure 1 shows our knowledge graph for the OWASP 
threat of Broken Cryptography, labeled M6_Broken_
Cryptography. Since the knowledge graph for the OWASP 
threat of Broken Cryptography is extensive, we review 
each sub-tree from Figure 1 in different figures, specifi-
cally Figures 2-9. Figure 1 is shown to give a full over-
view of the breadth and inter-connections for the OWASP 
threat.

From the perspective of an application, there are four 
main relationships for insufficient cryptography. First, in-
sufficient cryptography can potentially resultFrom device 
specific issues such as compromised hardware. In addi-
tion, insufficient cryptography can resultFrom cryptogra-
phy application programming interface (API) weaknesses 
or misuses. Third, insufficient cryptography can result-
From improper key generation and management. Forth, 
broken cryptography can resultFrom entirely not using 
cryptography when it is needed.

Cryptography algorithms with weak environment pa-
rameters, shown in Figure 2, can cause higher security 
risks. The mobile threat of broken cryptography due to 
the implementation of a weak parameters can resultFrom 
from four main issues. First, cryptographic parameters 
such as weak initialization vector (IV) and improper salts 
will increase the risk of the output cipher text to be easily 
decoded. Second, weak algorithms [13] (e.g. DES, 3DES, 
SHA1, MD5) are known to have exploits and have been 
deprecated by industry and the U.S. Federal government. 
Third, weak key generation (e.g. less than 128-bits, 
non-random, etc.) and management are also known sus-
ceptible to brute force attacks [14]. Fourth, other predictable 
environment components such as imported flawed librar-
ies or flawed cryptographic providers are means for se-
curity concerns. These four predominate issues can cause 
weak cryptographic output increasing the risk of informa-
tion exposure to the loss of integrity and confidentiality. 

Improperly implemented cryptography algorithms, 
shown in Figure 3, can cause higher security risks. Two 
main groups of algorithms that fall into this category are 
improperly implemented message digests and ciphers. 
Figure 4 shows sample best practice code for encryption 
from the Carnegie Mellon University Software Engineer-
ing Institute rules and recommendations [13].
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Figure 1. OWASP Mobile 2014 Threat: Broken Cryptography

Figure 2. Improper_Cryptographic_Algorithm_Parameters

Figure 3. Deprecated Algorithm Parameters

Five common risks can be specific to devices, our 
knowledge-graph can be seen in Figure 5. Although we 
show the relationship with broken cryptography in our 
knowledge graph, software analysis of these underlying 
concerns breaking cryptography are directions for future 
research. First, a common device specific concern is re-

lated to hardware—either directly through compromised 
hardware, or indirectly through a side channel attack 
on the system power analysis. This issue is difficult to 
detect in a mobile application unless a watchdog appli-
cation is involved but it faces similar issues. Insufficient 
hardware-specific power constraints can also cause in-
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effective cryptography. Devices can linger on networks 
for many years [18]. Device platforms may not be able to 
keep up with modern cryptographic requirements for mul-
tiple reasons [19]. Second, a rooted or jail-broken device 
compromises application access controls. In such cases, 
applications should detect that they are running on a com-
promised system. Third, tools that harvest keys and pass-
words from memory are another device specific concern. 
Fourth, and improperly constructed file system for data 
storage can result in broken cryptography. Lastly, lack of 
device and/or file based encryption can also cause broken 
cryptography.

Figure 4. Condensed CMU SEI AES Implementation [13]

Insufficient cryptography can also arise from not 
properly encrypting certain sensitive data (i.e. physical 
domain). This lack of sufficient cryptography can occur 
on an endpoint communication channel during transmis-
sion. This lack of sufficient cryptography can occur on 

device without device based encryption (DBE) as DBE 
is a feature of only Android 5 [20]. Google has also issued 
a warning for pre-Android5 devices which have been 
upgraded, “Caution: Devices upgraded to Android 5.0 
and then encrypted may be returned to an unencrypted 
state by factory data reset.” [20] DBE will be deprecated in 
future versions of Android, perhaps due to performance 
constraints [86]. Google currently has posted, “Caution: 
Support for full-disk encryption is going away. If you’re 
creating a new device, you should use file-based encryp-
tion.” [21] This lack of sufficient cryptography can occur 
on a file without file based encryption (FBE) [22]. Google 
has already issued OS version specific issues in relation to 
FBE. For example, the Android Application API currently 
reads, “Caution: On devices running Android 7.0-8.1, file-
based encryption can’t be used together with adoptable 
storage [22]”. On devices using FBE, new storage media 
(such as an external card) must be used as traditional stor-
age. Devices running Android 9 and higher can use adopt-
able storage and FBE [22].

Cipher keys and passwords are known to have soft-
ware assurance concerns for different reasons, as shown 
in Figure 6. First, keys may not be stored correctly (e.g. 
in Android KeyStore [14]) and therefore subject to com-
promise. An example of such a broken scenario is when a 
cryptographic key or password is stored in plaintext on a 
shared space next to the encrypted data. 

Weak keys are known to cause other insufficient cryp-
tographic problems. Second, the key derivation function 
may not be best practice, based on cryptographic random 
numbers, or have sufficient iterations. Third, the key 
length changes with industry best practices based on com-
putational power. In such cases, legacy systems relying on 
shorter keys increase the risk around real time brute force 
attempts [15]. Finally, key rotations may not follow best 
practices. 

Figure 5. Device Specific Issue
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Weak keys are known to cause other insufficient cryptographic problems. Second,
the key derivation function may not be best practice, based on cryptographic random
numbers, or have sufficient iterations. Third, the key length changes with industry best
practices based on computational power. In such cases, legacy systems relying on shorter
keys increase the risk around real time brute force attempts [15]. Finally, key rotations may
not follow best practices.

public static SecretKey generateKey() {
try {
KeyGenerator kgen =
KeyGenerator.getInstance("AES");
kgen.init(256);
return kgen.generateKey();
} catch (NoSuchAlgorithmException e)
{ throw new
IllegalStateException(e.toString());} }

Figure 7. Condensed CMU SEI Key Generation [14]

CMU SEI [16] provides an example of a more secure implementation for storing
passwords. Software can be analyzed by employing static analysis techniques (e.g.
context sensitive analysis, string analysis, variable propagation, etc.) to detect the
concerns on to password algorithms, iterations, salts, and other issues.

Figure 7. Condensed CMU SEI Key Generation [14]

CMU SEI [16] provides an example of a more secure 
implementation for storing passwords. Software can be 
analyzed by employing static analysis techniques (e.g. 
context sensitive analysis, string analysis, variable prop-
agation, etc.) to detect the concerns on to password algo-
rithms, iterations, salts, and other issues.

final class Password {
private SecureRandom random = …
private final int SALT_BYTE_LENGTH = 12;
private final int ITERATIONS = 100000;
private final String ALGORITHM =
"PBKDF2WithHmacSHA256";
/* Set password to new value, zeroing … */
void setPassword(char[] pass) throws …
byte[] salt = new
byte[SALT_BYTE_LENGTH];
random.nextBytes(salt);
saveBytes(salt, "salt.bin");
byte[] hashVal = hashPassword(pass, salt); …
} ...
/* Encrypts password & salt and zeroes both */
private byte[] hashPass (char[] pass, byte[]
salt)
throws GeneralSecurityException {
KeySpec spec = new PBEKeySpec(pass, salt,
ITERATIONS); …
SecretKeyFactory f =
SecretKeyFactory.getInstance(ALGORITHM);
return f.generateSecret(spec).getEncoded();} ...

Figure 8. Condensed CMU Passwords Implementation [16]

3.2 2016 Threat 5: Insufficient Cryptography
The OWASP 2016 Mobile Threat Insufficient Cryptography (IC) is the fifth risk,

labeled in Figure 9 as OWASP_2016_M5_Insufficient_Cryptography. The 2016 threat has
the same implications as the 2014 [17]. The knowledge graph shows that the same general
cryptographic concerns from 2014 directly translates into the risks of 2016, unlike many
other risks from 2014 that were rearranged, removed, or merged together in the 2016
OWASP list. Differences between the years lie in identified weaknesses within the
ciphers, digests, devices, and key management.

Figure 9. OWASP 2016 M5 Insufficient Cryptography

In summary, we have identified sub-areas where software assurance
methodologies can be developed and improved to detect the OWASP Mobile Threat of
Insufficient Cryptography. The standard Android encryption API calls include creating

Figure 8. Condensed CMU Passwords Implementation [16]

3.2	2016	Threat	5:	Insufficient	Cryptography

The OWASP 2016 Mobile Threat Insufficient Cryp-
tography (IC) is the fifth risk, labeled in Figure 9 as 

OWASP_2016_M5_Insufficient_Cryptography. The 
2016 threat has the same implications as the 2014 [17]. 
The knowledge graph shows that the same general cryp-
tographic concerns from 2014 directly translates into the 
risks of 2016, unlike many other risks from 2014 that 
were rearranged, removed, or merged together in the 2016 
OWASP list. Differences between the years lie in identi-
fied weaknesses within the ciphers, digests, devices, and 
key management.

Figure 9. OWASP 2016 M5 Insufficient Cryptography

In summary, we have identified sub-areas where soft-
ware assurance methodologies can be developed and im-
proved to detect the OWASP Mobile Threat of Insufficient 
Cryptography. The standard Android encryption API calls 
include creating keys, encrypting, and decrypting, are all 
detectable using assurance methodologies such as pro-
gram analysis.

4. Analysis Results 

We examined the source code of 203 mobile applica-
tions written to store, track, and communicate healthcare 
related data. Healthcare data is typically sensitive infor-
mation and is only regulated under certain conditions. For 
example, research shows that HIPAA and HITECH only 
apply to covered entities [23]. For data not covered under 
HIPAA, the FCC becomes involved when breaches affect 
> 500 individuals [24]. Smaller mobile applications, which 
may only serve a small population segment, may not fall 
under any regulations.

Specifically, we examined the source code of healthcare 
applications with publicly available source code to gain a 
sense of how they were implementing cryptography, if at 
all, in their programs.

The analyzed applications stored health data for many 
health-related concerns including mental health, pregnan-

Figure 6. Knowledge graph for weak keys concerns
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cy, exercise management, hypertension, among other sen-
sitive issues.

In total, we examined each application based on the 
knowledge-graphs reported in Section 3 to gain insights 
into these applications’ source code confidentiality and in-
tegrity security for data-at-rest. We applied pattern-match-
ing criteria to identify source code with concerns reported 
in our knowledge-graph.

Our main finding was that some of the 203 mobile 
applications made attempts at data-at-rest cryptography 
but were unsuccessful in perfectly implementing all data-
at-rest knowledge graph elements reported in Section 3. 
These weaknesses in implementation cause a breakdown 
in confidentiality and integrity for people storing, using, 
and transmitting their health data with any of these appli-
cations.

4.1 Application Cryptography Utilization

Historically there have been two main packages in 
the Oracle Application Programming Interface (API) for 
Java cryptographic implementations. The message digests 
(hash) functions, secure random number generator for 
cryptography, certificates, key management implementa-
tions are contained in the java.security packages, known 
as the Java Cryptography Architecture (JCA). The key 
generation, agreement, and cipher algorithms are con-
tained in the javax.crypto package, known as the Java 
Cryptography Extension (JCE). “Prior to JDK 1.4, the 
JCE was an unbundled product, and as such, the JCA and 
JCE were regularly referred to as separate, distinct compo-
nents. As JCE is now bundled in the JDK, the distinction 
is becoming less apparent. Since the JCE uses the same 
architecture as the JCA, the JCE should be more proper-
ly thought of as a part of the JCA. [25]” When analyzing 
source code, one key indicator of properly implemented 
cryptography is by employing the standard Oracle API. 
Implementing one’s own cryptographic algorithms can be 
successful but is highly prone to error.

Of the 203 mobile application source code analyzed, 
25 imported the Oracle API cryptography libraries in their 
java source code, with three of these applications import-
ing only cryptography policies, keys, or crypto related ex-
ceptions rather than importing libraries needed for cipher 
and/or hash algorithms. Analysis showed that a few source 
repositories may contain cryptography within embedded 
mobile application bytecode and is outside the scope of 
this research due to its low-likelihood that it adequately 
protects the confidentiality and integrity of the contained 
healthcare data.

4.2	Proper	Confidentiality	Implementations	

Confidentiality mitigation implementation which re-
sults in low risk of data exposure have many elements that 
need to be satisfied as reported in Section 3. In this section 
we report on the 22 mobile applications which imported 
the proper cryptography libraries. Of these 22 applica-
tions, only 10 applications imported JCE extensions. We 
report on these 10 applications cryptography implementa-
tions in the following subsections.

4.2.1 Proper Cipher Algorithms

One important aspect to properly implementing cryp-
tography is to employ the non-deprecated ciphers. Sheth 
[26] and CMU SEI [27] indicated that AES remains a com-
pliant symmetric key algorithm for storing data-at-rest. 
Other properly implemented algorithms such as RSA are 
not entirely wrong given certain data-exchange use cases 
but may not be the best choice meeting same-device data-
at-rest requirements. One application did interface with 
a blockchain therefore an RSA implementation could be 
needed. Of the 10 applications which imported JCE librar-
ies, 6 applications employed the AES (5 apps) only, RSA 
(1 app) only, and 2 applications used both AES and RSA 
algorithms. One application employed DES algorithm 
which has been deprecated for years. The remainder either 
had their own encryption generation or did not import JCE 
libraries for encryption.

4.2.2 Proper Cipher Modes

In general, a cipher mode of operation lowers risks 
of generating predictable ciphertext. Sheth [26] reports on 
GCM and CBC mode as having lower risks from crypta-
nalyses attacks. The JCR currently supports other non-
best practice mode operations, perhaps for legacy systems. 
Of the six applications that implemented non-deprecated 
ciphers, only four had known proper cipher modes im-
plemented. Two applications relied on the defaults by 
employing either Cipher.getInstance ("AES") or "RSA" 
which do not default to best practices as guided by CMU 
SEI [27]. Four applications properly implemented the 
symmetric cipher mode. One of these four proper imple-
mentations also had an improper implementation of their 
key storage using the symmetric algorithm with transfor-
mation string "AES/ECB/PKCS5Padding" for key storage 
rather than storing a salted hash of the password as de-
scribed by CMU SEI in Figure 7. Of the three applications 
with RSA implementations, one application employed the 
default “RSA” mode, one employed “ECB” mode, and 
one employed “NONE” mode subject to conflicting RSA 
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mode guidance.

4.2.3 Proper Cipher Padding. 

Padding schemes can be employed to pad cleartext into 
acceptable cipher algorithm block sizes. Sheth [26] reports 
the best practice of employing PKCS5Padding or OAEP-
With* padding schemas, although the JCR supports other 
non-best practice padding schemas. Of the applications 
with properly implemented modes, only one application 
properly implemented one of these padding schema. 

4.2.4	Other	Confidentiality	Parameters

Other best practice parameters to consider during the 
encryption processes are employing cryptographically 
random numbers as initialization vectors (IVs) (i.e., nonc-
es) [28,29]. Sheth [26] advised to make sure only a small num-
ber of plaintexts are encrypted with the same key and IV 
pair. The one application which properly implemented the 
symmetric cipher transformations string did not initialize 
the cipher with a cryptographically random IV therefore 
not implementing cryptography correctly.

4.3 Proper Integrity Implementations 

We examined all 203 applications for proper data 
integrity implementations. Integrity risks can be miti-
gated through the use of cryptographic hash algorithms. 
In cases where data is changing on a regular basis and 
cannot be properly compared against a known duplicate, 
non-deprecated hash algorithms are essential to protect 
data integrity. In the case of these applications which do 
not contain data snapshot cryptographic hashes, non-dep-
recated algorithms are essential. In addition, when storing 
cryptographic password hashes, best practice mandates 
minimum generation iterations (e.g. NIST [30] standards 
identify a minimum of 10,000 iterations based on com-
puting resources), certain creation algorithms, and adding 
randomness via salting. 

4.3.1 Proper Message Digest Algorithms

Current best-practices mandate SHA2 (with SHA-
512 or higher) or SHA3 family of cryptographic hash 
algorithms. We identified only 11 applications employing 
cryptographic hash algorithms, but all using MD5, SHA1, 
or other SHA algorithms below SHA-512 for integrity 
needs. Therefore, we were unable to identify any appli-
cations with proper cryptographic message digest algo-
rithms.

4.3.2 Other Integrity Parameters

Other integrity parameters to consider are needed when 
storing cryptographic password hashes as reported by 
CMU SEI in Figure 7. In such cases, the salting and itera-
tions are essential along with proper algorithms. We iden-
tified only one application attempting to store passwords 
correctly. The application applied a secure password 
generation algorithm of PBKDF2, but it was applied with 
only 100 iterations, which is below industry best practice 
standards such as NIST’s recommendation of at least 
10,000 iterations [30].

4.4. Other Cryptographic Issues 

During application analysis we identified some other 
ancillary cryptographic issues within the mobile applica-
tion source code. These findings may more appropriately 
belong in the OWASP secure storage knowledge-graph 
discussion, but since they include cryptographic tech-
niques, we will reference the issues. We identified two 
applications which had upgraded their internal database 
from the standard SQLite database that comes with the 
device to instead implement a more secure version, the 
net.sqlcipher SQLiteDatabase [31]. This particular imple-
mentation claims to add cryptography to the database so 
that stored information is not stored in plaintext as it is 
in the standard SQLite database. The library analysis of 
the sqlcipher database cryptography usage and respective 
key management is outside the scope of this research. A 
knowledge graph is ideal for representing hybrid security 
concerns where mitigations overlap such as cryptographi-
cally secure storage implementations, where if any part of 
the secure implementation contains weaknesses, the over-
all concept will be of high risk.

5. Future Work 

Best practice cryptographic implementations require 
community effort in maintain. Ancillary concerns such as 
cryptographic key generation and management and cryp-
tography in commonly imported libraries are areas of fu-
ture research. Similarly, cryptography encompasses certain 
aspects of data-in-motion however, there remains a vague 
distinction between the OWASP top ten threat of insuffi-
cient cryptography and other OWASP top ten threats, such 
as that of insecure communications. Knowledge-graphs 
can be useful to show longitudinal relationships between 
security concerns. These are other areas of future research. 
Lastly, the case study shows the importance of building 
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new tools and techniques to aid the secure software devel-
opment lifecycle to identify weaknesses in cryptographic 
implementations and provide secure software training—
whether developer or penetration testing. Currently, for 
example, penetration testing remains an art rather than 
science since the field lacks standardization. The creation 
of knowledge-graphs can be useful to provide standard-
ization and to add risk ratings to inform sector-wide risk 
likelihoods. There remains a lot of further research to de-
velop such standardized security ontologies.

6. Conclusions

This research examined the OWASP Top Ten mobile 
device security threats focusing on the OWASP Mobile 
Application Threat of insufficient cryptography. We first 
contributed the development of mobile device specific 
knowledge graph for insufficient cryptography. From the 
knowledge-graph we analyzed 203 mobile device appli-
cations source code uploaded to GitHub. The analyzed 
applications where healthcare applications that collect 
sensitive human information such mental health, exercise 
routines, pregnancy indicators, skin photographs, and 
other important body information needed for health. We 
were unable to identify any application that properly im-
plemented confidentiality and integrity needs. 

As our world becomes more interconnected, it is es-
sential that we build more robust tools to identify privacy 
and security weaknesses. Many different software and 
software developers at large, such as developers of free 
healthcare applications, are neither required by regulations 
to implement security features nor have access, awareness, 
or training for such security features. The industry need 
has become dire for creating access to security training 
and tools to develop more secure applications especially 
when applications store extremely sensitive information 
about humans greatly affecting both their own lives and 
those of their family. 

Conflict	of	Interest

The authors declare no conflict of interest.

References 

[1] Curry, D., 2021. Android Statistics (2021) https://
www.businessofapps.com/data/android-statistics

[2] Braga, A.M., Dahab, R., 2016. Towards a Method-
ology for the Development of Secure Cryptographic 
Software. 2016 International Conference on Software 
Security and Assurance (ICSSA). pp. 25-30.

 DOI: https://doi.org/10.1109/ICSSA.2016.12.
[3] Haney, J.M., Garfinkel, S.L., Theofanos, M.F., 2017. 

Organizational practices in cryptographic develop-
ment and testing. 2017 IEEE Conference on Commu-
nications and Network Security (CNS). pp. 1-9.

 DOI: https://doi.org/10.1109/CNS.2017.8228643.
[4] Nanisura Damanik, V.N., Sunaringtyas, S.U., 2020. 

Secure Code Recommendation Based on Code Re-
view Result Using OWASP Code Review Guide. 
2020 International Workshop on Big Data and Infor-
mation Security (IWBIS). pp. 153-158.

 DOI: https://doi.org/10.1109/IWBIS50925.2020.9255559.
[5] Bojanova, I., Black, P.E., Yesha, Y., September 25-

28, 2017. Cryptography Classes in Bugs Framework 
(BF): Encryption Bugs (ENC), Verification Bugs 
(VRF), and Key Management Bugs (KMN). IEEE 
Software Technology Conference (STC 2017), NIST, 
Gaithersburg, USA.

[6] MITRE, 2021. CWE-780 Use of RSA Algorithm 
without OAEP. https://cwe.mitre.org/data/defini-
tions/780.html

[7] Lazar, D., Chen, H.G., Wang, X., Zeldovich, N., 
2014. Why does cryptographic software fail? a case 
study and open problems. In Proceedings of 5th 
Asia-Pacific Workshop on Systems (APSys '14). As-
sociation for Computing Machinery, New York, NY, 
USA. Article 7, 1-7. 

 DOI: https://doi.org/10.1145/2637166.2637237
[8] Egele, M., Brumley, D., Fratantonio, Y., Kruegel, 

Ch., 2013. An empirical study of cryptographic misuse 
in android applications. In Proceedings of the 2013 
ACM SIGSAC conference on Computer & communi-
cations security (CCS '13). Association for Computing 
Machinery, New York, NY, USA. pp. 73-84. 

 DOI: https://doi.org/10.1145/2508859.2516693
[9] Shuai, S., Guowei, D., Tao, G., Tianchang, Y., Chenjie, 

S., 2014. Modelling Analysis and Auto-detection of 
Cryptographic Misuse in Android Applications. 2014 
IEEE 12th International Conference on Dependable, 
Autonomic and Secure Computing. pp. 75-80.

 DOI: https://doi.org/10.1109/DASC.2014.22.
[10] Gao, J., Kong, P., Li, L., Bissyandé, T.F., Klein, J., 

2019. Negative Results on Mining Crypto-API Us-
age Rules in Android Apps. 2019 IEEE/ACM 16th 
International Conference on Mining Software Repos-
itories (MSR). pp. 388-398.

 DOI: https://doi.org/10.1109/MSR.2019.00065.
[11] Singleton, L., Zhao, R., Song, M., Siy, H., 2019. 

FireBugs: Finding and Repairing Bugs with Security 
Patterns. 2019 IEEE/ACM 6th International Confer-
ence on Mobile Software Engineering and Systems 
(MOBILESoft). pp. 30-34.

 DOI: https://doi.org/10.1109/MOBILESoft.2019.00014.

https://www.businessofapps.com/data/android-statisticsC
https://www.businessofapps.com/data/android-statisticsC


31

Journal of Computer Science Research | Volume 04 | Issue 01 | January 2022

[12] Gajrani, J., Tripathi, M., Laxmi, V., Gaur, M.S., Con-
ti, M., Rajarajan, M., 2017. sPECTRA: A precise 
framework for analyzing cryptographic vulnerabil-
ities in Android apps. 2017 14th IEEE Annual Con-
sumer Communications & Networking Conference 
(CCNC). pp. 854-860.

 DOI: https://doi.org/ 10.1109/CCNC.2017.7983245.
[13] CMU SEI, 2021. MSC61-J. Do not use inse-

cure or weak cryptographic algorithms https://
wik i . se i . cmu.edu /conf luence /d i sp lay / java /
MSC61-J.+Do+not+use+insecure+or+weak+cryp-
tographic+algorithms

[14] Sabt, M., Traore, J., 2016. Breaking Into the Key-
Store: A Practical Forgery Attack Against Android 
KeyStore. in 21st European Symposium on Re-
search in Computer Security (ESORICS), Heraklion, 
Greece.

[15] Sincerbox, C., March/April 2014. Security Sessions: 
Exploring Weak Ciphers. [Online]. Available: https://
electricenergyonline.com/energy/magazine/779/arti-
cle/Security-Sessions-Exploring-Weak-Ciphers.htm

[16] CMU SEI, 2021. MSC62-J. Store passwords using 
a hash function https://wiki.sei.cmu.edu/confluence/
display/java/MSC62-J.+Store+passwords+us-
ing+a+hash+function.

[17] OWASP, 2021. Mobile Top 10 2016-M5-Insufficient 
Cryptography. [Online]. Available: https://www.
owasp.org/index.php/Mobile_Top_10_2016-M5-In-
sufficient_Cryptography.

[18] Cole, S., October 30 2018. New Study Suggests 
People Are Keeping Their Phones Longer Because 
There’s Not Much Reason to Upgrade. [Online]. 
Available: https://www.wsj.com/articles/upgrade-
no-thanks-americans-are-sticking-with-their-old-
phones-1540818000.

[19] Henry, J., 3 August 2018. 3DES is Officially Being 
Retired. [Online]. Available: https://www.crypto-
mathic.com/news-events/blog/3des-is-officially-be-
ing-retired.

[20] Google, 26 January 2019. Full-Disk Encryption. [On-
line]. Available: https://source.android.com/security/
encryption/full-disk.

[21] Google, 26 January 2019. Encryption. [Online]. 

Available: https://source.android.com/security/en-
cryption.

[22] Google, 1 January 2019. File-Based Encryption. [On-
line]. Available: https://source.android.com/security/
encryption/file-based.

[23] HHS, 2021. Covered Entities and Business Associ-
ates. https://www.hhs.gov/hipaa/for-professionAls/
covered-entities/index.html 

[24] FTC, 2021. Health Breach Notification Rule. https://
www.ftc.gov/enforcement/rules/rulemaking-regu-
latory-reform-proceedings/health-breach-notifica-
tion-rule

[25] Oracle, 2021. Java SE 14 Security Developer’s 
Guide. https://docs.oracle.com/en/java/javase/14/
security/java-cryptography-architecture-jca-refer-
ence-guide.html

[26] Mansi Sheth, 2017. Encryption and Decryption in 
Java Cryptography. https://www.veracode.com/blog/
research/encryption-and-decryption-java-cryptogra-
phy

[27] CMU SEI, 2021. DRD17-J. Do not use the Android 
cryptographic security provider encryption default 
for AES https://wiki.sei.cmu.edu/confluence/display/
android/DRD17-J.+Do+not+use+the+Android+cryp-
tographic+security+provider+encryption+default+-
for+AES

[28] CMU SEI, 2021. MSC63-J. Ensure that SecureRan-
dom is properly seeded https://wiki.sei.cmu.edu/
confluence/display/java/MSC63-J.+Ensure+that+Se-
cureRandom+is+properly+seeded

[29] CMU SEI, 2021. MSC02-J. Generate strong ran-
dom numbers. https://wiki.sei.cmu.edu/confluence/
display/java/MSC02-J.+Generate+strong+random+-
numbers

[30] Grassi, P., Fenton, J., Newton, E., Perlner, R., Re-
gensheid, A., Burr, W., Richer, J., 2017. National In-
stitute of Standards and Technology (NIST) Special 
Publication 800-63B https://pages.nist.gov/800-63-3/
sp800-63b.html

[31] Zetetic LLC, 2021. android-database-sqlcipher 
https://github.com/sqlcipher/android-database-sqlci-
pher

https://wiki.sei.cmu.edu/confluence/display/java/MSC61-J.+Do+not+use+insecure+or+weak+cryptographic+algorithms
https://wiki.sei.cmu.edu/confluence/display/java/MSC61-J.+Do+not+use+insecure+or+weak+cryptographic+algorithms
https://wiki.sei.cmu.edu/confluence/display/java/MSC61-J.+Do+not+use+insecure+or+weak+cryptographic+algorithms
https://wiki.sei.cmu.edu/confluence/display/java/MSC61-J.+Do+not+use+insecure+or+weak+cryptographic+algorithms
https://docs.oracle.com/en/java/javase/14/security/java-cryptography-architecture-jca-reference-guide.html
https://docs.oracle.com/en/java/javase/14/security/java-cryptography-architecture-jca-reference-guide.html
https://docs.oracle.com/en/java/javase/14/security/java-cryptography-architecture-jca-reference-guide.html
https://www.veracode.com/blog/research/encryption-and-decryption-java-cryptography
https://www.veracode.com/blog/research/encryption-and-decryption-java-cryptography
https://www.veracode.com/blog/research/encryption-and-decryption-java-cryptography
https://wiki.sei.cmu.edu/confluence/display/java/MSC02-J.+Generate+strong+random+numbers
https://wiki.sei.cmu.edu/confluence/display/java/MSC02-J.+Generate+strong+random+numbers
https://wiki.sei.cmu.edu/confluence/display/java/MSC02-J.+Generate+strong+random+numbers


32

Journal of Computer Science Research | Volume 04 | Issue 01 | January 2022

Journal of Computer Science Research
https://ojs.bilpublishing.com/index.php/jcsr

Copyright © 2022 by the author(s). Published by Bilingual Publishing Co. This is an open access article under the Creative Commons 
Attribution-NonCommercial 4.0 International (CC BY-NC 4.0) License. (https://creativecommons.org/licenses/by-nc/4.0/).

*Corresponding Author:
Chunhua Feng,
Department of Mathematics and Computer Science, Alabama State University, Montgomery, AL, 36104, USA;
Email: cfeng@alasu.edu

DOI: https://doi.org/10.30564/jcsr.v4i1.4374

ARTICLE		
Periodic Solution for a Complex-Valued Network Model with Discrete 
Delay

Chunhua Feng*

Department of Mathematics and Computer Science, Alabama State University, Montgomery, AL, 36104, USA

ARTICLE INFO ABSTRACT

Article history
Received: 21 January 2022
Accepted: 16 February 2022 
Published Online: 28 February 2022

For a tridiagonal two-layer real six-neuron model, the Hopf bifurcation 
was investigated by studying the eigenvalue equations of the related linear 
system in the literature. In the present paper, we extend this two-layer real 
six-neuron network model into a complex-valued delayed network model. 
Based on the mathematical analysis method, some sufficient conditions 
to guarantee the existence of periodic oscillatory solutions are established 
under the assumption that the activation function can be separated into its 
real and imaginary parts. Our sufficient conditions obtained by the mathe-
matical analysis method in this paper are simpler than those obtained by the 
Hopf bifurcation method. Computer simulation is provided to illustrate the 
correctness of the theoretical results.
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1. Introduction
Recently, various complex-valued network models 

with or without time delays have been studied [1-4,6-20]. 
For example, Ji et al. have investigated the following 
complex-valued Wilson-Cowan neural network model:

  (1)

By using proper translations and coordinate transfor-
mations, system (1) has been decomposed the functions 

and  into their real and im-
aginary parts, thus an equivalent real-valued system has 

been constructed. Then, the sufficient conditions for the 
Hopf bifurcation and its directions were provided [1]. Hang 
et al. have investigated a two-node network system as 
follows [2]:

  (2)

About the dynamical behaviors, local asymptotical 
stability and the Hopf bifurcation were studied, the 
important conditions of emergence of bifurcation were 
also given. Li et al. [3]extended a real-valued network 
model into a complex-valued model as the following:
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 (3)

Regarding the discrete time delay as the bifurcating 
parameter, the problem of the Hopf bifurcation in the 
newly-proposed complex-valued neural network model 
was investigated under the assumption that the activation 
function can be separated into its real and imaginary parts. 
Based on the normal form theory and center manifold 
theorem, some sufficient conditions which determine the 
direction of the Hopf bifurcation and the stability of the 
bifurcating periodic solutions were established. Zhang 
et al. have considered a complex value delayed Hopfield 
neural networks model [4]:

 (4)

By using the basic bifurcation theory of delay 
differential equations, and the theory of Lie groups, the 
authors have discussed the bifurcating periodic solutions. 
The existence of multiple branches of the bifurcating 
periodic solution was also provided.

 In this paper, we extend a real six-neuron network [5] to 
the following complex-valued model:

 (5)

where  are real numbers,  are 
activation functions, .We will discuss the 
dynamic behavior of the solutions of system (5).

We point out that the bifurcating method is not 
easy to deal with system (5) if all  are 
different real numbers. In this paper, by means of 
the mathematical analysis method, we discuss the 
periodic oscillation for system (5). For convenience, let  

( ) .  

Then the complex-valued system (5) can be expressed 
by separating it into real and imaginary parts as the 
following:

 (6)

Therefore, in order to discuss the periodic solution of 
model (5), we only consider the periodic solution of 
system (6). Suppose that the derivative of  

with respect to and exist, continuous, and 
, . Then the linearized system of (6) 

is the following:

 (7)

where  

,  

, .

The matrix form of system (7) is the following: 

 (8)
where  

. Both A and B are 12 
by 12 matrices as follows:
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2. Preliminaries

Lemma	1 Assume that  
when  while 

 when ,   
 is a nonsingular matrix, then system (6) has a 

unique equilibrium.

Proof An equilibrium  of sys-
tem (8) is a constant solution of the following algebraic 
equation:

 (9)
Since  is a nonsingular matrix, then system 

(9) only has zero solution according to the linear algebra 
basic theorem. Noting that  (k, j= 
1,2,...,6). Therefore, zero is a solution of system (6). 
Obviously, zero is the unique equilibrium of system (6)  
since   when  while  

 when .
Lemma	2 Assume that  (k, j=1,2, 

...,6) are continuous bounded functions, 
. Then all solutions of system (6) are 

uniformly bounded.

Proof Since  (k, j=1,2,...,6) are 
continuous bounded functions, then from system (6) we 
have

 (10)

where  are some positive constants. It is easily to 
see that all solutions of system (10) are uniformly bound-
ed since , implying that all 

solutions of system (6) are uniformly bounded.

3. Main Results

It is known that the instability of the trivial solution of 
system (7) guarantees the instability of the trivial solution 
of system (6). Thus, we have the following theorems.

Theorem 1 Assume that Lemma 1 and Lemma 2 hold  
for selecting parameter values of , , , 

. Let the eigenvalues of matrices A, B be   and  
 respectively. If there exists at least one 

eigenvalue  such that 

or  ,  where .  Then 
system (6) generates a periodic oscillatory solution.

Proof Obviously, we only need to consider the insta-
bility of the trivial solution of system (7). Suppose that 
the eigenvalues of matrix  are  then  

 , …, ,   
Therefore, the characteristic equation  corre-

sponding to system (8) is the following

 (11)

Noting that ,  and there exists some 
  or   thus system (11) has a positive real 

eigenvalue or an eigenvalue which has a positive real 
part. Therefore, the trivial solution of system (8) (or 
(7)) is unstable according to the basic result of delayed 
differential equation, implying that the trivial solution 
of system (6) is unstable. Since system (6) has a unique 
equilibrium point and all solutions are bounded, based on 
the extended Chafee’s criterion [21, 22], this instability of the 
trivial solution will force system (6) to generate a limit 
cycle, namely, a periodic oscillatory solution.

Now set , .  

Then we have
Theorem 2 Assume that Lemma 1 and Lemma 2 hold  

for selecting parameter values of , , , .  
If

 (12)
Then the unique equilibrium point of system (6) is 

unstable, implying that system (6) generates a periodic 
oscillatory solution.

Proof Similar to Theorem 1, we show that the trivial 
solution of system (7) is unstable, then the trivial 
solution of system (6) also is unstable. In system (7), let 

then we have
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 (13)

Corresponding to equation (13), we consider the 
following equation

 (14)

The characteristic equation associated with equation 
(14) is

 (15)
We claim that there exists a positive root of (15). Let  

. Obviously,  is a continuous  
function of . When we get  

 since On the other hand, there exists a suitably  
large say  such that  since  

 Based on the Intermediate Value Theorem,  

there exists a such that  
In other words,  is a positive characteristic root of 
equation (15). Therefore, the trivial solution of equation 
(14) is unstable. Noting that  So the instability 
of the trivial solution of (14) implies that the trivial 
solution of system (7) (thus system (6)) is unstable. This 
instability of the trivial solution such that system (6) has a 
limit cycle, namely, a periodic oscillatory solution.

4. Simulation Result

This simulation is based on system (6). We first select 
the parameters as  a3=0.48,  

   
  ,  

,  ,  ,    
, , , , , ,  

 ,  ,   
, , , , , ,  

. The activation functions  
, thus  

,  a n d 

 (k, j=1,2,...,6), time delay is 

0.5. We see that the eigenvalues of matrix B are 0.8903, 
-0.8903, 0.7645±0.6458 i, -07645±0.6558 i, 0, 0, 0, 0, 0, 0. 
Noting that there exists a positive eigenvalue .  
The conditions of Theorem 1 are satisfied. Based on 
Theorem 1, there exists a periodic oscillatory solution 
(see Figure 1). In order to see the effect of the time 
delay, we change time delay as 1.5, the other parameters 
are the same as in Figure 1, we see that the oscillatory 
frequency and oscillatory amplitude both are changed 

(see Figure 2). Then we change the activation function as 

 
, thus we still have  

 

a n d  ( k ,  j = 1 , 2 , . . . , 6 ) ,  t h e 

parameters are the same as in Figure 2, we see that 
the oscillatory frequency and oscillatory amplitude 
both are changed slightly (see Figure 3). This means 
that the activation functions effect the oscillatory 
behavior not too much. Now we select another set of 
parameters as  , , ,   

,  ,  ,  , 
, , , , ,  

, , , ,  
, , , , ,  , 

,  ,  ,  
, , , , , . 

The activation function is as in Figure 3, time delay is 0.6. 
We see that  .Therefore,  holds. 
Based on Theorem 2, there exists a periodic oscillatory 
solution (see Figure 4).

Figure 1. Oscillation of the solutions, activation function: 
tanh (z), time delay: 0.5.
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Figure 2. Oscillation of the solutions, activation function: tanh (z), time delay: 1.5.

    

Figure 3. Oscillation of the solutions, activation function: arctan (z), time delay: 0.5.

    

Figure 4. Oscillation of the solutions, activation function: arctan (z), time delay: 0.6.

5. Conclusions

The paper has discussed the oscillatory behavior of the 
solutions for a complex-valued neural network model with 
discrete delay. By means of the mathematical analysis method, 

two criteria to guarantee the existence of periodic oscillatory 
solution are provided which are easy to be checked. In 
this network, we decomposed the activation functions and 
connection weights into their real and imaginary parts, so as 
to discuss an equivalent real-valued system. The activation 



37

Journal of Computer Science Research | Volume 04 | Issue 01 | January 2022

functions affect the oscillatory behavior slightly.
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Latent fingerprints are the unintentional impressions found at the crime 
scenes and are considered crucial evidence in criminal identification. Law 
enforcement and forensic agencies have been using latent fingerprints as 
testimony in courts. However, since the latent fingerprints are accidentally 
leftover on different surfaces, the lifted prints look inferior. Therefore, a 
tremendous amount of research is being carried out in automatic latent 
fingerprint identification to improve the overall fingerprint recognition 
performance. As a result, there is an ever-growing demand to develop 
reliable and robust systems. In this regard, we present a comprehensive 
literature review of the existing methods utilized in latent fingerprint 
acquisition, segmentation, quality assessment, enhancement, feature 
extraction, and matching steps. Later, we provide insight into different 
benchmark latent datasets available to perform research in this area. Our 
study highlights various research challenges and gaps by performing 
detailed analysis on the existing state-of-the-art segmentation, enhancement, 
extraction, and matching approaches to strengthen the research.

Keywords:
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Forensics fingerprint database

1. Introduction

Data handling capacity has increased as a result of 
technological improvements, allowing for more reliable 
personal authentication systems. In the various civil, legal 
system, and forensics, fingerprint matching technology 
is widely used. Rolled or slap fingerprints are used in 
in-person authentication. This method was recently used 
in popular civil applications like India’s Aadhaar (UIDAI) 
project. Other law enforcement and criminal investigation 
include access-control systems, finance monitoring sys-
tems, border security systems, and forensic applications. 

Human activities can be identified by his behavior and 
physical attributes. Among physiological (DNA, iris, face, 
fingerprints) and behavioral (typing pattern, gait, voice) 
biometrics [1], the fingerprint is the most widely used in 
person recognition. This is due to their reliability, acces-
sibility, uniqueness, low cost, and sensor and algorithm 
maturity. In crime investigation, forensic professionals 
consider fingerprint matching to be a more reliable and 
extensively employed technique. In most cases, a person’s 
fingerprints do not change over time. Only if a person is 
exposed to cuts and wounds on the finger, whether inten-
tionally or accidentally, can change occur. Apart from fin-

mailto:uttamudeshpande@gmail.com
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gerprint matching, palm-print, hand geometry, face, iris, 
and signature are also successfully deployed and used in 
personal identification. This is due to their individuality, 
universality, and invariability [2] properties.

In fingerprint applications, precision in fingerprint 
identification is critical. Fingerprint identification, vali-
dation, feature extraction, and classification are indeed 
stages of the fingerprint recognition system. A feature 
extraction stage is used to identify fingerprints, which is 
then followed by feature matching. The feature extraction 
approach used for identification is used to match extract-
ed features. Fingerprint patterns are formed on the finger 
skin surface. Some of the features detected on fingerprints 
include ridge orientation-map, frequency-map, pores, 
dots, solitary points, and incipient. Aside from this, they 
contain various patterns such as Arch, Loop, and Whorl 
structures. These loops are then divided into nine differ-
ent types of classifications [3], namely right, left, double, 
the right pocket, left pocket, whorl, and mixed figure are 
examples. These traits are characterized as Level-1, Lev-
el-2, and Level-3 [4]. Singular points, ridgeline flow, and 
ridge orientation form level-1 features. Level- 2 features 
comprise minutiae. These are the details obtained from 
ridge bifurcations and endings. The minutiae make up the 
second level of features. The details gathered from ridge 
bifurcations and termination are as follows. Low-level 
information is included in Level-3 features. Level-3 el-
ements include sweat pore locations and ridge forms [5]. 
Figure 1 depicts these characteristics. Ridge orientation 
map refers to the direction of ridge and valley structure. 
Classification, augmentation, and filtering are all done 
with these features. The ridge frequency map is used to 
filter fingerprint data and is reciprocal to the ridge dis-
tance in the direction perpendicular to the ridge orienta-

tion. Singular points are discontinuities in the orientation 
field. After fingerprint registration, these are employed in 
classification. Core points and Delta points are two types 
of singular points. The core point is the uppermost com-
ponent of a curved ridge, while the delta point is the place 
where three ridge flows meet. Local discontinuities of the 
ridge structures are used to generate minutiae points. This 
is useful for verifying and authenticating people. During 
enrolment, a person’s fingerprint is captured using ink or 
live scan methods [6].

Latent fingerprints are accidentally left fingerprint im-
pressions on objects, and the pressure of fingertip contact 
on objects varies. As a result, the data received from fin-
gerprints are of poor quality and are directly not visible 
to human eyes. Overall, latent fingerprints pose different 
challenges compared to conventional fingerprint matching 
techniques. The results obtained may deviate from ideal 
to worst depending on the quality of the latent fingerprint. 
The fundamental reason for these outcomes is that minor 
details in latent patterns may be overlooked or corrupted 
by noise. Other obstacles include low image quality, poor 
texture, nonlinear distortion, inefficient matching tech-
niques, and a readily available latent fingerprint database. 
The most basic prerequisite of latent fingerprint image en-
hancement is to develop a new image that contains more 
image information than the original image for assessment. 
This aids in the identification, verification, and matching 
process. In most cases, latent fingerprint pictures are of 
poor quality and polluted by noise. The success of latent 
fingerprint matching depends on the results obtained from 
the feature extraction stage. Choosing the right method of 
feature extraction is thus a difficult and complex problem. 
Capturing, pre-processing, fingerprint feature extraction, 
and matching are all phases in a typical latent fingerprint 

Figure 1. Fingerprint features highlighting: (a) Level-1 and Level-2 features and (b) Level-3 features.
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matching system. 
Figure 2 depicts an example of latent fingerprint scans 

from the ELFT-EFS (Evaluation of Latent Fingerprint 
Technologies - Extended Feature Set) database [7]. In 
pre-processing step quality of the image is enhanced. 
Hence, ridge quality enhancement is done followed by 
segmentation to remove background noise from the ridge-
like patterns. The feature extraction step involves the 
extraction of Level-1, Level-2, Level-3, and extended 
fingerprint features from the latent image. Either specific 
or combination of these features is used for uniquely iden-
tifying latent fingerprints. In the matching step, the query 
fingerprint template is matched with the database to iden-
tify a person. Latent fingerprint identification systems can 
be semi-automated or fully automated. These techniques 
pose various challenges.

A. ACE-V Procedure

An automated fingerprint system can be created by 
following a set of standard methods for identifying latent 
fingerprint features and then having an expert examine 
the fingerprints manually to identify a person. The ACE-V 
(Analysis, Comparison, Evaluation, and Verification) 
technique is followed to examine the latent fingerprint 
manually [8]. The ACE-V approach is a consistent and 
structured method for comparing ridge impressions. 
ACE-V methodology is formed from four sequential 
phases. Namely Analysis, Comparison, Evaluation, and 
Verification. Knowledge gained after inspection of every 
step is applied in subsequent stages.

Manual observation of latent fingerprints is prone to 
inconsistency due to human participation [9]. This causes 
ACE-V procedure errors. This is a time-consuming, dif-
ficult process that can result in a biased outcome. These 
drawbacks can be overcome by automating the entire 
procedure. In circumstances where a large number of 

latent fingerprint needs to be matched automated latent 
fingerprint matching system can assist the experts. An 
Automatic Fingerprint Identification System (AFIS) is in 
its initial stages. ‘‘Lights-out’’ matching system [10] is in 
its development stage. For developing automated systems, 
researchers have to overcome several research challeng-
es. Some of these research challenges are classified as 
resource-based and algorithmic-based. Efforts are being 
made to completely automate the process. But developing 
a system that has the efficiency of a human eye, knowl-
edge, and decision-making ability is not an easy task. 

The main objective of this review study is to introduce 
the existing latent fingerprint matching algorithms, and 
highlight their advantages, limitations against the availa-
ble state-of-art algorithms. First, we analyze the existing 
state-of-the-art latent fingerprint segmentation, enhance-
ment, feature extraction, and matching methods. Next, 
we bring out important observations by emphasizing their 
salient features and research gaps in the methods proposed 
by various researchers. Later, we discuss the publicly 
available benchmark latent datasets helpful in carrying 
out research. Finally, the study concludes by highlighting 
future research opportunities available at different latent 
fingerprint identification system stages. Section 2 further 
talks over about the steps involved in an automatic latent 
fingerprint matching system in detail. Section 3 discusses 
the techniques for segmenting the latent image and spec-
ifies the various preprocessing steps involved in latent 
image processing. The quality assessment and enhance-
ment methods available for latent image feature extraction 
are highlighted in section 4. Section 5 explains different 
feature extraction techniques practised. Latent fingerprint 
matching methods are introduced in section 6. Section 7 
lists publicly available latent fingerprint databases. Section 
8 outlines the concerns and challenges in latent fingerprint 
matching, while Section 9 wraps up the study findings and 
offers some suggestions for future research.

Figure 2. Different latent fingerprint images.
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2.	Automatic	Latent	Fingerprint	Identification	
System 

The fundamental goal of an automatic latent fingerprint 
recognition system, as previously said, is to reduce hu-
man participation. An automated matching system should 
be designed to make it deterministic and to overcome 
the problem of subjective inconsistency. It should also 
be designed to reduce the matching time. The Integrated 
Automatic Fingerprint Identification System (IAFIS) is 
capable of holding 70 million criminal fingerprint subjects 
from different regions of the world, including 31 million 
civilian fingerprint subjects, 73,000 known and suspected 
terrorist fingerprints collected by the US law enforcement 
agencies [11]. The average response time for 73K crimi-
nal fingerprints is about 27 minutes. In comparison, the 
response time reported in 2010 for 61 million civil ten-
print submissions takes about an hour and 12 minutes. 
In comparison to manual matching, an automated latent 
fingerprint matching system should be able to give better, 
faster, and more deterministic results. The overall process 
of an automatic latent fingerprint matching system is de-
picted in Figure 3. Pre-processing, quality assessment as 
well as enhancement, feature extraction, and matching 
steps are all included. To identify and compare latent fin-
gerprints, feature extraction is critical. An automatic latent 
fingerprint matching system typically receives a digitally 
scanned or camera-acquired latent print as input [11]. With 
the advancement in high-performance GPUs, it is now 
possible to develop Deep Learning-based Convolution 
Neural Networks (DCNN) in several medical diagnostics 
applications [12] including latent fingerprints. With hard-
ware optimization, these DCNN algorithms can produce 

better results in lesser time. Digitized fingerprint data can 
help to transmit the data over remote systems for further 
processing and to perform recognition tasks. This poses 
serious concerns about a person’s privacy information 
[13]. Face recognition system based on digitized data has 
proved that a person’s identity can be achieved securely [14]. 

3. Pre-processing and Segmentation 

Preprocessing is done on a digital image to enhance the 
features of the fingerprint by suppressing unwanted noise 
and image features. The following 5 major techniques are 
widely used in pre-processing.

• The process of transforming a grayscale image to a 
binary image is known as “binarization”.

• To lessen the darkness of ridgelines, image thinning 
is utilized [15].

• Unraveling foreground fingerprint features from its 
background noise is called “Segmentation”.

• The histogram equalization technique is used to im-
prove contrast by boosting image intensities. Using 
this technology, low-quality latent fingerprint scans 
are upgraded to an acceptable level.

• Smoothing techniques are used to decrease noise in 
an image or to prepare it for subsequent processing.

Poor discrimination of information features and 
low-quality boundary foreground make the segmentation 
step a challenging one. Latent fingerprint segmentation is 
a process of marking the outline boundary, and is shown 
in Figure 4 (b)-(c) shows smudges and noises marked in-
side the boundary along with the outer boundary of latent 
fingerprint 4(a). 

Because segmentation is such an important stage, the 
major goal should be to reliably mark all foreground re-

 

 
Figure 3. Automated latent fingerprint recognition system.
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gions while decreasing background noise as much as fea-
sible. Research contributions made by several researchers 
can be classified as Non-convolution network (non-Con-
vNet) patch-based and convolution network (ConvNet) 
patch-based approaches.

A. Non-ConvNet patch-based approaches

Choi et al. [16] constructed orientation and frequen-
cy maps to use as reference points in evaluating latent 
patches in 2012. This dictionary lookup map was used to 
classify each patch into two classes. The classified patch-
es-based dictionary technique was carried out in 2014 
by Cao et al. [17]. In 2015, Ruangsakul et al. [18] proposed 
a Fourier sub-band method of segmentation. It further 
needs to be post-processed to fill gaps and eliminate is-
lands. Segmented output quality depends on dictionary 
quality and needs post-processing to make the masks 
smooth. Texture information was utilized by Liu et al. 
[19] in 2016 to develop linear density on a set of line seg-
ments. But this requires further post-processing. Features 
used in most of the methods are “handcrafted” and rely on 
post-processing techniques. Latent fingerprint cropping 
using deep neural networks has also been implemented.

B. ConvNet patch-based approaches 

Zhu et al. [20] used classification of patches using neural 
network framework in 2017. Ezeobiejesi et al. [21] used a 
stack of restricted Boltzmann machines in the year 2017. 
Apart from pre-processing techniques suggested to obtain 

thinned ridge patterns, various post-processing methodol-
ogies are listed to eliminate unwanted or noisy ridge pat-
terns present after ridge thinning. It is very important to 
eliminate such unwanted ridge patterns as their presence 
contributes to false minutiae. In 2018, Dinh-Luan Nguyen 
et al. [22] proposed a fully automated convolution neural 
network segmentation method SegFinNet. This combines 
a fully convolutional neural network and a detection-based 
approach to process the entire input latent image in one 
shot instead of using latent patches.

Recently in 2019, Asif Iqbal Khan et al. [23] proposed a 
CNN approach for classifying fingerprint patches. They 
trained fingerprint patches with false patch elimination 
using the Stochastic Gradient Descent (SGD) technique. 
False match remover learns “most of the neighbors” to 
delete faulty or wrongly classified patches to construct 
the Region of Interest (ROI). An experiment conducted 
on the IIIT-D database achieves 5.2% MDR and 13.8% 
FDR respectively. They observed that the proposed patch-
based segmentation system consumed more processing 
time. Some state-of-art segmentation algorithms are listed 
in Table 1. On the NIST Special Database-27 [24] and West 
Virginia University (WVU) latent databases [25], “Seg-
FinNet,” an automated segmentation method presented 
by Dinh-Luan Nguyen et al. [22], surpasses human latent 
markup and state-of-the-art latent segmentation algorithms 
[16,17,22,23]. Table 1 summarises the significant contributions 
made by several scholars to fingerprint pre-processing and 
segmentation.

Figure 4. Segmented latent fingerprint images. (a) Original image, (b) segmentation done on the outside boundary, and (c) 
segmenting the outline of latent fingerprint (yellow lines) with simultaneous marking of structured noise (blue lines) and 

smudgy region.
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4. Quality Assessment and Enhancement 

Before performing extraction, ridge flow enhance-
ment of a latent fingerprint is an extremely important and 
necessary procedure. To increase the quality of a latent 
fingerprint, the quality of the latent image is analyzed 
in this step, and enhancement is performed based on the 
assessment. Assessed data are used to determine wheth-
er the bare minimum of data is present to make a valid 
confidence match. FTE (Failure-To-Enroll) or FTR (Fail-
ure-To-Register) latent fingerprints that do not meet the 
criterion will be discarded [6]. These have no bearing on 
the precision of the matching system’s performance. Over-
all, the quality enhancement procedure reduces noise from 
a latent fingerprint image and improves its quality. This 
will aid the feature extraction procedure in completing its 
duty. Hicklin et al. [26] conducted the first investigation on 
the quality of fingerprint features in 2007. In 2008, Kari-
mi and Kuo [27] presented a Gabor filter-based approach 
for latent fingerprint picture segmentation and enhance-
ment. Yoon et al. [28] introduced a technique for manually 
indicating singular points and Regions of Interest (ROI) 
for latent fingerprint enhancement in 2012. Experiments 
carried out on NIST SD27 datasets influenced the orienta-
tion estimation and match accuracy. To boost fingerprint 
enhancement performance, they developed a more robust 
and improved ridge orientation estimation algorithm. 
They went on to build “lights-out” mode devices to assess 
the quality of a latent fingerprint. Based on the quality of 
the input latent image, this system may anticipate whether 
or not complete automatic identification is possible. To 
determine the latent quality, the authors looked into ridge 
quality, high-quality minutia patches, and a reference 
point. Feng et al. [29] presented a relaxation labeling tech-
nique in 2013 to overcome the problem of matched latent 
fingerprint orientation. The unique fingerprint orientation 
field estimation algorithm was developed using prior in-
formation of fingerprint structure. Set of genuine patches 
that aid in the acquisition of prior knowledge about fin-
gerprints. In 2014, Cao et al. [17] developed a method for 
improving fingerprints using a dictionary of high-quality 
ridges in 2014. To recreate the poor latent, the dictionary’s 
same ridge patterns (orientation and frequency) were used. 
Ezhilmaran and Adhiyaman [30] explored contrast enhance-
ment using an intuitionistic Type-2 fuzzy set later in 2016. 
They also devised an intuitive Type-2 fuzzy entropy algo-
rithm for latent fingerprint edge detection. In 2018, Jian Li 
et al. [31] introduced “FingerNet”, a CNN-based network. 
In FingerNet, they created an encoding convolutional 
component and two decoding deconvolutional compo-
nents. These blocks serve as augmentation and orientation 

branches. In 2019, I. Joshi et al. [32] proposed the use of a 
trained enhancer and discriminator in a Generative Adver-
sarial Network (GAN) for ridge structure amplification. 
The main research contribution made by various research-
ers in quality assessment and enhancement is tabulated in 
Table 1. State-of-art algorithm [17,29,31] provides better en-
hancement results compared to the research contributions 
discussed above.

5.	Latent	Fingerprint	Feature	Extraction

Fingerprint characteristics are the most exact rep-
resentation of any data in a fingerprint matching system. 
To maintain the uniqueness of fingerprint matching sys-
tems, particularly robust feature representation methods 
are required. In latent fingerprint matching, the feature 
extraction technique is the most important stage. Due to 
the low quality of latent pictures, it is critical to capture all 
aspects of the latent fingerprints to match them efficiently. 
Extraction of latent fingerprint features is a complex tech-
nique. Sankaran et al. [33] suggested an automated tech-
nique for extracting latent fingerprint minutiae. Using an 
unsupervised feature learning technique, the minutiae and 
non-minutiae patches are discriminated from high-quality 
images. Later, they did a comprehensive study in which 
he described the advantages of the automated hierarchical 
fusion approach and the simultaneous latent fingerprint 
database. Paulino [34] offered manually marked minutiae 
with mechanically retrieved minutiae for latent to full 
fingerprint matching to improve the accuracy of the NIST 
SD27 database. These characteristics are integrated to 
perform Scale Invariant Feature Transformation (SIFT) on 
a large portion of the foundation database while retaining 
latent matching accuracy via indexing. The following fin-
gerprint traits [6] are the most often employed in fingerprint 
recognition because of their limited data content and low 
quality of ridge information:

•	 Minutiae points - ridge termination and bifurcation.
•	 The singularities - Arch type (no singularity), Loop 

and Tented arch (one core and one delta), whorl and 
loop (two cores and two deltas).

•	 Region Of Interest (ROI) - It is a closed area that is 
limited at the external most trim of the latent.

•	 Ridge Orientation field - Represent the global struc-
ture of fingerprints.

The fingerprint feature can be classified into three 
levels: Level 1, Level 2, and Level 3. In comparison to 
Level 2 or Level 3 features, the Level 1 feature is the most 
extensively employed in latent fingerprint identification 
systems. For core point extraction of latent fingerprints, 
Su and Srihari [35] utilized a Gaussian process. Prior joint 
Gaussian distribution and regression methods were used 
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to derive the singular points and location, respectively.
Yao Tang and fellow researchers proposed the fully 

convolutional neural network (CNN) approach [36]. In this 
case, tiny points are fed into a CNN, which reclassifies 
them and calculates their orientations. Later, they created 
“FingerNet” a deep convolutional network that incorporates 
domain knowledge with deep learning representation. Tra-
ditional latent fingerprint feature extraction approaches that 
were tested on rolling and slap fingerprints were modified 
and combined into a basic unified network in a completely 
convolutional manner. On various minutiae orientation and 
distance settings, they got Precision, Recall, and F1 scores. 
Darlow et al. [37] proposed the “Minutiae Extraction Net-
work (MENet)” Deep-Convolutional Neural Network in 
2017 to learn a data-driven representation of minutia points. 
MENet is trained on a huge library to reduce manual data 
labeling and boost robustness. “MinutiaeNet”, an automat-
ed, robust minutiae extractor, was presented by Nguyen et 
al. [22] in 2018. MinutiaeNet is a domain knowledge-based 
deep network representation. Nguyen et al. created 
“CoarseNet”, a residual learning-based model, and “FineN-
et”, an inception-residual network, using domain knowl-
edge. Without a specified threshold, CoarseNet provides an 
automatic position and orientation of minutiae. FineNet is a 
patch-focused classifier that helps CoarseNet find and gen-
erate final findings. In 2021, U. U. Deshpande et al. [38] in-
troduced a CNN-based automatic minutiae extractor using a 
dynamic thresholding filtration algorithm to suppress false 
minutiae points. Researchers’ contributions are summarized 
in Table 1. In comparison to the other algorithms, the state-
of-the-art [22,34,36,38] algorithms perform better.

6.	Latent	Fingerprint	Matching	

The primary goal of a latent fingerprint matching pro-
cedure is to determine the degree of resemblance between 
the fingerprint under inquiry and the gallery fingerprint. 
The matching algorithm should try and increase the 
matching accuracy while decreasing dissimilarities.

Latent fingerprint matching can be classified into three 
families based on fingerprint features:

•	 Correlation-based matching: The similarity of two 
fingerprint images is computed by determining the 
correlation between corresponding pixels at different 
alignments.

•	 Minutiae-based matching: This is the most well-
known and widely used feature. The minutiae are 
extracted from the two fingerprints and placed on 
a two-dimensional plane. Minutia-based matching 
entails determining the relationship between the mi-
nutiae format and the information entered into pairs.

•	 Non-Minutiae feature-based matching: Minuti-

ae extraction is difficult in low-quality fingerprint 
photos. Different traits, such as ridge shape, may be 
isolated from more reliable minutiae. However, their 
distinctiveness and consistency are generally lesser. 

Jain et al. [10] presented minutiae points, unique points, 
ridge quality map, ridge flow map, ridge wavelength map, 
and skeleton characteristics for latent fingerprint matching. 
Sankaran et al. [33] created fusion and context switching 
frameworks for latent-to-latent fingerprint matching. Paulino 
et al. [34] demonstrated how to align two sets of minutiae, 
create correspondences, and generate a similarity score using 
a descriptor-based Hough transform. Liu et al. [39] presented 
feedback-based latent fingerprint matching from exemplar 
print. This is used in candidate list recovery from the data-
base and score level-based matching. 

Miguel Angel Medina-Pérez et al. [40] presented a clus-
tering technique based on minutiae descriptors to improve 
MCC, M triplets, and nearby minutiae-based descriptors. 
The “Latent Minutiae Similarity” (LMS), “Clustered La-
tent Minutiae Pattern” (CLMP), and “Ratio of Minutiae 
Triangles” (RMT) algorithms, developed by U. U. Desh-
pande et al. [41], are alignment-free and rotation/scale-in-
variant. They clustered minutiae structures around a ref-
erence minutia and generated minutiae invariant feature 
vectors to develop discriminative feature vectors needed 
for fingerprint matching.

In 2018, Cao et al. [42] achieved automated latent fin-
gerprint detection using the CNN (ConvNets) model. To 
estimate ridge flow, extract minutiae points, and build two 
minutiae templates as well as a texture template, ConvNets 
was employed. Furthermore, they proposed an improved 
algorithm that creates Virtual minutiae to account for missing 
minutiae and compensate for good minutiae points. Differ-
ent texture templates are provided by minutiae descriptors 
created for virtual minutiae. The technique enhanced the 
distinctness of simulated minutiae descriptors by classifying 
the patches from the original fingerprints. To build numerous 
texture templates, they used hierarchical graph matching, 
which increased the matching accuracy. Ezeobiejesi et al. [43] 
employed deep networks to build a patch-based latent finger-
print representation and matching in 2018. To learn the finest 
minutiae representations from picture patches, deep networks 
were used. Ezeobiejesi et al. calculated the similarity scores 
between latent and reference fingerprint patches using a 
distance method. Combining minutiae patch and similarity 
scores yielded the final matching score.

Nguyen et al. [44] created an end-to-end automated 
latent AFIS using ridge pores in 2019. Using a manual 
graph matching approach, the system determines the rela-
tionship between pore and minutiae features. 

Recently in 2020, U. U. Deshpande et al. [45] proposed 
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Table 1. Published works at different stages of latent fingerprint matching.

STEP STUDY METHOD DATABASE RESULTS

SEGMENTATION

Choi et al. [16], 2012.

The frequency of ridges and the orientation of the 
patches. Relies on the quality of the supplied image 

and the orientation estimation.
Drawbacks: Fingerprint quality and orientation 

field estimates determine the performance.

32K NIST 
SD27 and WVU 

Background 
fingerprints

Matching: With a 
Commercial of The Shelf 
(COTS) ten-print matcher, 

16.28 % on NIST SD27 
and 35.1 % on WVU were 

achieved.

Cao et al. [17], 2014.

Patch classification based on ridge flow 
enhancement of learned dictionary and smoothened 

mask using convex hull.
Drawbacks: A fully automatic segmentation 

system that does not require manual markup. The 
method depends on the learned dictionary and 

convex hull.

NIST SD27 
and WVU. 

Background: 32K 
images

Matching: 61.24% on NIST 
SD27 and 70.16% with 

COTS matcher

Dinh-Luan Nguyen 
et al. [22], 2018.

Automatic segmentation (SegFinNet) based on Full 
CNN (FCN) and detection-based fusion. Uses Non-
patch, Non-warp ROI, Visual attention, and Voting 

masks techniques. 
Drawbacks: A non-patch-based neural network 

operation on the complete image.

NIST SD27, WVU, 
Forensic database. 
Background: 100K 

images

Matching: With a COTS 
matcher, 70.8 % on NIST 

SD27 and 71.3 % on WVU;
Matching: 12.6% on NIST 
SD27 and 28.9% on WVU 
with Verifinger SDK 6.3 on 

27K images

Asif Iqbal Khan et 
al. [23], 2019.

Patch foreground and background classifier based 
on convolutional neural networks (CNN).

Drawbacks: Patch-based processing consumes a 
lot of time.

IIIT-D latent
Fingerprints.

MDR(+): 5.2%, FDR(-): 
13.8%. 

Match accuracy was not 
reported. 

QUALITY	
ASSESSMENT

AND
ENHANCEMENT

Yoon et al. [29], 2012. 

Short-Time Fourier Transforms (STFT) + 
RANSAC (randomized RANdom SAmple 

Consensus) on manually marked ROI
Drawbacks: A human expert or AFIS does the 

quality assessment.

NIST SD27 and 
WVU DB

Rejection of 50% on poor 
quality latent information 
and improved rank-100 

identification accuracy from 
69 to 86 %.

Cao et al. [17], 2014.

Ridge flow improvement approach based on 
a dictionary. The reconstructed fingerprint is 
computed, and the orientation and frequency 

elements are utilized to modify Gabor filters for 
fingerprint enhancement.

Drawbacks: Fully automated segmentation with 
no manual marking is required.

NIST SD27, WVU
Rank-1 identification 

accuracy of 61% (NIST 
SD27) and 70% (WVU)

Jian Li et al. [31], 
2018.

To extract fingerprint characteristics, use a 
convolution layer. For improvement (removing 

structured noise) and orientation operations, two 
distinct deconvolution layers are used (multi-task 

learning).
Drawbacks: When background noise is present, 

performance suffers.

NIST SD27 55% Rank-20 accuracy

FEATURE 
EXTRACTION

Paulino et al. [34],
2013.

Minutiae extraction and MCC descriptor-
based indexing of minutiae triplets using Ridge 

improvement
Drawbacks: An automated extractor was used 
to extract minutiae characteristics. Manually 

annotated minutiae (Level 2) characteristics to aid 
with fingerprint matching and alignment.

NIST SD27
Identification accuracy of 

33% for the Rank-10 order.

(Continues)
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STEP STUDY METHOD DATABASE RESULTS

FEATURE 
EXTRACTION

Tang et al.
[36], 2017.

To distinguish between minutiae and non-minutia 
patches, a CNN algorithm learns the fingerprint 
pixels. The minutia position is extracted using 

location regression.
Drawbacks: Reliable minutiae (level 2 

characteristics) that have not been segmented or 
enhanced. Candidate patches with minor details 

are excluded by the hard threshold, and candidate 
patches are generated and classified by the same 

network.

NIST SD27 
Precision - 63%, Recall - 
63.2%, F1 score - 0.631

Dinh-Luan Nguyen 
et al. [22], 2018.

Domain knowledge and deep network 
representation combined (MinutiaeNet). CoarseNet 

is built using domain knowledge and residual 
learning, while FineNet is built using an inception-

residual network.
Drawbacks: Extraction of minutiae is done 

automatically. Genuine minutiae candidate areas 
are deleted by adaptive threshold filtration with a 

static threshold value.

NIST SD27
Precision - 71.2%, Recall - 

75.7%, F1 score-0.734

U. U. Deshpande et 
al. [38], 2021.

A residual learning framework to automatically 
segment, enhance, and extract minutiae features. 
A dynamic thresholding filtration algorithm to 

eliminate false minutiae points.
Drawbacks: The suggested model struggled to 

detect actual minutiae near the fingerprint boundary 
or failed to identify fake minutiae.

 

NIST SD27
Precision-86.67%, Recall 
-92.85%, F1 score-0.896.

MATCHING

M. A. M. Perez et 
al. [40], 2016.

Clustering algorithm to improve Cylinder-Codes, 
m-triplets, neighboring minutiae-based descriptor.

Drawbacks: The minutiae descriptors have no 
impact on the minutiae cluster.

NISTSD27

Rank-1 identification of 
Cylinder-Codes was 68.6%, 
m-triplets was 68.2%, and 

nearby minutiae-based 
descriptor was 64%.

U. U. Deshpande et 
al. [41], 2021.

Alignment-free and rotation/scale-invariant LMS, 
CLMP, and RMT algorithms. 

Drawbacks: The fingerprint quality threshold has 
to be manually set. It requires a minimum of 8 

minutiae neighbors.

NISTSD27
Rank-1 identification of 
LMS - 88.8%, CLMP - 

93.80%, and RMT - 86.82%.

K. Cao et al. [42], 
2018.

For latent representation, ConvNets use two 
minutiae templates and one texture template. 
Virtual minutiae creation has been included to 

compensate for missing minutiae. 
Drawbacks: Using virtual minutiae, ConvNets 

were used to improve minutiae and extract minutiae 
descriptors.

NISTSD27
Rank-1 identification 
accuracy of 68.2%.

U. U. Deshpande et 
al. [45], 2020.

CNN based End-to-End matching model (CNNAI) 
developed by integrating it with Minu-ExtractNet 

[38] model.
Drawbacks: Matching accuracy highly depends on 

the trained model.

NISTSD27
Rank-1 identification 
accuracy of 84.5%.

MDR(+) : Missed Detection Rate, FDR(-) : False Detection Rate.

Table 1 (Continued)



47

Journal of Computer Science Research | Volume 04 | Issue 01 | January 2022

“Combination of the Nearest Neighbor Arrangement 
Indexing (CNNAI)”, an end-to-end Convolution Neural 
Network (CNN) matching model. To detect fingerprints, 
this approach uses a local minutiae representation. They 
integrated the CNNAI matching model with the previ-
ously established Minu-ExtractNet [38] to demonstrate its 
potential to provide effective match results without human 
involvement in an end-to-end framework. Table 1 high-
lights the important features of proposed latent fingerprint 
matching algorithms. It can be observed that the state-of-
art matching algorithm [40-42,45] performs better than other 
listed algorithms. Table 2 provides the details of the pub-
licly available fingerprint databases.

7.	Latent	Fingerprint	Databases
The lack of a publicly accessible public latent finger-

print database is a stumbling block to further study in this 
field.

•	 Card ink print, live scan fingerprint, multi-resolution 
fingerprint, multi-sensor fingerprint, and full finger-
print techniques are used to construct databases that 
are then made available to the public, among other 
issues. Print, live scan fingerprint, multi-resolution 
fingerprint, multi-sensor fingerprint, and full finger-
print techniques are used to create databases that are 
then made available to the public. 

•	 Capturing or collecting latent fingerprints is done 
by professionals. The unavailability of professionals 
makes this process time-consuming and expensive.

•	 Very few cost-effective techniques are available for 
lifting latent fingerprints.

•	 Simulating latent fingerprints in real-world settings 
is a difficult task. This is because latent fingerprints 
acquired at crime scenes will have a wide range of 
qualities. Creating databases with enough diversity 
by combining numerous sensors, diverse backdrops, 

and multiple sessions is a time-consuming proce-
dure.

Table 2 lists the public databases that can be used for 
research purposes. The WVU multimodal [25] database is 
a multi-session live scan fingerprint database. Tsinghua 
OLF [46], NIST SD-27A [24], IIIT-D SLF [47], IIIT-D latent 
fingerprint database [47], and IIIT-D MOLF (Multisensory 
Optical and Latent Fingerprint) Database [47] are some of 
the databases available. Databases are latent databases 
that have been collected several times with various back-
grounds and have distinct properties.

8. Summary 
There are many issues and challenges faced in latent 

fingerprint matching systems. These challenges are cate-
gorized as resource-based and algorithmic-based. 

Resource-based: As discussed in the previous section, 
the lack of available professional experts and publicly 
available databases form a major issue in latent fingerprint 
matching. Although very fewer numbers of trained experts 
are available; error-free matching is a challenging task. 
Similarly, creating a special database with sufficient varia-
bility in latent fingerprints poses many questions.

Algorithmic based: Generally, latent fingerprint imag-
es are of poor quality. This is due to uneven pressure on 
the object, loss of information while lifting the fingerprint, 
or overlapped fingerprints. If proper procedures are not 
followed it may lead to spoiling of the complete matching 
system. Hence, appropriate pre-processing techniques are 
needed to obtain clear fingerprint features which intern 
improve the overall quality of the image.

Another major challenge in the fingerprint matching 
method is to tackle the large latent fingerprint database 
within a reasonable time. A detailed study on recent re-
search contributions is highlighted after studying each 
stage. From the observations, it can be seen that the re-

Table 2. Fingerprint databases are available in public.

Capture type Database Classes Images Characteristics

Live-scan WVU multimodal [25] 272 7219
Capturing method: CrossMatch, Precise Biometrics, SecuGen sensors at  

500 dpi.

Latent

NIST SD-27A [24] 258 258
Manually annotated latent to exemplar fingerprint matching at 500 PPI and 

1000 PPI respectively.

Tsinghua OLF [46] 12 100 Overlapped latent fingerprints.

IIIT-D SLF [47] 180 420 Manually annotated simultaneous slap latent fingerprints captured at 500 PPI.

IIIT-D Latent
Fingerprint [47] 150 1241

Latent to latent slap fingerprints with 500 PPI captured using a high-resolution 
camera.

IIIT-D MOLF [47] 1000 19200 Manually annotated dap, slap, latent, and simultaneous latent fingerprints.
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search is in its early phase of every stage and there is a 
large scope for research contribution in the respective 
fields. From the results, it can be seen that the manu-
ally annotated semi-automatic technique can achieve a 
maximum matching accuracy of 74% on the NIST SD-
27 database. Whereas, End-to-End automatic fingerprint 
matching system produced the highest 84.5% Rank-1 
identification accuracy. Hence, a fully automatic latent 
fingerprint matching system can significantly contribute to 
civil, law enforcement, and forensic applications. 

9. Conclusions and Future Work

This survey provides detailed information on available 
latent fingerprint recognition methods. It also describes 
the issue and challenges of latent fingerprints. Both man-
ual matching and the automated system based on latent 
fingerprint matching are discussed. Their merits and de-
merits are pointed out to develop an improved automated 
matching system. Studies reveal that automatic latent 
fingerprint identification technology is still in its nascent 
stage and there is a vast scope for research contribution in 
different fields of latent fingerprint matching. Moreover, 
issues with available resources and algorithms have led 
to open challenges for future researchers. The primary 
objective of this paper is to introduce the existing latent 
fingerprint matching algorithms, highlight their advantag-
es and limitations against the available state-of-art algo-
rithms. Finally, the paper concludes by highlighting future 
research opportunities available at different stages of the 
latent fingerprint identification system.
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1. Introduction

In cities, the world’s population is rising at an expo-
nential rate, and the more people there are, the greater 
the strain on resources. Even though cities have medical 
resources and facilities, which are growing by the day, 
the level of adequacy has not yet been reached, putting 
an undue strain on government resources. Cities’ health-
care systems have evolved, bringing with them the nec-
essary solutions to lightning-related issues. Because a 
huge number of sensors are being used to produce a new 
multidimensional monitoring approach for the activity 
of a wide range of diseases, the new research represents 
a significant stride in e-health [1]. The real-world medical 
industry [2] is a major impediment to IoT integration. Lo-

rem’s students’ lives have several safety implications, and 
by lowering medical costs, it achieves that aim while also 
enhancing the accuracy of sickness prediction in general.
When applying IOT in the real world of healthcare, this 
piece presents a technical tune model, as well as lucrative 
worries used for uncomplaining reassuring and open space 
challenges [3].

The Learning (ML) / Deep Learning (DL) system has 
benefitted a variety of industries, including manufacturing, 
transportation, and government. In terms of population, 
DL has just exceeded the state. Computer visualisation, 
text analysis, and word processing are just a handful of 
the disciplines where art is flourishing. In addition, the 
ML/DL calculation approach is having a growing posi-
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tive impact on health-care delivery. Treatment of diseases 
has long been hampered by large-scale technology [4]. 
Body organ identification in medical imaging, long-range 
pneumonia categorization, lung cancer diagnosis, image 
reconstruction treatment, and brain tumour sections are 
just a few of the areas where machine learning and deep 
learning have made significant progress.

Clinician-assisted analysis has moved to the top of the 
list of potential application areas for ML/DL models, and 
several models have already been created to meet this de-
mand. In domains including clinical pathology, radiation 
therapy, eye diseases, and skin difficulties, human doctors 
are being phased out and replaced by DL models. Many 
studies have been published on DL models, which, ac-
cording to the findings, outperform human physicians in 
various areas [5,6]. Furthermore, technology and machine 
learning/deep learning may aid in the evaluation of results 
and the creation of intellectual solutions based on human 
intelligence. Peripheral medical services play a critical 
role in the modernisation of health-care technology in 
rural and low-income areas, and they make a substantial 
contribution [7,8].

2. Possible Method

This device can monitor a patient’s electrocardiogram 
(ECG), temperature, electromyography, and muscle activity 
in breathing, sweating, and blood sugar, as well as infections 
like arrhythmias, passion nerve diseases, muscular disorders, 
blood stress, and diabetes. Sensors can now be easily placed 
to the skin, and many sections of the body have seen con-
siderable improvements, so proceed with caution. Sensors 
implanted in the bodies of patients acquire a variety of physi-
ological data, including numerous physiological indices. The 
data are then delivered via a small handheld device running 
pre-purchased data and communications software. Sensors 
should be compact and light in weight to avoid getting in the 
way of the patient’s motions. Small, low-energy batteries are 
recommended for powering these sensors. This means that 
the sensors can be used indefinitely without needing to be 
sent or recharged. With the correct transmission components, 
transmitting patient data from the health center’s accurate 
and secure location should be doable. Bluetooth can be used 
to carry out the transmission. It is possible to activate the 
system’s connected devices via the hub, which can be done 
using a Smartphone. Figure 1 shows a possible data trans-
mission solution.

Figure 1. Data Transmission Approach

3. Conclusions

The proposed solution aims to give patients with bet-
ter-connected economic health services, allowing experts 
and doctors to build on this knowledge and reach more 
rapid and favourable conclusions for their patients, using 
IOT, machine learning, and a cloud-based information 
system. At any one time, the final model comprises all 
of the features that a doctor is looking for in a patient. 
As a result of the connected economic support to unwell 
nations, the suitable expert would take action against 
the healthcare victim in the clinic, resulting in shortened 
hospital lines and direct consultation with physicians, 
minimising contextual dependence, and allowing full use 
of the website. The proposed method’s main purpose is 
to provide patients with a high-quality financial existence 
that is linked to their services. 

Doctors may be able to use this information to deliver a 
rapid and cost-effective solution to their patients. Several 
features of the finished product allow the doctor to test 
the patient at any time and from any location. This would 
result in a financial benefit for sick persons who desire to 
go to the hospital and have doctor consultations in order 
to lower their family’s health-care costs.
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