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There are numerous studies about Z-numbers since its inception in 
2011. Because Z-number concept reflects human ability to make rational 
decisions, Z-number based multi-criteria decision making problems are one 
of these studies. When the problem is translated from linguistic information 
into Z-number domain, the important question occurs that which Z-number 
should be selected. To answer this question, several ranking methods have 
been proposed. To compare the performances of these methods, benchmark 
set of fuzzy Z-numbers has been created in time. There are relatively new 
methods that their performances are not examined yet on this benchmark 
problem. In this paper, we worked on these studies which are relative 
entropy based Z-number ranking method and a method for ranking 
discrete Z-numbers. The authors tried to examine their performances on 
the benchmark problem and compared the results with the other ranking 
algorithms. The results are consistent with the literature, mostly. The 
advantages and the drawbacks of the methods are presented which can be 
useful for the researchers who are interested in this area. 

Keywords:
Fuzzy Z-numbers
Ranking discrete Z-numbers
Ranking of Z-numbers
Relative entropy based ranking

1. Introduction

L. Zadeh introduced the Z-number concept to the lit-
erature in 2011 [1]. Actually, he was working on the topics 
combining fuzzy and probabilistic information such as 
probability measures with fuzzy events [2], fuzzy random 
variables [3], fuzzy sets and information granularity [4] 
before put forward the Z-number theory. He claims that 
Z-numbers can represent the rational decision making 
ability of the humans under uncertain conditions. Thus, 
a Z-number contains an uncertainty degree in addition to 

fuzzy information. A Z-number notation can be shown as
Z = (A, B) or Z = (X, A, B) (1)

X is a set of random variables, A is the restriction part 
on X and B is the reliability of A. (X, A) is similar for 
fuzzy researchers, because it is exactly the same with 
Type-I Fuzzy Logic. And addition of B part makes it 
Z-number. There is also an extension on Z-number shown 
as Z+-number. Whereas Z-number has reliability degree B 
on A, Z+-number has probability distribution of reliability 
degree, B on A. 

In recent times, the concept of Z-number is gaining 

mailto:firat.bilgin@ege.edu.tr
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much popularity among the researchers. Firstly, generat-
ing Z-number was an open issue. For solving this, ordered 
weighted averaging operators(OWA) based and logistic 
regression based studies were made [5,6]. Although there 
were studies about generating Z-number, most of them 
about Z-number were linguistic [7-9]. We know that the 
fuzzy systems are good for translating linguistic knowl-
edge into mathematics [10]. After creating Z-number fuzzy 
if-then rules from the linguistic information, Z-number 
based calculations play a vital role. For doing these cal-
culations, R. Aliev et al. showed up the formulas for basic 
algebraic operations such as addition, subtraction etc. [11].  
All Z-numbers can be translated into linguistic expres-
sions or vice versa. In this situation, each Z-number con-
tains linguistic or mathematical restrictions. Combining 
these restrictions with probabilistic restrictions, the prob-
ability distribution of the Z-number can be obtained [12].  
After having a command of fundamental Z-number terms 
and calculations, some linguistic based studies have been 
done. Using Z-number in control problem was one of 
these studies. In 2018, R. Abiyev et al. controlled an om-
nidirectional soccer robot with linguistic Z-number rule 
base[9]. In 2019, M. Shalabi et al. modelled and controlled 
automotive air-spring suspension system with Z-number 
based fuzzy system [13]. In 2020, M. Abdelwahab et al.  
worked on trajectory tracking of a mobile robot with 
Z-number [14]. As another branch of work, W. Jiang et al.  
proposed a novel method combining Z-number with 
Dempster - Shafer evidence theory and they made an 
application in sensor data fusion problem [15]. As a cluster-
ing/classifying problem, Z-number was used with fuzzy 
c-means and k-means clustering, respectively [16,17]. The 
effectiveness of the proposed methods was shown on 
well-known datasets such as iris dataset, wine dataset etc.

As the Z-number based studies are examined in the 
literature, we make calculations with Z-numbers accord-
ing to the rule base and we get another Z-number in final. 
To use final Z-number, B. Kang et al. proposed a method 
for converting Z-number into classical fuzzy number [18]. 
Lastly, the researchers have said that converting Z-number 
into a crisp number may cause information loss. There-
fore, using it as Z-number form is more preferable [19].  
For doing this, we need Z-number based if-then rules 
and Z-number based inference engine. At the moment, 
there is not any study about Z-number inference without 
converting Z-number into crisp number. Instead of this, 
ranking Z-numbers are more popular. And there are stud-
ies on multi-criteria decision making problems by ranking 
Z-numbers [20,21]. The results of these applications are 
mostly consistent with the studies done by mathematical 
and classical fuzzy operations. But, the issue about this 

type of works is that there are so many different decision 
making problems. So, comparing the performances of the 
proposed ranking methods is impossible. To make this 
possible, a Z-number fuzzy set has been created. Thus, 
the researchers can try their proposed method on this set 
and compare the results with the other methods. As in 
other Z-number applications, there are two approaches for 
ranking of Z-numbers. First one is converting Z-number 
into classical fuzzy, then ranking obtained fuzzy number. 
The second one is done without converting Z-number into 
classical fuzzy. In 2014, D. Mohamad et al. converted 
Z-number into generalized fuzzy number(GFN) because 
of simpler calculations and they used the standard devi-
ation of GFNs to order them [22]. In 2015, A. Bakar and 
A. Gegov called their work as multi-layer decision meth-
odology. According to them, conversion process, from 
Z-number to fuzzy number, is realized in the first layer 
and in the second layer ranking process is realized. For 
ranking process, they used centroid point in addition to 
the spread, called CPS [23]. In 2017, S. Ezadi and T. Allah-
viranloo proposed a method to rank fuzzy numbers. The 
method is based on hyperbolic tangent function and con-
vex combination. They turned Z-numbers into generalized 
normalized fuzzy numbers(GNFS) with B. Kang’s formu-
la, and then tried to rank converted fuzzy numbers with 
their proposed methods [24]. Later, S. Ezadi et al. proposed 
another method to rank fuzzy numbers by using the sim-
ilarity between hyperbolic tangent and sigmoid function. 
By converting the Z-numbers into GNFS, they adapted 
their method into ranking of Z-numbers [25]. In 2017, Jiang 
W. et al. proposed a novel method to ranking GFNs. Ac-
cording to this method, a score function is produced based 
on the centroid of the membership function, spread and 
Minkowski degree of fuzziness. And the ranking process 
is realized with produced score value. For ranking Z-num-
bers, they made some assumptions. According to them, 
the constraint part of Z-number is more important than the 
reliability part and it must be the main part of a Z-num-
ber. Therefore, the weight of constraint part should be 
greater than the weight of the reliability. In addition, the 
information of Z-numbers should be retained without con-
verting into fuzzy or crisp numbers. In the light of these 
assumptions, they obtained scores for both constraint and 
reliability part via their proposed method, and they com-
bined these scores with a formula by considering the dis-
tance between scores and a reference point [26]. In 2020, R. 
Chutia proposed a method to rank GFNs according to the 
concept of value and ambiguity. They obtained values and 
ambiguities for both constraint and reliability part. After 
that, they combined the scores as in the method of Jiang W. 
et al. [27].
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There are new methods which are relative entropy of 
Z-numbers [28] and a method for ranking discrete Z-num-
bers [29]; but, these methods were not tried on the bench-
mark set of fuzzy Z-numbers before. In this paper, we 
examine the performances of these methods on ordering 
Z-numbers. According to the results, we want to present 
the drawbacks and advantages of these methods.

2. Materials and Methods

2.1 Materials

The materials of this study are Z-numbers. Let Z1 and 
Z2 be two Z-numbers defined as 
Z1 = (A1, B1) and Z2 = (A2, B2) (2)

 (3)

In Equations (2) and (3),  and  are the membership 
functions of a Z-number where A defines fuzzy part of a 
variable which are  and B defines the reliabil-
ity of A. Since we have two Z-numbers, s=1, 2.  ,  

 are the membership degree of given varia-
bles whose indices are i=1,2,…,m and j=1,2,…n. 

Instead of Equation (3), we will use more compact 
expression to show Z-numbers. Most of time, the fuzzy 
membership functions are triangular, trapezoidal, Gauss-
ian etc. And the benchmark fuzzy sets in this work only 
consist of triangular and trapezoidal membership func-
tions. For example, a triangular membership function of 
reliability, B, can be described as given in Equation (4).
B = (0.6, 0.8, 1.0; 1.0) (4)

The first three component of B describes the critical 
values and the last component of B, describes the peak 
membership value of B as seen in the Figure 1.

Figure 1. Triangular membership function given in Equa-
tion (4).

As in triangular membership function, sample trapezoidal 
membership functions can be written as in Equation (5).
B = (0.4, 0.8, 1.0; 1.0) (5)

As in Equation (4), the first four components of Equa-
tion (5) give the critical values and the last component of 
B, corresponds to the peak membership value of B as seen 
in the Figure 2.

Figure 2. Trapezoidal membership function given in 
Equation (5).

2.2 Relative Entropy of Z-numbers

L. Yangsue et al. suggested to use relative entropy for 
ranking Z-numbers. Because the paper is based on the 
entropy, the underlying probability distributions of the 
Z-numbers must be found before attempting to find rela-
tive entropy. We do not know the underlying probability 
distributions; but, according to L. Zadeh, there are some 
restrictions about Z-numbers, called Z-restriction, such as

 (6)
This information can be formulated as given in Equa-

tion (7).

 (7)

The second restriction is given in Equation (8) if the 
centroids of  and  are coincident.

 (8)

And we know the probability restrictions as in Equa-
tion (9).

 (9)

There can be more than one solution that satisfies these 
restrictions. So, the solution that gives maximum Shannon 
entropy is chosen.

 (10.a)

Or in other words,

 (10.b)

In continuous form, it is hard to solve this equation 
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subject to given equalities and inequalities. To overcome 
this issue, some assumptions are made such as discretiza-
tion or having Gaussian probability distributions. But, we 
do not have any information whether the probability dis-
tribution is Gaussian, uniform etc. So, by making the cal-
culations discrete form, we hope that the obtained solution 
is close to continuous probability distribution with ad-
missible error. Note that there will be n solutions for ,  
because there are n pieces of v value in Equation (3).

After getting the probability distributions  and ,  
the relative entropy must be calculated as step two. For 
calculating this, the authors used Kullback - Leibler diver-
gence. The divergence is defined in Equation (11.a) and 
(11.b).

 (11.a)

 (11.b)

In meaning, the divergence, , gives the infor-
mation gain if  is used instead of . As third step, the 
authors proposed to create another fuzzy subset with ob-
tained relative entropy values as follows.

 (12)

 (13)

We mentioned about there are n probability distribu-
tions for each . And here,  is the relative en-
tropy between  probability distributions of  and .

The centroid of these subsets will be the score of each 
Z-number. According to this score, ranking process will 
be realized. The Z-number with greater score will have a 
better rating in ranking.

2.3 A Method for Ranking Discrete Z-numbers

Gong Y. et al convert the Z-number into classical fuzzy 
set, and then try to rank different Z-numbers. Unlike the 
other works in the literature, they proposed a different 
method to convert Z-number into classical fuzzy instead 
of B. Kang’s conversion formula. According to them, 
the reliability part, B, is the weight of the constraint part 
A. But, not just the values of B affect the weight, other 
criteria such as range (cardinality), linguistic order of the 
fuzzy set should be important to determine the weight. At 
the first step, measure of uncertainty, , is calculated 
as follows.

 (14)

Here  is the number of elements (cardinality) that 
 have.  is the complementary set of  as in Equation 

(15).

 (15)

According to the authors, there are linguistic fuzzy 
clusters both for reliability and constraint part. Here,  
is the number of these fuzzy clusters for reliability part 
and  is the order of  in . To illustrate, 
assume a fuzzy set .

 (16)

Here,  =4 and =1.
We know that  is the measure of uncertainty, 

 gives the measure of certainty, analogously.
At the second step, the constraint part can be weighted 

with , and the new fuzzy set, , occurs as a result 
of this process.

 (17)
For ranking discrete fuzzy sets, H. Basirzadeh et al. 

proposed a method in 2012 [30]. Gong Y. et al. followed the 
same procedure to rank  in their work. According to 
this method, the regions where the membership function 
increases or decreases are checked. And an α-value is de-
fined as follows.

 
 

(18)

For both of the regions, increasing and decreasing, a 
score is calculated. For increasing part, the score is, .  
For decreasing part, the score is, . They are given be-
low equations.

 (19)

 (20)

And the total score of Z-number is the sum of   
and .

 (21)

As in relative entropy based ranking method, the Z-number 
with greater score will have a better rating.

The main disadvantage of this method is that it needs 
 and number of fuzzy clusters, . If we want 

to rank just two Z-numbers, the multiplier will be 0.5 
and 1.0 from Equation (15). Even if the reliability parts 
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of Z-numbers have small differences, the difference be-
tween multipliers will be enormous. Moreover, assume 
two Z-numbers that have B parts, B1=(0.4,0.6,0.8) and 
B2=(0.4,0.5,0.7,0.8). These are so similar and they may 
be called with same linguistic information “sometimes”, 
although they are different membership functions. In this 
situation, how we will decide to order of these Z-numbers 
is another important issue. Thus, we proposed an exten-
sion to overcome this drawback. It is known that the range 
of membership functions is between [0,1]. Even if it is not 
in this range, it can be scaled by normalization.

As a first step, we will divide [0,1] into 20 parts with 
0.05 steps. Thus, the  will be equal to 20 whatever 
the Z-number is. To determine , the centroid 
method will be used, centroid of Bs can be found via 
Equation (22). To which region the centroid is closer, the 
number of that region corresponds to the .

 (22)

 is used in Equation (15) to calculate the 
weight, . By arranging the  in the 
method proposed from Gong Y. et al., we have aimed to 
obtain more accurate weight term. With this improvement, 
we are expecting the minor differences that roots from 
the reliability membership functions can be distinguished 
and can be taken into account. Actually, the calculations 
continue to both get a new fuzzy set and produce a score 
from this new fuzzy set after determining . There-
fore, the effect of this improvement may not be observed 
directly from the scores given in Equation (21). However, 
when Equation (15) is examined, both  and 

 are the multiplier of  which is a measure 
of certainty. Given the importance of using knowledge in 
uncertain conditions, any improvements in certainty will 
have a positive effect on the results. 

Optimization of the number of fuzzy membership 
functions is an important topic in fuzzy applications. In-
creasing the number of membership functions may cause 
the system lose the capability of generalization and may 
require large computation time. At the same time, using 
few membership functions may cause incomplete mod-
eling and inaccurate results [31]. At this stage, converting 
linguistic information to the fuzzy Z-number accurately 
with a sufficient number of membership functions can be 
another work topic. In this study,  was chosen as 20 and 
the results were given in Results section. Getting a better 

ranking performance will be possible by optimizing . 

3. Results

R. Chutia divided the benchmark set of fuzzy Z-num-
bers into three examples in his work. We will follow this 
tradition and we will give the results in this order. In 
example 1, there are 6 fuzzy sets that have same restric-
tion part, A which is given in Equation (23). This means 
that the information, e.g. a sensor data, is same for each 
Z-number, but the reliabilities of information will differ 
with changing B parts which are given Equations (24), 
(25), and (26). 

 (23)

In Set 1,

 (24)

In Set 2,

 

 

(25)

In Set 3,

 (26)

Figure 3. Reliability membership functions of first three 
sets of example 1

When first three sets of example 1 are examined, the 
reliability membership functions differ in shape, wideness 
and peak value. In Set 1, the peak values and shape of the 
membership functions are same. But, B1 is wider than B2. 
We can infer that B1 is more fuzzy than B2. So, we will 
be able to see the effect, when the fuzziness of the relia-
bility changes. In Set 2, the membership functions differ 
in shape where the first one is triangular membership 
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function and the latter is trapezoidal. Although their peak 
values, centroids and wideness are same, we will be able 
to examine the effect of the membership function’s shape. 
Different from the first two sets, we can predict a result 
for this set intuitively that the membership function with 
higher peak value is more preferable than the other. From 
this point of view, Set 3 can be more distinctive while 
comparing the ranking methods.

In Set 4,

 

 
(27)

In Set 5,

 

 
(28)

In Set 6,

 (29)

The above membership functions in Equations (27), 
(28), (29) which belongs the Set 4, Set 5 and Set 6 can 
be seen in the Figure 4. All these sets try to measure the 
effects of membership functions that differ in shape. Set 4 
tries to measure the effect of peak values, additionally.

Figure 4. Reliability membership functions of last three 
sets of example 1

The results from the literature and the methods exam-
ined in this study for example 1 are given in Table 1. It is 
seen from the Table 1 that some of the proposed methods 
are failed to rank Z-numbers. Although the differences 
between membership functions in Set 1 are clear, the 
produced scores are exactly same. It can be said that the 
performances of the methods producing same scores for 
different membership functions are poor. These methods 
were proposed by Mohamad et al. [22], Bakar and Gegov [23], 
Ezadi and Allahviranloo [24], Ezadi et al. [25].

Jiang et al., R. Chutia, Yongsue et al. and Gong et al. 
succeed to rank these Z-numbers and their ranking results 
are same. Another important point about the study of R. 

Chutia et al., the score is inversely proportional to the 
rank. From decision making aspect, the score can be inter-
preted as cost criterion instead of benefit criterion.

Different from Table 1, R. Chutia orders the Z-numbers 
contrarily to Jiang et al. and Gong et al. in Table 2. Anoth-
er difference from the previous results that Yangsue et al.  
do not differ the two Z-numbers. Their score for each 
Z-number is zero. Because the method of Yangsue et al. 
is based on the underlying probability distributions, they 
obtain same probability distributions when the range of 
reliability and the constraint membership functions are 
same. Thus, the relative entropy turns zero when the two 
probability distributions are same.

Table 1. Results for Set 1 of Example 1

Set 1

Methods Z1 Z2 Result

Bakar and Gegov 0.0508 0.0508 Z1 ~ Z2

Jiang et al. 0.1953 0.2024 Z1 < Z2

Mohamad et al. 0.0706 0.0706 Z1 ~ Z2

Ezadi et al. 0.5224 0.5224 Z1 ~ Z2

Ezadi and Allahviranloo
0.3564 0.3564 Z1 ~ Z2

0.2996 0.2996 Z1 ~ Z2

0.0897 0.0897 Z1 ~ Z2

Ezadi et al.
0.5921 0.5921 Z1 ~ Z2

0.5719 0.5719 Z1 ~ Z2

0.5224 0.5224 Z1 ~ Z2

R. Chutia
0.0648 0.0557 Z1 < Z2

0.0333 0.0286 Z1 < Z2

0.0018 0.0016 Z1 < Z2

Yangsue et al. 0.0105 0.0110 Z1 < Z2

Gong et al. 0.2375 0.2672 Z1 < Z2

Table 2. Results for Set 2 of Example 1

Set 2

Methods Z1 Z2 Result

Bakar and Gegov 0.0508 0.0508 Z1 ~ Z2

Jiang et al. 0.2049 0.1953 Z1 ﹥ Z2

Mohamad et al. 0.0706 0.0706 Z1 ~ Z2

Ezadi et al. 0.5224 0.5224 Z1 ~ Z2

Ezadi and Allahviranloo
0.3564 0.3564 Z1 ~ Z2

0.2821 0.2821 Z1 ~ Z2

0.0897 0.0897 Z1 ~ Z2
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Set 2

Methods Z1 Z2 Result

Ezadi et al.
0.5921 0.5921 Z1 ~ Z2

0.5719 0.5719 Z1 ~ Z2

0.5224 0.5224 Z1 ~ Z2

R. Chutia
0.0906 0.0648 Z1 < Z2

0.0571 0.0333 Z1 < Z2

0.0101 0.0018 Z1 < Z2

Yangsue et al. 0.0000 0.0000 Z1 ~ Z2

Gong et al. 0.3117 0.2375 Z1 ﹥ Z2

Jiang et al., R. Chutia and Gong et al. ranked the 
Z-numbers successfully in Table 3. We say they ranked 
successfully, because the ranking, Z1 < Z2, can be done in-
tuitively, too. When the Set 3 is examined, it can be seen 
that the membership functions of reliability are same in 
range and shape. They only differ in maximum member-
ship value, so one can expect that the membership func-
tion with greater value takes greater order in ranking.

Table 3. Results for Set 3 of Example 1

Set 3

Methods Z1 Z2 Result

Bakar and Gegov 0.0508 0.0508 Z1 ~ Z2

Jiang et al. 0.1916 0.1953 Z1 < Z2

Mohamad et al. 0.0706 0.0706 Z1 ~ Z2

Ezadi et al. 0.5224 0.5224 Z1 ~ Z2

Ezadi and Allahviranloo
0.3564 0.3564 Z1 ~ Z2

0.2821 0.2821 Z1 ~ Z2

0.0897 0.0897 Z1 ~ Z2

Ezadi et al.
0.5921 0.5921 Z1 ~ Z2

0.5719 0.5719 Z1 ~ Z2

0.5224 0.5224 Z1 ~ Z2

R. Chutia
0.2649 0.2970 Z1 < Z2

0.1945 0.2250 Z1 < Z2

0.1261 0.1530 Z1 < Z2

Yangsue et al. 0.0000 0.0000 Z1 ~ Z2

Gong et al. 0.2215 0.2375 Z1 < Z2

In Table 4, Z1 ﹥ Z2 according to Jiang et al., R. Chutia 
and Gong et al. Set 4 looks like Set 2 from many perspec-
tives. Differently, the reliability membership value of  in 
Set 4 is less than the Z2 in Set 2. While the decisions of 
Jiang et al. and Gong et al. are staying same as expected, 
R. Chutia changes his order preference as Z1 ﹥ Z2 for Set 
4 comparing to the decision in Set 2.

Table 4. Results for Set 4 of Example 1

Set 4

Methods Z1 Z2 Result

Bakar and Gegov 0.0508 0.0508 Z1 ~ Z2

Jiang et al. 0.2049 0.1916 Z1 ﹥ Z2

Mohamad et al. 0.0706 0.0706 Z1 ~ Z2

Ezadi et al. 0.5224 0.5224 Z1 ~ Z2

Ezadi and Allahviranloo
0.3564 0.3564 Z1 ~ Z2

0.2821 0.2821 Z1 ~ Z2

0.0897 0.0897 Z1 ~ Z2

Ezadi et al.
0.5921 0.5921 Z1 ~ Z2

0.5719 0.5719 Z1 ~ Z2

0.5224 0.5224 Z1 ~ Z2

R. Chutia
0.2970 0.2649 Z1 ﹥ Z2

0.2250 0.1945 Z1 ﹥ Z2

0.1530 0.1261 Z1 ﹥ Z2

Yangsue et al. 0.0000 0.0000 Z1 ~ Z2

Gong et al. 0.3117 0.2215 Z1 ﹥ Z2

For Table 5 which gives the results for Set 5 of ex-
ample 1, Jiang et al., R. Chutia, Yangsue et al., Gong et 
al. positioned above Z1. Because the range of reliability 
part membership functions are different, the method of 
Yangsue et al. produced a meaningful output for this set.

Table 5. Results for Set 5 of Example 1

Set 5

Methods Z1 Z2 Result

Bakar and Gegov 0.0508 0.0508 Z1 ~ Z2

Jiang et al. 0.2049 0.2554 Z1 < Z2

Mohamad et al. 0.0706 0.0706 Z1 ~ Z2

Ezadi et al. 0.5224 0.5224 Z1 ~ Z2

Ezadi and Allahviranloo
0.3564 0.3564 Z1 ~ Z2

0.2821 0.2821 Z1 ~ Z2

0.0897 0.0897 Z1 ~ Z2

Ezadi et al.
0.5921 0.5921 Z1 ~ Z2

0.5719 0.5719 Z1 ~ Z2

0.5224 0.5224 Z1 ~ Z2

R. Chutia
0.0906 0.0521 Z1 < Z2

0.0571 0.0268 Z1 < Z2

0.0101 0.0015 Z1 < Z2

Yangsue et al. 0.0735 0.0813 Z1 ~ Z2

Gong et al. 0.3117 0.7125 Z1 < Z2

Table 2 continued
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Set 6 has the same membership function for as Set 5 
from other respects except for the shape. So, Jiang et al., R. 
Chutia, Yangsue et al., Gong et al. give same answer, Z1 < 
Z2 in Table 6.

Table 6. Results for Set 6 of Example 1

Set 6

Methods Z1 Z2 Result

Bakar and Gegov 0.0508 0.0508 Z1 ~ Z2

Jiang et al. 0.1953 0.2554 Z1 < Z2

Mohamad et al. 0.0706 0.0706 Z1 ~ Z2

Ezadi et al. 0.5224 0.5224 Z1 ~ Z2

Ezadi and Allahviranloo
0.3564 0.3564 Z1 ~ Z2

0.2821 0.2821 Z1 ~ Z2

0.0897 0.0897 Z1 ~ Z2

Ezadi et al.
0.5921 0.5921 Z1 ~ Z2

0.5719 0.5719 Z1 ~ Z2

0.5224 0.5224 Z1 ~ Z2

R. Chutia
0.0648 0.0521 Z1 < Z2

0.0333 0.0286 Z1 < Z2

0.0018 0.0015 Z1 < Z2

Yangsue et al. 0.0741 0.0823 Z1 < Z2

Gong et al. 0.2375 0.7125 Z1 < Z2

In example 2, there are 3 fuzzy sets that have same 
constraint part A. This means that the example 2 will try 
to rank Z-numbers according to the changing reliability 
parts as in example 1. The equations of the given fuzzy 
sets can be seen in Equations (30), (31), (32) and (33).

 (30)

In Set 1,

 (31)

In Set 2,

 

 (32)
In Set 3,

 (33)

The sets of example 2 consist of the membership func-
tions that differ in critical values. The critical values term 
can be defined as the limit and the peak values of the 
piecewise continuous function. Considering that the right 

side is more reliable, a result can be predicted for Set 3, 
intuitively. But, estimating the result for Set 1 and Set 2 is 
looking hard. The results for example 2 can be seen in the 
following tables: Tables 7, 8 and 9.

Figure 5. Reliability membership functions of example 2

Table 7. Results for Set 1 of Example 2

Set 1

Methods Z1 Z2 Result

Bakar and Gegov 0.0680 0.0736 Z1 < Z2

Jiang et al. 0.2303 0.2597 Z1 < Z2

Mohamad et al. 0.0987 0.1422 Z1 < Z2

Ezadi et al. 0.5332 0.5399 Z1 < Z2

Ezadi and Allahviranloo
0.5062 0.5257 Z1 < Z2

0.4081 0.4300 Z1 < Z2

0.1325 0.1586 Z1 < Z2

Ezadi et al.
0.6358 0.6420 Z1 < Z2

0.6066 0.6130 Z1 < Z2

0.5332 0.5399 Z1 < Z2

R. Chutia
0.3854 0.3960 Z1 < Z2

0.2945 0.3000 Z1 < Z2

0.0756 0.0760 Z1 < Z2

Yangsue et al. 0.0602 0.0640 Z1 < Z2

Gong et al. 0.0888 0.1035 Z1 < Z2

All of the methods in the literature order Z1 < Z2.

Table 8. Results for Set 2 of Example 2

Set 2

Methods Z1 Z2 Result

Bakar and Gegov 0.0736 0.0736 Z1 ~ Z2

Jiang et al. 0.2420 0.2597 Z1 < Z2

Mohamad et al. 0.1422 0.1422 Z1 ~ Z2

Ezadi et al. 0.5399 0.5399 Z1 ~ Z2
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Set 2

Methods Z1 Z2 Result

Ezadi and Allahviranloo
0.5257 0.5257 Z1 ~ Z2

0.4300 0.4300 Z1 ~ Z2

0.1586 0.1586 Z1 ~ Z2

Ezadi et al.
0.6420 0.6420 Z1 ~ Z2

0.6130 0.6130 Z1 ~ Z2

0.5399 0.5399 Z1 ~ Z2

R. Chutia
0.0972 0.1094 Z1 ﹥ Z2

0.0500 0.0658 Z1 ﹥ Z2

0.0028 0.0104 Z1 ﹥ Z2

Yangsue et al. 0.0121 0.0128 Z1 < Z2

Gong et al. 0.1294 0.1553 Z1 < Z2

As in the other sets, the results of Jiang et al., Yangsue et 
al. and Gong et al. are consistent and Z1 < Z2. Unlike these 
results, the results of R. Chutia give Z1 ﹥ Z2 for all  α-levels.

Table 9. Results for Set 3 of Example 2

Set 3

Methods Z1 Z2 Result

Bakar and Gegov 0. 0736 0. 0736 Z1 ~ Z2

Jiang et al. 0.2577 0.2597 Z1 < Z2

Mohamad et al. 0.1422 0.1422 Z1 ~ Z2

Ezadi et al. 0.5399 0.5399 Z1 ~ Z2

Ezadi and Allahviranloo
0.5257 0.5257 Z1 ~ Z2

0.4300 0.4300 Z1 ~ Z2

0.1586 0.1586 Z1 ~ Z2

Ezadi et al.
0.6420 0.6420 Z1 ~ Z2

0.6130 0.6130 Z1 ~ Z2

0.5399 0.5399 Z1 ~ Z2

R. Chutia
0.0806 0.1094 Z1 ﹥ Z2

0.0415 0.0658 Z1 ﹥ Z2

0.0023 0.0104 Z1 ﹥ Z2

Yangsue et al. 0.0164 0.0165 Z1 < Z2

Gong et al. 0.1294 0.1553 Z1 < Z2

For Set 3, Jiang et al., Yangsue et al. and Gong et al. 
ranked the Z-numbers as Z1 < Z2. R. Chutia ranked as 
different from the other researchers. We were expecting 
the result, Z1 < Z2, intuitively. For the methods that fail to 
rank this set, we can interpret that as the fuzziness increas-
es, the ranking performances decrease.

In example 3, there are 3 fuzzy sets again. The con-
straint parts of these fuzzy sets are same with example 1 
and example 2. As in the other examples, we will try to 
measure the effect of the change in reliability on the rank-
ing. The related z-numbers and their membership func-
tions (Figure 6) are given below.

 (34)

The reliability part in Set 1,

 (35)

In Set 2,

 

 
(36)

In Set 3,

 (37)

Figure 6. Reliability membership functions of example 3

When the right side is considered more reliable, the 
sets of example 3 can be interpreted, intuitively. And this 
is an advantage while comparing the performances of the 
methods. From the perspective of algorithms, varying 
fuzziness can be challenging in Set 2. And for Set 3, the 
place of the peak values is different, although the limit 
values of the membership functions are same. This situa-
tion can also be challenging for the methods. The results 
of Set 1 from example 3 are given in the Table 10.

Table 8 continued
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Table 10. Results for Set 1 of Example 3

Set 1

Methods Z1 Z2 Result

Bakar and Gegov 0.0650 0.0809 Z1 < Z2

Jiang et al. 0.2220 0.2774 Z1 < Z2

Mohamad et al. 0.0715 0.1987 Z1 < Z2

Ezadi et al. 0.5299 0.5498 Z1 < Z2

Ezadi and Allahviranloo
0.4962 0.5541 Z1 < Z2

0.3969 0.4621 Z1 < Z2

0.1194 0.1973 Z1 < Z2

Ezadi et al.
0.6328 0.6511 Z1 < Z2

0.6034 0.6225 Z1 < Z2

0.5299 0.5498 Z1 < Z2

R. Chutia
0.3653 0.4308 Z1 < Z2

0.2768 0.3264 Z1 < Z2

0.0701 0.0827 Z1 < Z2

Yangsue et al. 0.2379 0.2523 Z1 < Z2

Gong et al. 0.0757 0.1514 Z1 < Z2

All of the methods in the literature give Z1 < Z2. It is 
seen from the Set 1 that  has a membership function closer 
to the right. The results are not surprising, when the right 
side is considered more reliable. 

In Table 11, the result of Yangsue et al. is different con-
trary to other methods. It may root from that Set 2 is less 
fuzzy than the other sets. And this may be compelling to 
find possible underlying distributions that represent the 
real distributions. We know that the number of underlying 
probability distributions will decrease, as the number of vi 
decreases.

Table 11. Results for Set 2 of Example 3

Set 2

Methods Z1 Z2 Result

Bakar and Gegov 0.0650 0.1067 Z1 < Z2

Jiang et al. 0.2309 0.5799 Z1 < Z2

Mohamad et al. 0.0506 0.5623 Z1 < Z2

Ezadi et al. 0.5299 0.5987 Z1 < Z2

Ezadi and Allahviranloo
0.4962 0.6774 Z1 < Z2

0.3969 0.6043 Z1 < Z2

0.1194 0.3799 Z1 < Z2

Set 2

Methods Z1 Z2 Result

Ezadi et al.
0.6328 0.6951 Z1 < Z2

0.6034 0.6682 Z1 < Z2

0.5299 0.5986 Z1 < Z2

R. Chutia
0.3653 0.6346 Z1 < Z2

0.2768 0.4808 Z1 < Z2

0.0701 0.1218 Z1 < Z2

Yangsue et al. 2.2010 0.5341 Z1 ﹥ Z2

Gong et al. 0.1192 0.9083 Z1 < Z2

For Set 3, the method of Yangsue et al. does not pro-
duce meaningful output and we have already mentioned 
about its reasons in previous sets. Except this, the results 
that all the methods give the same result with Z1< Z2< Z3 
can be seen in Table 12. It was an expected result that the 
membership functions was closer to the reliable region 
from Z1 to Z3.

Table 12. Results for Set 3 of Example 3

Set 3

Table 6 Z1 Z2 Z3 Result

Bakar and Gegov 0.0892 0.0929 0. 0929 Z1 < Z2 < Z3 

Jiang et al. 0.3084 0.3295 0.3507 Z1 < Z2 < Z3 

Mohamad et al. 0.2695 0.3293 0.3774 Z1 < Z2 < Z3 

Ezadi et al. 0.5629 0.5695 0.5761 Z1 < Z2 < Z3 

Ezadi and Allahviranloo
0.5899 0.6071 0.6236 Z1 < Z2 < Z3 

0.5030 0.5227 0.5418 Z1 < Z2 < Z3 

0.2481 0.2729 0.2974 Z1 < Z2 < Z3 

Ezadi et al.
0.6632 0.6691 0.6750 Z1 < Z2 < Z3 

0.6349 0.6411 0.6472 Z1 < Z2 < Z3 

0.5630 0.5695 0.5761 Z1 < Z2 < Z3 

R. Chutia
0.4552 0.5082 0.5639 Z1 < Z2 < Z3 

0.3388 0.3850 0.4339 Z1 < Z2 < Z3 

0.0834 0.0976 0.1127 Z1 < Z2 < Z3 

Yangsue et al. 0.0000 0.0000 0.0000 Z1 ~ Z2 ~ Z3 

Gong et al. 0. 1817 0.2023 0.2168 Z1 < Z2 < Z3 

4. Conclusions

There has been a lot of study about using Z-numbers in 
multi-criteria decision making problems since the day they 
were introduced. Z-numbers are important for this kind of 
problems, because the idea at the root of their emergence 
is that better decisions can be made by imitating the hu-

Table 11 continued
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man decision making ability. However, after the linguistic 
information had been converted into Z-number, an impor-
tant issue occurred about which Z-number was better. To 
obtain an answer to this question, several ranking methods 
have been proposed in time. The performances of some of 
these ranking methods were measured on the benchmark 
problem, some of them were not. In this paper, we exam-
ined the performance of two Z-number ranking methods 
whose performances are not examined yet. We tried to 
rank Z-numbers in the benchmark problem and present-
ed the advantages and disadvantages of these methods. 
The first method was relative entropy of Z-numbers by 
L. Yangsue et al. Their method was entropy based and it 
was bounded to probability distributions of Z-numbers 
which have probabilistic and fuzzy restrictions. The main 
disadvantage of this method is that the underlying prob-
ability distributions are same for the Z-numbers which 
have same constraint membership function and reliabil-
ity membership function with the same range. When the 
probability distributions are same, the relative entropy 
cannot differ given Z-numbers. The results of this method 
are consistent with the literature for example 1 and ex-
ample 2. For the Set 2 from example 3, this method pro-
duced an output contrary to the other methods; this may 
root from the fuzziness of this set. When one examines 
this set, the membership function looks precise, so this 
may reduce the possible underlying probabilities and may 
cause incorrect ordering. As an advantage, the method 
makes ranking process without converting Z-numbers into 
fuzzy numbers. Considering converting Z-numbers leads 
to loss of information, the method can be beneficial for 
critical applications. The second method was for ranking 
of discrete Z-numbers. As the name implies, the method is 
for discrete Z-numbers. Extending the method for contin-
uous Z-numbers may be considered for the future works. 
To obtain a better ranking performance, an improvement 
is made by setting the number of reliability functions as 
constant. The purpose of doing this was to avoid inaccu-
rate ranking while ordering the similar Z-numbers. As the 
ranking results are examined, the scores are consistent 
with the other methods in the literature. Therefore, it can 
be mentioned as an improvement. However, studies may 
be done on optimizing this constant number for better 
results in the future. The outputs of this method are same 
with the results of Jiang et.al. In spite of their good per-
formances, these methods have to convert Z-numbers. So, 
these methods should be used where a small amount of 
information loss can be tolerated.

Conflict of Interest

The authors declare no conflict of interest.

References

[1] Zadeh, L.A., 2011. A note on Z-numbers. Informa-
tion Sciences. 181(14), 2923-2932. 

 DOI: https://doi.org/10.1016/j.ins.2011.02.022
[2] Zadeh, L.A., 1968. Probability measures of fuzzy 

events. Journal of Mathematical Analysis and Appli-
cations. 23(2), 421-427. 

 DOI: https://doi.org/10.1016/0022-247X(68)90078-4
[3] Puri, M.L., Ralescu, D.A., Zadeh, L.A., 1993. Fuzzy 

random variables. Readings in Fuzzy Sets for Intelli-
gent Systems. pp. 265-271. 

 DOI: https://doi.org/10.1016/B978-1-4832-1450-
4.50029-8

[4] Zadeh, L.A., 1979. Fuzzy sets and information gran-
ularity. Advances in Fuzzy Set Theory and Applica-
tions. 11, 3-18. 

 DOI: https://doi.org/10.1142/9789814261302_0022
[5] Tian, Y., Kang, B., 2020. A modified method of gen-

erating Z-number based on OWA weights and maxi-
mum entropy. Soft Computing. 24(20), 15841-15852. 

 DOI: https://doi.org/10.1007/s00500-020-04914-8
[6] Bilgin, F., Alcı, M., 2021. Generating Z-number by 

logistic regression. 7th International Symposium on 
Electrical and Electronics Engineering (ISEEE). pp. 
1-6. 

 DOI: https://doi.org/10.1109/ISEEE53383.2021.9628654
[7] Azadeh, A., Saberi, M., Atashbar, N.Z., et al., 2013. 

Z-AHP: A Z-number extension of fuzzy analytical 
hierarchy process. 2013 7th IEEE International Con-
ference on Digital Ecosystems and Technologies 
(DEST). pp. 141-147. 

 DOI: https://doi.org/10.1109/DEST.2013.6611344
[8] Khalif, K.M.N., Gegov, A., Abu Bakar, A.S., 2017. 

Z-TOPSIS approach for performance assessment 
using fuzzy similarity. 2017 IEEE International Con-
ference on Fuzzy Systems (FUZZ-IEEE). pp. 1-6. 

 DOI: https://doi.org/10.1109/FUZZ-IEEE.2017.8015458
[9] Abiyev, R.H., Akkaya, N., Gunsel, I., 2019. Control 

of omnidirectional robot using Z-Number-based 
fuzzy system. IEEE Transactions on Systems, Man, 
and Cybernetics: Systems. 49(1), 238-252. 

 DOI: https://doi.org/10.1109/TSMC.2018.2834728
[10] Peide, L., Fei, T., 2015. An extended TODIM method 

for multiple attribute group decision making based 
on intuitionistic uncertain linguistic variables. 29(2), 
701-711. 

 DOI: https://doi.org/10.3233/IFS-141441
[11] Aliev, R.A., Huseynov, O.H., Aliyev, R.R., et al., 

2015. The arithmetic of Z-numbers: theory and appli-
cations. Singapore: World Scientific. 



12

Journal of Computer Science Research | Volume 04 | Issue 02 | April 2022

 DOI: https://doi.org/10.1142/9575
[12] Patel, P., Khorosani, E.S., Rahimi, S., 2015. Model-

ing and implementation of Z-number. Soft Comput-
ing. 20(4), 1341-1364. 

 DOI: https://doi.org/10.1007/s00500-015-1591-y 
[13] Shalabi, M.E., Hussieny, H., Abouelsoud, A.A., 

2019. Control of automotive air-spring suspension 
system using Z-number based fuzzy system. IEEE 
International Conference on Robotics and Biomimet-
ics (ROBIO). pp. 1306-1311. 

 DOI: https://doi.org/10.1109/ROBIO49542.2019.8961492
[14] Abdelwahab, M., Parque, V., Elbab, A.M.F., et al., 

2020. Trajectory tracking of wheeled mobile robots 
using z-number based fuzzy logic. IEEE Access. 8, 
18426-18441. 

 DOI: https://doi.org/10.1109/ACCESS.2020.2968421
[15] Jiang, W., Xie, C., Zhuang, M., et al., 2016. Sensor 

data fusion with Z-Numbers and its application in 
fault diagnosis. Sensors. 16(9), 1509. 

 DOI: https://doi.org/10.3390/s16091509
[16] Aliev, R.A., Pedrycz, W., Guirimov, B.G., et al., 

2020. Acquisition of Z-number-valued clusters by 
using a new compound function, IEEE Transactions 
on Fuzzy Systems. 30(1), 279-286. 

 DOI: https://doi.org/10.1109/TFUZZ.2020.3037969
[17] Tian, Y., Mi, X., Cui, H., et al., 2021, Using Z-number 

to measure the reliability of new information fusion 
method and its application in pattern recognition. 
Applied Soft Computing. 111, 107658. 

 DOI: https://doi.org/10.1016/j.asoc.2021.107658
[18] Kang, B., Wei, D., Li, Y., et al., 2012. A method of 

converting Z-number to classical fuzzy number. Jour-
nal of Information & Computational Science. 9(3), 
703-709. 

[19] Banerjee, R., Pal, S., Pal, J.K., 2021. A decade of the 
Z-numbers, IEEE Transactions on Fuzzy Systems. 

 DOI: https://doi.org/10.1109/TFUZZ.2021.3094657
[20] K. Shen and J. Wang, 2018, Z-VIKOR method based 

on a new comprehensive weighted distance measure 
of Z-Number and its application, IEEE Transactions 
on Fuzzy Systems, 26(6), 3232-3245. 

 DOI: https://doi.org/10.1109/TFUZZ.2018.2816581
[21] Qiao, D., Shen, K., Wang, J., 2020. Multi-criteria 

PROMETHEE method based on possibility degree 
with Z-numbers under uncertain linguistic environ-
ment. Journal of Ambient Intelligence and Human-
ized Computing. 11, 2187-2201.

 DOI: https://doi.org/10.1007/s12652-019-01251-z
[22] Mohamad, D., Shaharani, S.A., Kamis, N.H., 2017. 

Ordering of Z-numbers. AIP Conference Proceed-
ings, AIP Publishing LLC. 1870(1).

 DOI: https://doi.org/10.1063/1.4995881
[23] Bakar, A.S.A., Gegov, A., 2015. Multi-layer decision 

methodology for ranking Z-numbers. International 
Journal of Computational Intelligence Systems. 8(2), 
395-406. 

 DOI: https://doi.org/10.1080/18756891.2015.1017371
[24] Ezadi, S., Allahviranloo, T., 2017. New multi-layer 

method for Z-number ranking using hyperbolic tan-
gent function and convex combination. Intelligent 
Automation & Soft Computing. pp. 1-7. 

 DOI: https://doi.org/10.1080/10798587.2017.1367146
[25] Ezadi, S., Allahviranloo, T., Mohammadi, S., 2018. 

Two new methods for ranking of Z‐numbers based 
on sigmoid function and sign method. International 
Journal of Intelligent Systems. 33(7), 1476-1487. 

 DOI: https://doi.org/10.1002/int.21987
[26] Jiang, W., Xie, Ch.H., Luo, Y., et al., 2017. Ranking 

Z-numbers with an improved ranking method for 
generalized fuzzy numbers. Journal of Intelligent & 
Fuzzy Systems. 32(3), 1931-1943. 

 DOI: https://doi.org/10.3233/JIFS-16139
[27] Chutia, R., 2021, Ranking of Z‐numbers based on 

value and ambiguity at levels of decision making. 
International Journal of Intelligent Systems. 36(1), 
313-331. 

 DOI: https://doi.org/10.1002/int.22301
[28] Li, Y.X., Pelusi, D., Deng, Y., et al., 2021, Relative 

entropy of Z-numbers. Information Sciences. pp. 
1-17. 

 DOI: https://doi.org/10.1016/j.ins.2021.08.077
[29] Gong, Y., Li, X., Jiang, W., 2020. A new method for 

ranking discrete Z‐number. 2020 Chinese Control 
and Decision Conference (CCDC). pp. 3591‐3596. 

 DOI: https://doi.org/10.1109/CCDC49329.2020.9164654
[30] Basirzadeh, H., Farnam, M., Hakimi, E., 2012. An 

approach for ranking discrete fuzzy sets. Journal of 
Mathematics and Computer Science. 2(3), 584-592. 
https://scik.org/index.php/jmcs/article/view/90

[31] Chen, M.S., Wang, S.W., 1999, Fuzzy clustering 
analysis for optimizing fuzzy membership functions. 
Fuzzy Sets and Systems. 103(2), 239-254. 

 DOI: https://doi.org/10.1016/S0165-0114(98)00224-3

https://doi.org/10.1142/9575
DOI: https://doi.org/10.1016/S0165-0114(98)00224-3


13

Journal of Computer Science Research | Volume 04 | Issue 02 | April 2022

Journal of Computer Science Research
https://ojs.bilpublishing.com/index.php/jcsr

Copyright © 2022 by the author(s). Published by Bilingual Publishing Co. This is an open access article under the Creative Commons 
Attribution-NonCommercial 4.0 International (CC BY-NC 4.0) License. (https://creativecommons.org/licenses/by-nc/4.0/).

*Corresponding Author:
Zhaohao Sun,
Department of Business Studies, Papua New Guinea University of Technology, Lae 411, Morobe, Papua New Guinea;
Email: zhaohao.sun@pnguot.ac.pg; zhaohao.sun@gmail.com

DOI: https://doi.org/10.30564/jcsr.v4i2.4646

ARTICLE  
A Mathematical Theory of Big Data
Zhaohao Sun*

Department of Business Studies, Papua New Guinea University of Technology, Lae 411, Morobe, Papua New Guinea

ARTICLE INFO ABSTRACT

Article history
Received: 21 April 2022
Accepted: 19 May 2022
Published Online: 31 May 2022

This article presents a cardinality approach to big data, a fuzzy logic-
based approach to big data, a similarity-based approach to big data, and a 
logical approach to the marketing strategy of social networking services. 
All these together constitute a mathematical theory of big data. This article 
also examines databases with infinite attributes. The research results reveal 
that relativity and infinity are two characteristics of big data. The relativity 
of big data is based on the theory of fuzzy sets. The relativity of big data 
leads to the continuum from small data to big data, big data-driven small 
data analytics to become statistical significance. The infinity of big data is 
based on the calculus and cardinality theory. The infinity of big data leads 
to the infinite similarity of big data. The proposed theory in this article 
might facilitate the mathematical research and development of big data, big 
data analytics, big data computing, and data science with applications in 
intelligent business analytics and business intelligence.
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Discrete mathematics

1. Introduction
Big data has become one of the most important fron-

tiers for innovation, research, and development in data 
science, computer science, artificial intelligence, industry, 
and business [1,2]. Big data has also become a strategic as-
set for nations, organizations, industries, enterprises, busi-
nesses, and individuals [3,4]. Big data technology including 
big data analytics has been successfully used to explore 
business insights and data intelligence from big data [2,5]. 
Mathematics researchers have paid increasing attention 
to the dramatic development of big data and its impact on 
mathematics by offering courses and holding workshops 
to develop the mathematics of big data [6,7]. However, there 

is no literature on a mathematical theory of big data based 
on the search using Google Scholar and Scopus (accessed 
on April 28, 2022). This indicates that a mathematical the-
ory of big data has lagged far behind the big intelligence, 
big service, and big market opportunity resulting from big 
data [8]. The above brief analysis implies that the follow-
ings are still big issues for big data toward the establish-
ment of a mathematical theory. 

• What is a mathematical theory of big data?
• How does a social networking platform become an 

outstanding contributor to big data? 
This article addresses these two issues by providing a 

mathematical theory of big data. This mathematical theo-

https://orcid.org/0000-0003-0780-3271
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ry covers the cardinality approach, fuzzy logic approach, 
similarity approach, and logical approach due to the space 
limitation. More specifically, it proposes “big” as an 
operation and presents a cardinality approach to the big 
volume of big data, the latter is one of the ten big charac-
teristics of big data [5], a fuzzy logic-based approach to big 
data, a similarity-based approach to big data, and a logical 
approach to the marketing strategy of big data-driven so-
cial networking services.

The remainder of this article is organized as follows. 
Section 2 presents a cardinality approach to big data. Sec-
tion 3 looks at searching for big data using the set theory. 
Section 4 applies a fuzzy-logic approach to big data from 
a relativity perspective. Section 5 proposes a similari-
ty-based approach to big data. Section 6 looks at a logical 
approach for promoting big data-driven social networking 
services. The final sections discuss the related work and 
end this article with some concluding remarks and future 
work.

It should be noted that this article does not directly 
address the issues related to how to efficiently manage, 
analyze, mine, and process big data although the proposed 
mathematical theory can be applied to each of them. 

2. A Cardinality Approach to Big Data

This section examines cardinality of big data as a mathe-
matical approach to the big volume of data based on discrete 
mathematics and cardinal number theory in real analysis. It 
addresses what the biggest volume of big data is.
Definition 1

Let S be a set. The cardinality of S is m, denoted by |S| =  
m, if there are exactly m distinct elements in S, where m is 
a non-negative integer [9]. 
Example 1. 

.
S is said to be finite if m is a non-negative integer. 

Otherwise, S is said to be infinite. The cardinality of an 
infinite set S is discussed in set theory and discrete mathe-
matics [10-12]. 

A large number of research articles on big data have 
been published in the past decade since 2012 [8,13-16]. Most 
of them consider volume as the first V of big data [8]. They 
mentioned terabytes (TB, 240 B), petabytes (PB, 250 B), 
exabytes (EB, 260 B)[16], zettabytes (ZB, 270 B), and yot-
tabyte (YB, 280 B) as the big volume of big data. Google, 
YouTube, and other global data giants have the volume of 
big data at a PB level yearly, while Amazon has big data 
at an EB level yearly [17]. It seems that the principle of big 
data is that the bigger volume the big data has, the more 
important it is. This is true in some cases, for example, 
Google and Amazon with a bigger volume of big data 

have a big value in the market.
However, when the author asked his friend’s child to 

count numbers, 1, 2, 3, ..., then only a few minutes later, 
he could not like to count numbers anymore. Then he said 
“infinity” as the conclusion of his counting number. What 
an interesting child he is! He intuitively knew the end of 
counting numbers is infinity. The generalization of this 
story is the cardinality of big data.

In entity-relationship modeling, an attribute value is the 
least unit for representing data [18]. An attribute value has 
also been the least unit for defining and manipulating data 
in database systems [19]. An attribute value is still the least 
unit for NoSQL database or web data processing. There-
fore, the attribute value can be used as the least unit of big 
data. An attribute value can be denoted as v. For exam-
ple,  

, etc. These values can be considered as key-
words when searching online and or stop words in natural 
language processing. From a linguistic viewpoint, they 
are the elements for constructing a sentence, a paragraph, 
a text, and so on. However, for searching, some attribute 
values, for example, a, an, the, of, can be considered neg-
ligible components. An attribute value can be any word(s) 
(e.g., in English) in the web text. Using number sequence 
and limit in mathematics [20], an attribute value sequence is 

 and n is an integer. Now a question arises,
What does the limit of attribute value sequence vi mean 

when i tend to infinity? 
Let V be a set of attribute values, and U be the universe 

of big data. U consists of all online and offline data avail-
able to mankind. Therefore, U includes all the data, infor-
mation, knowledge, experience, intelligence, and wisdom 
in either article or website, or multimedia form [9]. Then, 
the relationship between V and U is as follows.

 (1)
In other words, V is a subset of U. 
A finite attribute value sequence  can be 

used to constitute a sentence using concatenation, where 
n is an integer. However, from a perspective of human 
cognition [21], n is not a fixed integer. The corresponding 
attribute value sequence  cannot represent all 
the data and knowledge existing in the world. At least a 
countable infinite number of attribute values is required to 
constitute all the big data, big information, big knowledge, 
big intelligence, and big wisdom [22], because the number 
of English sentences is theoretically infinite [23]. This im-
plies that the cardinality of V is  is the cardi-
nality of all integers N, then U should be at least uncount-
able infinity as the cardinality of all the real numbers [24],  
because any subset of V can be constituted to a meaning-
ful sentence, paragraph, or text. It can also correspond to 
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at least a picture or a set of pictures, such as a data stream. 
For example, if one searches “Paul” (as a v1), then one 
will find a set of texts or pictures consisting of “Paul”, 
even using Google (see the next section). This means that 
an element of V corresponds to a set of elements of U. 
Therefore, a relationship between the cardinality of V and 
that of U is 

 (2)

and

 (3)

where c is the cardinality of the real number set. Strategi-
cally, if one likes to understand the existing finite world 
of big data, one should “live” in the infinite world of big 
data. It is important to be a follower in the finite world of 
big data in terms of EB, ZB, and YB. It is also important 
to be an explorer in the infinite world of big data. For the 
former, we enjoy the 3G communication using a mobile 
phone in the 2000s, whereas for the latter one should look 
at what will be the next generation of smartphones using 
6G or 7G communication.

It should be noted that this section is motivated by a 
large number of articles or books using petabytes, exa-
bytes, and zettabytes, as well as yottabytes, to describe 
how big the volume of big data [17,25,26]. Therefore, it is 
interesting to answer how big the volume of big data is in 
the future. The cardinality theory [12,24] is used to develop 
it in some detail. In other words, this section provides an 
answer to the question: how big is the volume of big data 
eventually, using real analysis or measure theory.

3. A Set Theory for Searching Big Data 
This subsection discusses searching for big data using 

the set theory, which is the foundation of modern mathe-
matics [12,24]. 

Let  be a document on the web. u may be a Mi-
crosoft word file in .docx or report in pdf. Let  be 
an attribute value. v may be a word such as “data”, or “in-
telligence”, or “wisdom”, or “engineering”, then a search 
function denoted as , is defined as 

 (4)
For example, if one uses Google Scholar to search for 

“big data”, denoted as v, then she or he finds 1,750,000 
results (retrieved on April 26, 2022), denoted as u, each of 
them should include v. 

More generally, a search function can be defined as 
s (v) = F (v) (5)
where  
0 means that “no research results” for v. This is valid for 
searching practice using all the search engines online 

including Google, Baidu, Semantic Scholar, and Google 
Scholar. The core idea behind the online search is that one 
keyword search corresponds to at least a picture/docu-
ment or a set of pictures/documents as the search results. 
A Google search for “big data” found 61,700,000 results 
(retrieved on 22 April 2018) and 398,000,000 results (re-
trieved on 20 April 2022). Therefore, .

Searching on the web using search engines such as 
Google and Baidu is an operation. Search or query in a re-
lational database using SQL (Structured Query Language) 
is a data operation (data manipulation) [19]. SQL should be 
renamed as Structured Query Engine (SQE) based on the 
usage of the search engine. At least the author discussed it 
with his colleagues. In what follows, this section looks at 
the property of the search function as an operation.

Let , using Equation (5), ,  
, . Then the following property 

of search functions holds [10].

 (6)
where  is a space operation between v1 and v2 to reflect 
the search using Google and Baidu.  as an operator has the 
property of association, that is,  [27].  

 is similar to concatenation between data items in lin-
guistics or formal language [11]. 

Now given an attribute value sequence 
then 
Theorem 1. 

In the finite world of big data, the search result with 
respect to operation  is

 

           
(7)

Theorem 2. 
When , the following property of search as an 

operation  in the web search holds.

 (8)

Theorem 1 and Theorem 2 can be proved based on 
Equation (6) easily.

Equation (7) and Equation (8) are representation theo-
rems for searching in the finite world and infinite world of 
big data respectively. 

Many people have the experience of searching for 
what they expect on the web using Equations (6 and 7), 
although each of them has not experienced the search of 
the web based on the Equation (8). This is because an in-
dividual’s search on the web is finite (in terms of attribute 
value) whereas all the human being’s searches on the web 
should be infinite.

Based on the dual principle of the set theory, the  op-
eration of  motivates us to introduce ∧ operation [27]. 
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Let’s look at the following example: Paul just searched 
for “intelligent big data analytics” using Google Schol-
ar. However, he had not searched for what he expected, 
so he had to extend his search space by using “big data 
analytics”. Let “intelligent big data analytics” be v1 and 
“big data analytics” be v2. Then Paul’s extending search 
space means that he uses  (a kind of intersection in 
set theory [24]) to search for what he expected on the web. 
Then the following two theorems hold corresponding to 
Equations (7) and (8), based on the dual principle of set  
theory [9]. 
Theorem 3. 

In the finite world of big data, the search results with 
respect to operation ∧ are

 (9)

Theorem 4. 
When , the following property of search as an 

operation ∧ in the web search holds.

 (10)

Equations (7), (8), (9), and (10) are a mathematical ba-
sis for searching for big data on the web. 

4. A Fuzzy Logic Approach to Big Data

Fuzzy sets theory has been successfully applied in 
many areas including finance, database, pattern recogni-
tion, and natural language processing, to name a few [28,29]. 
Fuzzy logic can be applied to address the vagueness and 
veracity of big data [14,29,30]. This section uses fuzzy sets 
and fuzzy logic to examine the relativity of big data as a 
fundamental of big data. 

Let U be the universe of big data, and N. Then big 
as an attribute value is an element of U, that is, {big}  U. 

A fuzzy set of big in N is defined with a membership 
(characteristic) function  which associates every 
number of  with a real number in the interval [0,1] [30], 
that is, 

If  = 1,  is said to be big, otherwise,  
 is said to be not big. In fuzzy logic, “not big” does 

not mean “small” [28]. 
A question arises: What big does mean in big data from 

a perspective of fuzzy logic? To answer this question, this 
subsection examines an average child at 5 years old, a 
young person at 20 years old, and a graduate with a Bach-
elor of Data Science, and observes what they believe big 
as a term [9]. 

For the child, he believes that 5,000 is big, denoted as 
, because he likes to have US$ 5,000, then

This equation indicates that the child believes that any 
number greater than 5,000 will be “big”, whereas number 
less than 5,000 is not big. 

For the young person, he believes that 1 million is big, 
denoted as , because he likes to be a mil-
lionaire, that is, 

This means that the young person believes that any 
number greater than 1,000,000 will be “big”, whereas 
number less than 1,000,000 is not big. 

For the graduate with the degree, he believes that 1 bil-
lion is big, denoted as , because he likes to 
be a billionaire, that is, 

In other words, he believes that any number greater 
than 109 will be “big”, whereas number less than 109 is 
not big. 

The above analysis using fuzzy sets indicates that all 
persons unanimously agree that a number less than 5,000 
is “not big”, and different people have a different under-
standing of big as the term. However, all people unani-
mously have a concept of “big” in numbers motivated by 
their backgrounds, environments, and expectations. 

Let  .   is  a 
given natural number, it can be the total number of all the 
people living in the world. For every person, pk, his or her 
perspective to big can be represented as a fuzzy set Bpk 
with the following membership function  
and

 (11)

For example, the above child can be named a p1, then 
the perspective of p1 to “big” satisfies the following prop-
erties: n1 = 5,000.

Based on the operations of fuzzy sets [28,30], the intersec-
tion of the all fuzzy sets Bpk ,k = 1, 2…, m with member-
ship functions like Equation (12) is a fuzzy set C, written 
as , whose membership func-
tion    is

 

      
(12)

Or, in abbreviated form

 (13)
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The membership function  indicates that there 
exists a number  such that for every .

 (14)

where . In other words, all the people 
have unanimously agreed that K or greater is big. In terms 
of big data, this means that all the people have unani-
mously agreed that the data with KBytes or greater is big 
data. This result conforms to the currently popular idea 
in the literature of big data, that is, data with Exabytes or 
Zettabytes are big data [13,31], whereas data with an MB 
cannot be considered big data anymore, although it used 
to be big data two decades ago [9]. 

The union of the all-fuzzy sets  with 
membership functions in Equation (11) is a fuzzy set D, 
written as , whose membership 
function  is

 
    

(15)

Or, in abbreviated form [30]

 (16)

The membership function  indicates that there 
exists a number  such that for every 

 (17)

where . Different from the above 
analysis based on the intersections of fuzzy sets, the union 
of fuzzy sets [28] indicates that for any given , if there 
exists a person who believes that  is big, that is, ,  
then all the other persons have to agree that  or greater 
is big. In terms of big data, this means that if there exists 
a person who believes that data with  is big data, 
then all the other persons have to agree that the data with 

 or greater is big data. If this is true, then  might 
be , because a child might consider 100 as a big 
number. In other words, the statement that the data with 
Exabytes or Zettabytes is just big lacks evidence from the 
social reality based on the theory of fuzzy logic. 

The above discussion implies that one characteristic 
of big data is relativity, that is, big is a relativity concept; 
the relativity of big data is a fundamental of big data. The 
secret behind the relativity of big data is inclusiveness, 
that is, we have to permit that every individual has his or 
her understanding of what big means in big data [9]. This 
inclusiveness can make big more powerful in terms of 
research and development of big data. This relativity of 
big data also brings forth that a universal benchmark does 
not exist for big volume, big variety, big velocity, and big 
veracity that define and measure the characteristics of big 
data [14].

Finally, the relativity of big data leads to the continuum 
from small data to big data, big data-driven small data an-
alytics is of statistical significance [14]. 

5. A Similarity-based Approach to Big Data

The concept of similarity is a fundamental concept in 
mathematics, computer science, data science, and artificial 
intelligence [2,10]. For example, “similar problems have sim-
ilar solutions” is the principle of case-based reasoning [32].  
In other words, case-based reasoning is a process of dis-
covering similarity intelligence from a case base, just as 
data mining is a process of discovering data intelligence 
from a database or big data [22,26].
Definition 2. 

A binary relation S on a non-empty set X is a similarity 
relation if it satisfies [32]

(R) ;
(S) If , then ;
(T) If  and , then .
The conditions (R), (S), and (T) are the reflexive, sym-

metric, and transitive laws. If  or  then x 
and y are said to be similar, denoted as x ≈ y .

Based on this definition, this section introduces fi-
nite similarity, infinite similarity, weak similarity, strong 
similarity, and limit of similarity. All these concepts of 
similarity are important for similarity-based reasoning for 
big data to discover similarity intelligence and data intelli-
gence from big data. 

5.1 Finite Similarity and Infinite Similarity

From a viewpoint of search online, a search engine 
cannot limit the number of text words. Different texts 
have different lengths in words. Therefore, the search 
space is infinite and consists of infinite texts or words.

As mentioned earlier, if one searches for “v” using 
a search engine (e.g. Google and Baidu), then all the 
search results are . F(v) can be considered as 
a similarity class of v, denoted as [v], that is, [v] = {y | y 
is a search result from searching for “v” online}. In other 
words, if  then y1 and y2 are similar, denoted as y1 
≈ y2. y1 and y2 are the search results from searching for “v” 
online. This example implies that two entities are similar 
iff they have something in common (here, they have the 
same v).

More generally, given an attribute value sequence v1, 
v2, …, vn, …, then searching for each of them online, then 

. If for any given  such that 
, then  are said to be 

infinite similar when the given i is sufficiently greater in N. 
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Infinite similarity originates from the experience of 
searching online using Google and our early work on 
similarity [32], when one searches for things on the web for 
many times and many years, s/he find that there is a kind 
of similarity among what searched appearing. This kind of 
similarity is infinitely similar. 

Remark: This infinite similarity also reflects bounded 
rationality: individuals make decisions, their rationality 
is bounded by the available information, the tractability 
of the decision problem, the cognitive limitations of their 
minds, the time, environment, and technical conditions 
available to make the decision [4,33].

5.2 Weak and Strong Similarity

Given that sets A1, A2,…, An are an attribute sequence, 
where n is an integer. R is a relational database schema 
on these sets, denoted as R(A1, A2

…, An). Any instance of 
R(A1, A2

…, An) is a relation [19], that is, assume that  
is a relation, there are n attributes a1, a2

…, an associated 
with r, that is, r(a1, a2

…, an) is an instance of R(A1, A2
…, 

An). A relation represents a fact, a piece of information, or 
a piece of knowledge. When n = 0, r is a fact. When n = 
1, r(a1) represents a fact with an attribute a1. For example, 
r(a) can represent “Paul is tall”. r denotes “ x is tall”, a = 
Paul. 

In a relational database [19,36],assume that the number of 
attributes A1, A2

…, An in a relation R is finite. For exam-
ple, there are more than 300 attributes used for matching 
the love relationship between individuals on a matching 
website. In some cases, n ﹥ 1,000, in order to represent a 
piece of knowledge or information. 

Now assume R1(A11, A12
…, A1N) and R2(A21, A22

…, A2N) 
are two relational schemas, where N is an integer.
Definition 3. 

R1 and R2 are said to be similar with respect to relational 
schema, denoted as R1 ≈ R2, iff there exists an integer 0 ﹤  
K1 ≤ N so that for any i ≤ K1, A1i = A2i. In this case, we call 
R1 and R2 are similar with respect to a relational schema. 

This concept of similarity is at a relational database sche-
ma level. It is useful for designing a relational database [19].
Definition 4. 

In a relational database, assume that r(a1, a2
…, aN) is a 

relation, an instance of R(A1, A2
…, AN). r(vi1, vi2

…, viN) and 
r(vj1, vj2

…, vjN) are row i and row j of r. then r(vi1, vi2
…, 

viN) and r(vi1, vi2
…, viN) are said to be K-similar, denoted as 

r(vi1, vi2
…, viN  r(vj1, vj2

…, vjN) iff for a given K, 0 ﹤ K ≤ N, 
such that vik = vjk, where .

K-similarity is called as a weak similarity. It is weak 
because it is a kind of similarity at the record (row) level. 
This similarity is related to the data redundancy at the 
attribute level, and the record level, and therefore it is of 

practical significance in database management systems [19]. 
Example 2. 

r(Sex, Program, ID, Name, Age) is a relational data-
base, illustrated in the Table 1. 

Table 1. A student relational database.

Sex Program ID Name Age

M IT 160001 John 18

M IT 160002 Peter 19

M IT 160003 Lee 20

F IT 160004 Liz 19

F IT 160005 Lana 18

F IT 160006 Bessie 19

F IT 160007 Grace 20

Program oriented relation P = {﹤john, john﹥, ﹤Peter, Pe-
ter﹥, ﹤Lee, Lee﹥ ﹤John, Peter﹥, ﹤Peter, John﹥, ﹤John, Lee﹥, 
﹤Lee, John﹥, ﹤Peter, Lee﹥, ﹤Lee, Peter﹥; ﹤Lana, Lana﹥, 
﹤Bessie, Bessie﹥, ﹤Grace, Grace﹥, ﹤Lana, Bessie﹥, ﹤Bessie, 
Lana﹥, ﹤Lana, Grace﹥, ﹤Grace, Lana﹥, ﹤Bessie, Grace﹥, 
﹤Grace, Bessie﹥}. Then P is a 2-similar relation. P partitions 
the above table into two similarity classes, [John] = {all the 
male IT students} and [Lana] = {all the female IT students}. 
This example implies that two male undergraduate students 
studying IT program at a university are similar.
Theorem 5. 

K-similarity relation is a similarity relation. 
Prove. To prove this theorem, it only needs to prove 

K-similarity relation is reflexive, symmetric, and transi-
tive, based on Definition 2. 

Assume that r(vi1, vi2
…, viN), r(vj1, vj2

…, vjN) and r(vh1, 
vh2

…, vhN) are row i, row j and row h of r, where i, j, j h 
 .K is an integer, 0 ﹤ K ≤ N.

1) For , then 
, This means that K-similarity relation is re-

flexive. 
2)  If  ,  then for  any k , 

.  T h e n   
 holds. That is, K-similarity relation is 

symmetric.
3) If  and r(
) , then for any , , and  

, that is, , then    
holds. Therefore, K-similarity relation is transitive.

This theorem demonstrates that weak similarity is a 
similarity relation.

When K = N, then a K-similarity relation is said to be 
strongly similar. It is easy to prove.
Theorem 6. 

If r(vi1, vi2
…, viN) and r(vj1, vj2

…, vjN) are strongly simi-
lar, then r(vi1, vi2

…, viN)   and r(vj1, vj2
…, vjN) are K-similar, 
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where 0 ﹤ K ≤ N. 
Remark: Weak and strong similarities can facilitate 

saving, updating, and deleting data in a relational data-
base. For example, if r(vi1, vi2

…, viN) and r(vj1, vj2
…, vjN)  

are strongly similar, then one of the two rows (records) 
is redundant, and should be deleted.  Furthermore, weak 
similarity can be considered a kind of partial similarity 
with respect to a row, whereas strong similarity is a kind 
of the whole similarity with respect to a row.

5.3 Database with Infinite Attributes and Similarity-
based Reasoning for Big Data

This subsection applies the concept of limit to explore 
searching for big data based on the limit of number se-
quence in calculus [34]. It also delves into similarity-based 
reasoning for big data. More specifically, big data can be 
classified into two categories: One is database-based data, 
and another is NoSQL data [19]. Then this subsection dis-
cusses similarity-based reasoning for database-based big 
data and NoSQL big data. They are the basis for non-com-
putation-based similarity, similarity-based infinite reason-
ing.

NoSQL databases such as Google’s BigTable and 
Apache’s Cassandra use the key-value data model or at-
tribute-value model [19]. The attribute-value model consists 
of two data elements: an attribute and a value, in which 
every attribute  has a corresponding value  or a set of val-
ues. This can be considered as a simplified table different 
from the traditional tables that underpin the relational da-
tabase. The simplified table in the NoSQL database con-
sists of only three columns: AttributeID, Attribute, and At-
tribute value. For short, it is (AID, A, V), where AID is the 
ID of attribute , A is an attribute set, V is an attribute 
value set. The relationship between an attribute  and 
attribute value is 1:M, that is, an attribute  corre-
sponds to a number of attribute values . Generally, N 
is the set of natural numbers. For any   

,  is an attribute, its attribute value is ai(vj). 
When the cardinality of A equals to that of N, that is, 

, then (AID, A, V) is a relational database with in-
finite attributes. 

A relational database with infinite attributes can be 
also defined as follows: let R be a relation. Its sequence of 
attributes is A1, A2

…, An
…, where n is an integer, . 

When n trends to infinity, R(A1, A2
…, An

…,) is a relational 
database schema with infinite attributes. A relational da-
tabase , is a rela-
tional database with infinite attributes iff it has a countable 
infinite attribute sequence .
Definition 5. 

For any given integer K, if R1 and R2 are always similar 

with respect to relational schemas based on Definition 1, 
then we call R1 and R2 are infinitely similar with respect to 
a relational schema.
Definition 6. 

Assume that r(vi1, vi2
…, vin,…,) and r(vj1, vj2

…, vjn,…,) 
are row i and row j of a relational database with infinite 
attributes, r(a1, a2

…, an,…). Then r(vi1, vi2
…, vin,…) and 

r(vj1, vj2
…, vjn,…) are said to be infinitely similar iff for 

any significantly big integer , aik = ajk, where k = 1, 
2,…, K.
Theorem 7. 

If r(vi1, vi2
…, vin,…) and r(vj1, vj2

…, vjn,…) are infinitely 
similar. Then they are K1-similar for any K1 ≤ K.

From a practical viewpoint, only a few dozens of at-
tributes or a few hundreds of attributes are not enough 
for characterizing an entity in the age of big data. This is 
the reason why we introduce a relational database with 
infinite attributes. The finite similarity in a relational data-
base with infinite attributes paves the way from finite sim-
ilarity to infinite similarity. This is useful for searching for 
big data and similarity-based search for a large database 
with infinite attributes. This is also useful for the develop-
ment of human recognition because the practice in the fi-
nite world can be used to understand the infinite similarity 
in the infinite world.

6. A Logical Approach for Making Social 
Networking Services Big

Online social networking (OSN) services generate a 
big volume of big data. For example, YouTube generates 
263 PB of big data yearly [17]. This section presents a logi-
cal approach to making social networking services (OSN) 
big as a part of applying mathematics to big data.

An OSN like Meta (Facebook) launched an application 
“people you may know” to directly (online) acquire email 
addresses based on your registered email address. The 
principle of this acquisition is illustrated in Figure 1.

Figure 1. An intelligent technique of directly (online) acquir-
ing email addresses based on a registered email address

As soon as one registered as a user of an OSN such as 
Meta (Facebook), WeChat, and LinkedIn, all of the email 
addresses in her or his email address base have been au-
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tomatically exposed to the OSN. The OSN can automati-
cally and regularly visit the registered email box, scan all 
the emails, extract information of email addresses that one 
has used, received, and sent, and then collect all of the 
email addresses away and store them in the Global email 
address base, as shown in Figure 1. Then the OSN can use 
any of the email addresses to contact the “friends” that s/
he has used email to communicate with, the names have 
been in the email address base. 

Friending is a marketing strategy of the OSN like 
Facebook and WeChat. It does not care if it is private to 
you. The friending mechanism of Facebook automatically 
invites your “friends” to join Facebook using “Selected 
people you may know”. All these illustrated in Figure 1 
are automatically realized using intelligent agents [2]. This 
is the reason why the leader of OSN or OSN services ad-
vises that you need not care about your privacy. If every-
one opposes the invasion of his or her email address base 
for other purposes at the early time of Facebook, then 
Facebook would be disastrous. However, the social norm 
is just something that has evolved over time. One enjoys 
the services provided by OSN like Facebook and WeChat 
as well as TikTok, s/he has to sacrifice some privacy.

Assume that your email address base is E, F is your 
correspondence name base with respect to email commu-
nications, that is, for any name , there at least exists 
an email address , e is the email address of f. This 
means that any person that contacted you using email is 
your friend from a viewpoint of an OSN like Facebook, 
his or her email address is in E, and his or her name is in F. 
Now we have a virtual friendship, or email-based friend-
ship as a binary relation, denoted as eF. eF is similar, 
because 1) You can email yourself. Then, eF is reflective. 
2) If you can email anyone in E, then he or she can email 
you, then eF is symmetric. 3) If you can email your friend 
x, and your friend x can email his or her friend y, then you 
can email friend y, then eF is transitive.

The symmetry of eF makes everyone share the infor-
mation in a symmetrical way. The transitivity of eF can 
make an OSN like Facebook market its services and ac-
quire new customers, new Facebook friends. This is why 
an OSN can become globally popular within a short time. 

A marketing strategy aims to acquire new customers, 
select customers, extend customers and retain customers 
profitably [4]. Now a logical approach to the marketing 
strategy of the OSN is presented below, based on Figure 1. 
Let : P( f ):  be a person. N(e): e is an email address. 

1) P( f0 )  ( f0 has registered as a member of OSN 
like Facebook)

2) P( f0 )  N(e0 )  ( f0 submitted the email address 
e0 to OSN)    

3) N(e0 )  (The email address has been saved to 
OSN’s global email address base) (1, 2) modus ponens

4)   (Your contacted email address)
5)    (Remove the qualifier)
6)  N(e)  (3, 5) (modus ponens)
7)   (For any given email address, 

it corresponds to a person f )
8)  N(e)  P( f )  (Remove the qualifiers)
9)  P( f )  (6, 8) (modus ponens)
10)   (Add the qualifier)
Then the OSN saves the information of P( f ) and tells 

you, “You may know P( f )”. This logical approach im-
plies that if f0 is an OSN user, then the OSN can contact 
and attract all persons P( f ), , to become the OSN 
users. For example, if an average individual has 100 cor-
respondence names. Then the OSN uses “You may know 
P( f )” to contact and attract all the corresponded persons 
five times one after another, exponentially, and then can 
attract (100)5 = (10)10 persons to become its users. There-
fore, this automatic marketing approach brings about a 
bursting (exponential) increase of the OSN users just as 
Facebook has done in the past decade.

It should be noted that ResearchGate (https://www.re-
searchgate.net/) has also used the technology based on the 
above-mentioned principle and logical approach. Howev-
er, WeChat (www.wechat.com) have not mastered such a 
technology to attract its registered users to self-willingly 
expose their own privacy after submitting their own email 
address to WeChat. They still use traditional viral market-
ing for promoting their business. Viral marketing is based 
on a fact that a WeChat user invites his or her friends to 
use WeChat so that there are over 1 billion monthly active 
users in the WeChat world. 

7. Related Work and Discussion

A number of scholarly research publications on big 
data have been mentioned in the previous sections. This 
section will focus on related work and discussion on a 
mathematical theory of big data.

Shannon’s landmark article titled “A mathematical 
theory of communication” [35], provides the basis for in-
formation theory and has facilitated the lasting develop-
ment of information science and technology since then. 
However, no articles titled a mathematical theory of big 
data have appeared so far. This inspires us to develop this 
article, which is an endeavor in this direction. This is also 
an extension and generalization of our early work from a 
mathematical foundation to a mathematical theory [9].

Google searches for “mathematics of big data” found 
about 32,100 results (27 November 2016, when this sec-
tion was first written) and about 95,500 results (on April 
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20, 2022, when this section is updated). These results 
include courses offered by universities, workshops, and 
presentations on the mathematics of big data or data sci-
ence. This means that mathematicians have paid attention 
to the dramatic development of big data and attempted 
to provide a mathematical approach to big data. For ex-
ample, Laval has been developing a course on the math-
ematics of big data since 2015 [6,36]. The course provides 
students with mathematical techniques used to acquire, 
analyze, and visualize big data (e.g., using MATLAB) [37].
The workshop on mathematics in data science was held in 
2015 in the USA [38]. Its objective is to explore the role of 
the mathematical sciences in big data as a discipline. Peter 
delivered a presentation on mathematics in data science at 
ICERM [7,41]. 

A Google scholar (www.scholar.google.com.au) searched 
for “mathematics of big data” in November 2016, when this 
section was first written, there were no searched article titles 
or book titles including “mathematics of big data”. A Google 
scholar search for “mathematics of big data” was conducted 
on April 25, 2018 to update this research, and found that 
there were only 22 search results. A Google scholar search 
for “mathematics of big data” found 82 results on April 20, 
2022. Four search results out of 22 are particularly worth dis-
cussing here. They are 1) Introduction to the Mathematics of 
Big Data [39,42]. 2) A Mathematical Foundation of Big Data [9].  
3) A Book on Applied Mathematics [40,43]. 4) The recently 
published book on mathematics of big data [44].

The first is a course description for the course with 
the same name. This course has been offered since  
2015 [37,39,42]. It gives a short overview of big data and 
discusses the issues associated with big data with some 
answers.

The second [9] examines big as an operation, the cardi-
nality of big data, and explores a mathematical approach 
to searching big data. However, the work of Sun and 
Wang [9] lacks logical approach and other mathematical 
approaches that are necessary for developing a mathemati-
cal theory of big data. This article updates and generalizes 
some of its results, and further explores infinite similarity 
and logical approach to online social networking plat-
forms.

The third states that the mathematics of big data can 
provide theories, methods, and algorithms for processing, 
transmitting, receiving, understanding, and visualizing da-
tasets [40,43].

The last is a book focusing on applications and practic-
es of spreadsheets, databases, matrices, linear algebra, and 
graphs and for processing big data [44].

Big data is a market-inspired brand and research field. 
It seems to lack rigorous research from a perspective of 

mathematics. This is similar to social computing which 
“benefits from mathematical foundations, but research has 
barely scratched the surface” [45]. The above discussion 
implies that there is still a long way to go to develop the 
mathematics of big data as a discipline. This article pro-
vides an attempt to explore a mathematical theory for big 
data based on the work of Sun and Wang [9] and motivated 
by C. E. Shannon [35]. More theoretical work will be un-
dertaken to develop a mathematical theory of big data and 
big data analytics.

Fuzzy sets and fuzzy logic [29,32] have been used to ex-
plore the relativity of big data and showed that one should 
have inclusiveness in exploring big data so that everyone 
can get benefit from the research and development of big 
data with applications. Furthermore, two big characteris-
tics of big data are big volume and big veracity [5]. The big 
volume of big data is fuzzy in essence. The big veracity is 
related to the ambiguity and incompleteness of big data [46]. 
Fuzzy logic and fuzzy sets have developed a significant 
number of methods and techniques to address ambiguity 
and incompleteness of data, and therefore they will play a 
significant role in overcoming ambiguity and incomplete-
ness of big data [30,32,47]. 

8. Conclusions

The objective of this article is to apply mathematics to 
treat a few fundamental problems of big data and devel-
op a mathematical theory of big data. To this end, it ex-
plores the volume of big data with the cardinality theory. 
It provides a mathematical foundation for searching for 
big data with the set theory. It reveals the relativity of big 
data with fuzzy logic and fuzzy sets theory [28]. It presents 
a similarity-based approach to big data by investigating 
finite and infinite similarity, the weak and strong similar-
ity of big data, and similarity-based infinite reasoning. It 
also presents a logical approach to marketing strategy for 
online social networking platform services. The research 
contributes to the literature along three dimensions: 1) 
Cardinality of big data is the same as the cardinality of 
all the real numbers. 2) The relativity and infinity are two 
big characteristics of big data besides the ten big charac-
teristics of big data [8]. The relativity of big data leads to 
the continuum from small data to big data, big data-driv-
en small data analytics becomes statistically significant 
for further research and development of big data [14]. The 
infinity of big data leads to the exploration of infinite 
similarity of big data. 3) A logical foundation for reveal-
ing the secret behind the success of Meta (Facebook) and 
other social networking platforms or services will lead to 
logical methods for big data and big data analytics besides 
machine learning and deep learning [2,3]. The proposed 
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approach in this article might facilitate the research and 
development of big data, big data analytics, big data com-
puting, data science, and data intelligence.

The mathematic theory for big data, analytics, and pro-
cessing is a very important issue that is worthy of paying 
great attention to study. A mathematical theory of big data 
should also include addressing the following questions: 
What is a fuzzy-logic theory of big data? What is a simi-
larity-based theory of big data? What is a calculus of big 
data? What is the cyclic model of big data reasoning? All 
these require further deep investigation in the near future. 
We will present the calculus of big data, the calculus of 
analytics, and big data reasoning as research results soon. 

Optimization has drawn increasing attention in the 
field of big data in general and big data analytics in 
particular [22], because it is the foundation of big data 
predictive analytics in general and big data prescriptive 
analytics. In future work, we will examine the process of 
optimization for big data descriptive analytics taking into 
account the life cycle of business process-oriented big 
data analytics. 
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At present, Animal Exercise courses rely too much on teachers’ subjective 
ideas in teaching methods and test scores, and there is no set of standards 
as a benchmark for reference. As a result, students guided by different 
teachers have an uneven understanding of the Animal Exercise and cannot 
achieve the expected effect of the course. In this regard, the authors 
propose a scoring system based on action similarity, which enables teachers 
to guide students more objectively. The authors created QMonkey, a data 
set based on the body keys of monkeys in the coco dataset format, which 
contains 1,428 consecutive images from eight videos. The authors use 
QMonkey to train a model that recognizes monkey body movements. And 
the authors propose a new non-standing posture normalization method for 
motion transfer between monkeys and humans. Finally, the authors utilize 
motion transfer and structural similarity contrast algorithms to provide a 
reliable evaluation method for animal exercise courses, eliminating the 
subjective influence of teachers on scoring and providing experience in the 
combination of artificial intelligence and drama education.

Keywords:
Motion transfer
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Target scale normalization

1. Introduction

Animal Exercise [1] is a method of training acting cre-
ated by the Soviet dramatist Stanislavsky, and it is now 
mostly seen in the basic courses of acting majors. Usually, 
in their freshman year, students take a 16-week Animal 
Exercise course. The learning content of the Animal Exer-
cise course is to observe and imitate the actions of animals 
such as “walking, eating, sleeping, hunting”, etc. During 
the exercises, students will imitate a large number of ani-
mals, such as clever monkeys, ferocious tigers, aggressive 

roosters, etc. [2]. Through the vivid imitation of animals, 
the flexibility of the limbs is exercised, and the body and 
mind can be relaxed on the stage. Some students with 
poor physical shape cannot meet the requirements, and 
it is difficult to accurately express the external character-
istics of animals. At this time, a lot of physical exercises 
and the guidance of teachers are needed to make the ani-
mal images created by the students realistic and credible 
on the stage.

At present, the teaching of Animal Exercise courses 
is mainly based on teachers passing on the course con-
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tent to students according to the theories in the textbooks 
and their own teaching experience. This kind of teaching 
method based on oral teaching will inevitably bring about 
teaching deviations. And due to teachers’ personal prefer-
ences, there is also the problem of unfair scoring [3]. When 
students practice, the guidance given by different teachers 
is different, which will make students’ thinking confused. 
Therefore, we need to provide a unified evaluation stand-
ard for the course, so that different teachers have a unified 
guideline in teaching, and provide students with an intro-
spection environment, students can analyze the difference 
between their own imitation and animals, so as to get the 
ability to promote. We use motion transfer [4] to achieve 
this, transferring the original video motions of the animals 
to the students’ own target videos.

Motion transfer technology refers to transferring the 
motion of the initial object in the initial motion video to 
the target object to produce the target motion video. Berke-
ley researchers have proposed a method to transfer human 
actions in different videos, which requires only two simple 
given videos, the target person, we want to synthesize his 
performance; the other is the original video, we want to 
combine his actions Transfer to the target person. Howev-
er, these motion transfer are not suitable for quadrupeds, 
and they are all carried out in a standing posture.

In this study, we aim to provide an objective evaluation 
criterion for Animal Exercise courses for acting profession-
al learners through the image similarity metric in motion 
transfer. Migration between humans and animals is very 
challenging due to several problems during the study. 
First of all, let’s choose monkeys, which have obvious 
characteristics and appear relatively frequently in animal 
practice courses as the subject of the experiment. We uti-
lize the coco dataset [5] to detect keypoints for students, 
but in the object detection dataset, we did not find mon-
key-related datasets. Second, in human-to-human action 
transfer, the mismatch of the scale of the source and target 
characters can cause the target characters to appear large 
relative to the background or surrounding objects or ap-
pear to be suspended. To address this issue, Chan et al. [6].  
Devised a method for global pose normalization. They use 
the four coordinates of the source video character’s near 
point, far point, nose, and ankle as the benchmark to cor-
rect the position of the target video character to make the 
generated target video more realistic. However, this method 
is only suitable for standing human posture specification, 
and the normalization effect for other movements such as 
crawling is not ideal. To solve the above two problems, 
we found 8 monkey videos on the open-source video web-
site, marked 1428 monkey keypoint pictures, and created 
a monkey keypoint dataset named QMonkey. In order to 

deal with the second difficulty, we use the method of image 
scale filling to standardize the size of the target scale.

We summarize our contributions as follows: 1) We 
have created a dataset of monkey keypoints, which can 
provide a data basis for target detection for subsequent 
researchers. 2) Our experiments demonstrate that motion 
transfer between humans and quadrupeds is also possible. 
3) We provide an evaluation standard for performance 
teachers when conducting animal practice tutoring.

2. Related Works

2.1 Motion Transfer

Human motion transfer refers to transferring the motion 
of objects in the source motion video to the target object 
and generating the target motion video [6]. At present, the 
most effective motion transfer technologies are insepara-
ble from four steps: human pose estimation [7], training the 
source image generation model [8], posture normalization, 
and using the model to generate the person’s movement 
in the target image. Based on Chan et al. [6], this research 
carried out an innovation suitable for the motion transfer 
between humans and monkeys.

2.1.1 Human Posture Estimation

Human posture estimation (HPE) refers to obtaining 
the posture of the human body from given sensor input. [9] 
We use OpenPose [7] to estimate the pose of monkeys and 
human limbs. OpenPose is a bottom-up pose estimation 
method. It first detects all the keypoints in the image and 
then uses PAF (Partial Affinity Fields) model to associate 
the keypoints with obtaining the correct image of the key-
points of the limbs. This method does not need to detect 
the object first and is very suitable for detecting keypoints 
of the monkey’s limbs.

2.1.2 Generative Model

Since the creation of GANs by Goodfellow et al. [10], 
many interesting variants have emerged, some of them can 
transfer the style of two images [11], and some can generate 
high-resolution images from low-resolution images [12].  
And pix2pixHD GANs [8] can generate source images 
with target actions. It is a variant of Conditional GANs [13] 
and redesigns the generation network based on pix2pix  
GANs [14], enabling the algorithm to complete high-quality 
image conversion.

2.1.3 Posture Normalization

In the human motion transfer, when the scale of the 
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person in the sources image and the person in the target 
image do not match, the target person may appear large 
relative to the background or surrounding objects or ap-
pear to be floating. To solve this problem, Chan et al. [6] 
designed a method of global posture normalization. They 
use the four coordinates of the source video person’s near 
point, far point, nose, and ankle as benchmarks to correct 
the position of the target video person to make the gen-
erated target video more realistic. However, this method 
is unsuitable for non-standing monkeys, so we propose a 
new posture normalization method.

2.2 Dataset

COCO is large-scale object detection, segmentation, 
and captioning dataset [5]. It has 25,000 annotated human 
images, including labels for 17 keypoints such as nose, 
wrist, and knee. We use the COCO dataset to train the 
openpose model to recognize human poses. Since we also 
need to recognize the monkey’s pose, we created a minia-
ture monkey dataset for this experiment. 

2.3 Image Similarity Index

LPIPS [15] uses depth features as a perceptual metric 
to judge the similarity of images. It is different from the 
widely used SSIM [16] and PSNR [17] evaluation indicators. 
It can evaluate the similarity of two images in a more hu-
man-like perceptual way. Since animal exercise is a way 
to improve performance, it will eventually be shown to the 
audience in a performance. At this time in our research, 
the visual similarity is significant, so we choose LPIPS as 
the evaluation benchmark for animal exercise.

3. Method and Experiment 

3.1 Method

This experiment uses the same OpenPose parameters 
as Cao et al. [7] and selects the vgg19 [18] network structure. 
This combination is widely used in human posture detec-
tion and has a good detection effect. We use a pre-trained 
model for human pose detection to save experiment time. 
Since the QMonkey dataset (details are described in 3.2) 
is small, it is prone to overfitting when training monkey 
posture detection. We will terminate the training when 
the loss value reaches 0.006, taking 20,000 iterates and 
about 70 hours. When training the motion transfer mod-
el, parameters are the same as those of Chan et al. [6]. All 
training processes are performed on the Ubuntu16.04 
operating system and a TITAN RTX graphics card. When 
using LPIPS for image similarity comparison, we choose 
the vgg19 network structure as the comparison parame-

ter, which is consistent with the network structure of the 
OpenPose.

The evaluation system process is as follows:
1) First, use the COCO dataset to train an OpenPose 

model that can recognize human poses. On the other hand, 
use the QMonkey dataset to train an OpenPose model that 
can recognize monkey poses.

2) Perform posture estimation recognition on human 
videos and monkey videos to obtain images and posture 
images. We use monkey images and its posture images as 
the source dataset and human images and its posture im-
ages as the target dataset.

3) Train the generative model using the monkey im-
ages and its posture images.

4) Using the monkey posture images as the standard, 
normalization the human posture images. Simultaneously 
process human images.

5) Using normalized human posture images and gen-
erative models, generate human-action-based videos of 
monkey movements.

6) Comparing the structural similarity between the 
generated image and the posture image, respectively, to 
obtain an evaluation.

3.2 Monkey Posture Dataset

It is well known that OpenPose is very mature and ac-
curate for human attitude recognition. Although the model 
trained on the human dataset can detect the pose of a few 
monkeys, the probability of such detection is too low to 
meet the needs of this experiment. Therefore, we created a 
new dataset of monkeys in an effective way to solve mon-
key pose recognition. We created a mini dataset QMonkey 
for monkeys. It is described in the format of the COCO 
dataset but only contains human-like pose information. 
The data from 8 different monkey videos with 1,428 im-
ages, as shown in Figure 1. Since the current dataset is 
small, only a few monkeys can be effectively identified, 
we will make it public after expanding the dataset. 

3.3 Target Scale Normalization

We found from the existing animal videos that the 
distance between the animal and the camera is uncontrol-
lable. When filming, the animals don’t make the move-
ments we want and don’t walk within our designed range. 
Smaller animals may fill the screen, and larger animals 
may be very far from the camera. The method in [6], the 
everybody method, can no longer satisfy this experiment, 
so for the problem of mismatched target size ratios, we 
propose a target scale normalization method applicable in 
both standing and non-standing situations.
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Figure 1. An Example of Images in the Qmonkey dataset

As shown in Figure 2, we record the four maximum 
points on the monkey posture image frame’s top, bot-
tom, left, and right. Then calculate the average width 
and height of the monkey posture, which are recorded as 
Mwidth and Mhigh, respectively. Similarly, the average 
width and height of the pose in the human pose map are 
calculated and recorded as Pwidth and Phigh, respectively. 
We calculate the ratio that needs to be filled or enlarged.

Wscale = (Pwidth / Mwidth) –1

Hscale = (Phigh / Mhigh) –1

Figure 2. Human (left) and monkey (right) posture image, 
and their width and high

If neither Wscale nor Hscale is negative, select the 
larger value as the fill scale of the human posture image. 
If both Wscale and Hscale are negative numbers, we 
choose the smaller value and take the absolute value as 
the reduction ratio of the human posture image. When you 
use human images as source data and monkey images as 
target data to train the generative model, in that case, you 
can swap the human width and height with the monkey 
width and height in the formula.

3.4 Animal Exercise Evaluation

Here we construct the evaluation method using two sets 

of comparison graphs. The first group is the posture image 
of humans and monkeys, as shown in Figure 2, which can 
accurately reflect the direction of each limb and whether 
the degree of joint bending is similar. However, since hu-
mans and monkeys have different body proportions, we 
also need a second set of comparison images. Figure 3 
consists of the original image of the monkey and the gen-
erated image of the human imitating the monkey. We use 
LPIPS to compare the two sets of images’ similarity and 
then sum and average the scores to obtain the reference 
value.

Figure 3. Original image (left) and generated image of the 
monkey (right)

3.5 Animal Exercise Evaluation

3.5.1 Posture Normalization

We compare our scale normalization method and the 
everybody method of Chan et al. [6] with human images 
as source and monkey images as target data. The images 
in Figure 4 are respectively the posture image of a human 
imitating monkey, monkey posture image, monkey pos-
ture image normalized by our method, and monkey pos-
ture image normalized by the everybody method.

Our method downscales the monkey pose map to 
bring the pose scale closer to the pose images of humans 
imitating monkeys. The everybody method chooses the 
enlargement process, so that the scale of the monkey pose 
map and the human-imitation monkey pose image become 
larger, and part of the pose information is lost. It can be 
seen that our method is more suitable for standardized 
processing in non-standing postures.

3.5.2 Evaluation System

We selected two images from a video imitating a mon-
key for comparison in the evaluation experiments. During 
the monkey’s walking, the hand and leg on the same side 
have two states, the leg moves forward close to the arm, 
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and the hand moves forward away from the leg. 
In Figure 5, the experimenter on the left paid atten-

tion to the walking order of the limbs when imitating the 
monkey’s walking, which was basically the same as the 
monkey’s walking posture. The experimenter on the right 
walks clumsily when imitating the monkey’s walking, 
which is not the same as the monkey’s posture. After 
comparing the structural similarity between the two, the 
average scores of the generated map and the pose map are 
0.309 and 0.366, respectively.

Figure 4. Comparison between our method and the every-
body method

Figure 5. A comparison image of imitating the same mon-
key action

We surveyed 20 drama education teachers and asked 
them to rate 50 sets of comparison images. The teachers 
range in age from 28 to 70 years old, and the teaching age 
ranges from 1 to 41 years. Each set of comparison images 

contains one monkey image and ten images of humans 
imitating monkeys for 510 images. The evaluation scores 
are S, A, B, C, D from high to low. By analyzing the sur-
vey results, we came up with the evaluation criteria in 
Table 1.

Table 1. Scope of the proposed evaluation scope derived 
from the survey results

Numerical value Evaluation

﹤0.3 S

0.3-0.33 A

0.34-0.37 B

0.37-0.4 C

﹥0.4 D

4. Results and Discussion

We found that the ability of a generative network to 
generate realistic images depends not only on whether the 
actions are mimicked the same but also on whether the 
limb proportions between the source and target data are 
similar. Although the generative network has a specific an-
ti-interference ability and can generate images by length-
ening or shortening limbs of different sizes, the movement 
transfer of different species increases the difficulty of gen-
erating realistic images. This research uses the target scale 
normalization method suitable for non-standing posture, 
normalizes the original data and target data to an approx-
imate scale, and minimizes the influence of different limb 
scales on the model. Since we still cannot overcome the 
problem of limb scale changes due to camera angle, we 
compare the pose map and the generated map simultane-
ously to improve the reliability of the comparison results.

The Animal Exercise evaluation system provides teach-
ers with a standard reference benchmark for teaching or 
examination, so we have adopted a grading method after re-
search. Of course, since there is currently no action transfer 
between humans and animals that performs well, we cannot 
yet use the scores as a direct reference benchmark.

We found that whether the generation network can gen-
erate real images depends not only on whether the actions 
imitated are the same but also on whether the proportions 
of the limbs between the targets are similar. The generation 
network has a certain degree of anti-interference. It can 
stretch or shorten limbs of different sizes to generate, but 
this will also affect the quality of the generated image. Here 
we use the method of normalizing the target proportion to 
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make the target in the same size, try to eliminate the influ-
ence of different body proportions. However, we cannot 
overcome the problem of body proportion changes caused 
by the camera angle, as shown in Figure 5. Therefore, we 
compare the key point map and the generated map together 
to improve the reliability of the comparison result.

5. Conclusions

At present, the combination of drama education and 
artificial intelligence is still in its infancy, and there are a 
large number of technical blank areas. Many technologies 
can only be used from research in other fields and cannot 
completely solve the existing problems in drama educa-
tion. The evaluation system of Animal Exercise courses 
fills the shortage of uneven teaching levels among teach-
ers and too subjective teaching evaluation for Animal Ex-
ercise courses. To solve the problems, we proposed a new 
AI-based posture evaluation method. The Animal Exercise 
course evaluation system only provides teachers with an 
evaluation range for teaching and examination and does 
not entirely solve the problem of students’ introspection. 
This is also our future work direction. Next, we will focus 
on developing the motion transfer algorithm between hu-
mans and monkeys to make the motion generated by the 
model more realistic, simplify the workflow, reduce the 
generation time, and facilitate the use in teaching.
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Cybersecurity is a global goal that is central to national security planning 
in many countries. One of the most active research fields is design of 
practices for the development of so-called highly secure software as a kind 
of protection and reduction of the risks from cyber threats. The use of a 
secure software product in a real environment enables the reduction of the 
vulnerability of the system as a whole. It would be logical to find the most 
optimal solution for the integration of secure coding in the classic SDLC 
(software development life cycle). This paper aims to suggest practices 
and tips that should be followed for secure coding, in order to avoid cost 
and time overruns because of untimely identification of security issues. 
It presents the implementation of secure coding practices in software 
development, and showcases several real-world scenarios from different 
phases of the SDLC, as well as mitigation strategies. The paper covers 
techniques for SQL injection mitigation, authentication management for 
staging environments, and access control verification using JSON Web 
Tokens.
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Broken authentication
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1. Introduction

Software is the transformation of an idea that becomes 
a reality in the form of a software solution to a specific re-
al-world problem [1]. The international standard ISO/IEC/
IEEE12207-2008 [1] which defines the working framework 
for all activities that are part of a software life cycle indi-
cates that the software starts with an idea, i.e. with a pre-
cisely defined need for a certain type of software product. 
The software product is a set of computer programs ac-

companied by appropriate documentation, which was de-
signed and developed for commercial purposes, i.e. sales. 
Everyday life imposes a great need for new software prod-
ucts that should, above all, be quality, but also safe. If se-
cure coding is not applied during the development of new 
software, the possibility of a weakness of the software 
solution remains, i.e. the solution itself becomes a vulner-
ability of the system in general. Practice shows that such 
vulnerabilities are often the result of insufficient testing of 
the security aspect of the code, insufficient education of 
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new IT specialists on the term secure coding, differences 
in security rules in different programming languages, use 
of free software (open source) and the like. On the other 
hand, due to insufficient information of people about cy-
ber threats and in the absence of basic cyber-awareness 
in the common man, we are witnessing the massive use 
of unverified and non-validated software created with in-
secure coding which is one of the many vulnerabilities of 
systems.

There are many concepts for developing high quality 
and functional software [2]. The challenge of any good 
team of developers is to create a secure and high quality 
software solution that will meet security practices and 
measures while not being a bottleneck for the of soft-
ware’s functionality. Finding the optimal solution that 
will meet both conditions: Security and Functionality, is 
considered one of the most challenging tasks in the life 
cycle of software solution development. Achieving “ide-
ally secure” software requires new mechanisms in coding, 
raising the expertise of developers to write secure code, 
investing in their additional education in the field of IT 
security, implementing additional security specifics in 
writing code and the like [3].

The purpose of this paper is to point out good practices 
and tips to be used in software development to integrate 
secure coding at all stages of the development cycle. This 
paper can help software product engineers anticipate and 
recognize the challenges in cyberspace that would be a 
vulnerability to the product they create. At the same time, 
this paper will contribute to raising awareness of cyber 
attacks among young developers and the need to write 

secure code, which will be subject to various types of 
testing in the first phase of SDLC. In other words, this 
paper presents the optimization of secure coding in the 
development of software applications using practices to 
improve the quality of software solutions from a security 
perspective, while offering the user an optimal security 
solution, and thus approaching the ideal security function-
al software.

2. Related Works
In recent years, the number of different vulnerabilities 

of different software products has been increasing. Soft-
ware vulnerabilities are constantly growing, but the search 
for new ways and practices to improve software products 
is also growing. The emergence of vulnerable software 
over a period of 20 years is illustrated in Figure 1.

There are several definitions of software product vul-
nerability, including that of the IETF (IETF RFC 4949): “A 
flaw or weakness in a system’s design, implementation, or 
operation and management that could be exploited to vio-
late the system’s security policy” [5].

To overcome software development vulnerabilities that 
contribute to the creation of vulnerable software, different 
methods of software development have been identified in 
practice. Recently, most popular are the agile methods for 
developing software products that have incorporated the 
security issue in each stage of their SDLC. Namely, more 
and more software companies in the development of new 
software use secure coding practices and test the security 
of the software at every stage of development, while re-
specting the principles of the standard SDLC [6].

Figure 1. Number of reported vulnerable software in the CVE (Common Vulnerabilities and Exposures) database from 
1999 to 2021. [4]
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The term secure coding has attracted a great deal of 
attention in recent years. There are several ways to define 
this term. Most intuitively, we can define secure coding as 
a way of writing a secure program that will be as resistant 
as possible to illegal operations by malicious programs 
or people. By illegal operations we mean operations that 
compromise the security of the data and the application as 
a whole. If errors occur in the program that contributes to 
the program not fulfilling its functionalities, but these er-
rors do not have a security implication, then we must not 
declare the program as unsafe.

It is necessary to distinguish between a functional ap-
plication of sufficient quality that is not safe, and a safe but 
not sufficiently functional application. Secure coding helps 
protect user data from theft, corruption and malicious use. 
Security is not something that can be added to the software 
in the end as a finishing touch. In order to integrate security 
into the software itself, the natures of the threats must first 
be identified and accordingly security coding practices must 
be included during the software planning phase.

Without going into the reasons why malware attacks 
software applications, we must be aware that even the 
slightest vulnerability of a system is an open vector for 
attack and data theft. Attacks can be automated and repli-
cated, but any vulnerability, no matter how small, is a real 
threat to the system as a whole, noting that no platform is 
immune to cyber attacks today.

It should be noted that secure coding is important for 
all types of software, from even the small everyday scripts 
that developers often write for themselves, to the largest 
commercial applications intended for public use.

Practices and tips for secure coding can be suggested 
by any experienced software team. Whether they will be 
implemented in software solution development usually 
depends on the management team leading the software 
development project.

Guided by the idea of avoiding the additional financial 
implications that would result from additional steps in the 
classic SDLC, the implementation of security in the early 
stages of development is often avoided. Practice, on the 
other hand, has shown that saving on security compromis-
es application data protection. Namely, it has happened 
many times that the financial loss caused by a cyber attack 
on a web application is much greater than the finances 
that would be needed to include security in all phases of 
the SDLC. The SDLC security proposed by Microsoft is 
a model that includes 12 practices that need to be imple-
mented and with their proper implementation, the security 
of the application is achieved in the most economical way.

These are the following practices for secure SDLC by 
Microsoft [7]:

• Provide Training. 
• Define Security Requirements. 
• Define Metrics and Compliance Reporting. 
• Perform Threat Modeling. 
• Establish Design Requirements. 
• Define and Use Cryptography Standards. 
• Manage the Security Risk of Using Third-Party 

Components.
• Use Approved Tools 
• Perform Static Analysis Security Testing (SAST). 
• Perform Dynamic Analysis Security Testing (DAST). 
• Perform Penetration Testing. 
• Establish a Standard Incident Response Process. 

3. Top 10 Web Application Security Risks 

Every development team would like to know in ad-
vance what the possible attack risks are for the applica-
tion they are developing. There are several methods to 
anticipate possible security risks that, if not addressed in 
a timely manner, could result in a vulnerable and unsafe 
application. The security risk analysis, according to the 
OWASPa Methodology, is treated with four metrics to 
determine the level of risk for the software solution - Usa-
bility, Frequency, Lightness and Technical Impact [8]. Risk 
analysis provides recommendations and tips that can suc-
cessfully detect if an application is vulnerable, as well as 
tips and suggested practices on how to protect ourselves 
from these risks. The tips and recommendations that we 
will point out are of great importance for the development 
teams that are trying to develop secure code. If they are 
implemented and followed at all stages of SDLC when de-
veloping a software product, it is very likely that you will 
get Secure SDLC. In that way, the end goal of highly se-
cure and functional software can be achieved in the most 
economical way. In essence, by creating your own model 
for secure coding according to the advice and methodolo-
gy of OWASP, each organization can achieve optimization 
of secure coding in the development of software solutions 
in both the private and public sector. The followings are 
the top 10 web application security risks: 

Injection. Injection occurs when untrusted data (usu-
ally provided by the user) is sent to command or query 
interpreter. Commonly used vectors are databases (SQL 
Injection) and operating system shells (OS Command In-
jection). The malicious agent can use a specially crafted 
input that will be sent to the underlying interpreted, exe-
cuting unintended commands or accessing unauthorized 
data [9,10].

a The Open Web Application Security Project® (OWASP) is a non-
profit foundation that works to improve the security of software. 
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Broken Authentication. Authentication and overall 
session management is easy to implement in a functional 
and insecure manner. This means that while the applica-
tion is functioning correctly for regular users, it is possible 
for malicious agents to compromise passwords, keys, or 
session tokens [11].

Sensitive Data Exposure. Many web applications use 
sensitive and personally identifiable information, so those 
data must be stored on the server, transferred to the brows-
er, and used during the browser session. Each of those 
sites is a possible exposure risk, a place where attacker 
can steal or modify data. This can result in credit card 
fraud, identity theft and other crimes.

XML External Entities (XXE). XML processors pro-
vide the option of evaluating external entity references. 
While this is a useful feature, it can be an attack vector if 
used with untrusted data. Possible issues include disclo-
sure of internal server files and file shares, scanning and 
access of internal ports, remote code execution, and denial 
of service attacks via XML bombs.

Broken Access Control. Another issue that is com-
monly implemented in a functional and insecure way is 
authorization and access control. Abuse of these features 
would enable a malicious user to escalate its privileges –  
which could lead to access of other user’s data, and in ex-
treme cases, changing of access rights and overtaking of 
the system [12].

Security Misconfiguration. This is not a single issue, 
but a result of a flawed application deployment process. 
The most common issues are insecure default configu-
rations, incomplete or ad hoc configurations, open cloud 
storage, verbose error messages, etc. Misconfiguration 
can happen at any level of an application stack, as well as 
on all the interfaces between different levels of the stack, 
both technical and human. It is common to have a vulner-
ability because of miscommunication of responsibilities.

Cross-Site Scripting XSS. XSS is an injection-based 
attack that focuses on the front-end of a web application. 
It happens when user-provided data is not properly vali-
dated and sanitized. Commonly it is used in a stored way, 
with the attacker injecting data in the web-site’s database, 
which is later viewed by a victim. This can lead to session 
hijacking, data leaks or redirects to malicious sites.

Insecure Deserialization. A common approach to passing 
information between the client and the server is to exchange 
a state object, e.g. in a cookie. This state object is serialized 
and encoded using some scheme when in transit and is then 
deserialized on the client and on the server. If an attacker 
is able to deserialize the serialized state, he can access the 
application data inside, or even tamper with it. This could 
lead to remote code execution, privilege escalation, ses-

sion hijacking, and other breaches.
Using Components with Known Vulnerabilities. 

Any non-trivial application will use third-party libraries, 
frameworks, packages, and other software modules as part 
of its code base.

All the parts run with the same privileges the applica-
tion itself is running with, which means that any vulnera-
bility of a component is a vulnerability of the application. 
These kinds of attacks are also lucrative for the attackers, 
as finding a vulnerability inside a heavily used component 
can allow access to multiple sites.

Insufficient Logging & Monitoring. If despite all our 
efforts, a breach does occur, it is extremely important that 
we have the necessary tools to detect it and mitigate it. 
With some attacks, like DDoS, proper detection is crucial 
in the defense of our site. Also, a common scenario is that 
once an attacker successfully overtakes a system, that 
system can be used as a foothold in attacking connected 
systems.

4. Example and Tips for Secure Coding 

4.1 Injection into SQL Expressions

Technique overview. Most RDBMSb are using SQL 
as the querying and command language and the applica-
tion build over them communicate with the database by 
constructing and sending SQL commands. The database 
does not know if the queries are malicious or not, and if 
they are valid, they will be executed. SQL Injection is an 
attack technique that will trick the application server into 
constructing a malicious command and getting the data-
base to simply execute it. One often used type of attack 
is on applications where the construction of an SQL com-
mand is done with string concatenation. If the application 
concats unverified and unsanitized user input, the user can 
basically short-circuit the SQL Expression, and attach an-
other of his own [13]. 

Example. In a PHP-based application, the following 
code is used to select values from a table called Items.

$sql = “SELECT Name, Status 
   FROM Items 
   WHERE Status != “ . ITEM_DELETED_ 
   STATUS . “AND ID = “ . $item_id . “;

This command is constructed with concatenating the 
fixed text of the command with two code-level param-
eters, ITEM_DELETED_STATUS and $item_id. The 

b　Relational Database Management System
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ITEM_DELETED_STATUS is a constant that is defined 
in the code, so this cannot be used as an attack vector. On 
the other hand, $item_id is taken from a parameter of the 
request, using the following code:

$item_id = filter_var($_GET[“id”], FILTER_SANITIZE_ 
      STRING)

While it seems that the input is sanitized, the sanitiza-
tion used is targeted to prevent XSS attacks. It does noth-
ing to prevent SQL injection attacks - so from a database 
perspective, the value of the user input is completely raw. 
This endpoint could be accessed using something like the 
following URL:

http://server/item-info.php?id=123

In that case, the value of the $item_id variable will be 
“123”. The actual value of the $sql variable will be:

SELECT Name, Status  
FROM Items  
WHERE Status != 0 AND ID = 123

This is a valid SQL expression that when executed by 
the database will return the Name and Status of the item 
with and ID of 123. One variant of SQL injection changes 
the value of this parameter to an expression that will re-
turn more data than the original expression. E.g., if we use 
the following URL:

http://server/item-info.php?id=123%20OR%201=1

the value of the $sql variable will become:

SELECT Name, Status  
FROM Items  
WHERE Status != 0 AND ID = 123 OR 1=1

Since 1=1 is a condition that is always true, this com-
mand will effectively return the names and statuses of 
all items in the database. Another variant is to use the 
specifics of SQL to attach an additional statement after 
the intended statement. E.g. the following link includes a 
destructive DDL statement:

http://server/item-info.php?id=123;%20DROP%20
TABLE%20Items

The value of the $sql variable will become:

SELECT Name, Status  
FROM Items  
WHERE Status != 0 AND ID = 123; DROP 
TABLE Items

This actually changes our SQL statement into two 
statements. One is the original query, while the other is 
a destructive command, and will delete the Items table 
itself. Once this request is processed, the application will 
no longer have such a table, which means that, at best, the 
application is nonfunctional, and at worst, a major, and 
potentially unrecoverable data loss.

In this specific application, all database queries are 
run under a user that has full privileges not only on the 
database, but on the database server as well, so even more 
drastic privilege escalations are possible.

Mitigation of the example code’s vulnerability. There 
are multiple approaches available to this piece of code. One 
of the most basic ones is to limit the destructive power of an 
intruder, even if a successful attack occurs.

Database user privileges. The user that accesses the 
database should have the minimum permission that are 
sufficient to execute their intended operations. Usually, 
the user needs only to have data manipulation permis-
sions (selecting, inserting and modifying data). This 
would mean that while the attack via the http://server/
item-info.php?id=123%20OR%201=1 URL will succeed 
and leak data, the attack via the http://server/item-info.
php?id=123;%20DROP%20TABLE%20Items URL will 
fail. An outside attacker will not be able to destroy our 
database, but they will still be able to extract data they 
should not be able to. In this specific case, the SQL com-
mand

REVOKE ALL ON `Databasè .* FROM 
‘user’@’localhost’; 
GRANT SELECT, INSERT, UPDATE ON 
`Databasè .* 
TO ‘user’@’localhost’;

was used to modify the accessing users’ privileges. 
First, all privileges were revoked, and then the user was 
explicitly granted only the SELECT, INSERT and UP-
DATE privileges. Since the application uses a technique 
known as soft delete, the DELETE permission was not 
required, so it was not granted. This approach should be 
used in all scenarios, as the application user should not 
have any extra permissions that those that are actually 
needed.

http://server/item-info.php?id=123
http://server/item-info.php?id=123%20OR%201=1
http://server/item-info.php?id=123;%20DROP%20TABLE%20Items
http://server/item-info.php?id=123;%20DROP%20TABLE%20Items
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Type validation on user input. Another way to defend 
against SQL injection attacks is to ensure that the user in-
put does conform to the type requirements of the query. In 
this case, the input should be an integer, so if we test the 
input for that, we can detect this attack and stop it before 
it gets to the database.

$item_id = filter_var($_GET[“id”], FILTER_SANITIZE_
STRING)

if (!is_numeric($item_id)) { 
 logError(“Invalid item_id received from client “  
 . $item_id); 
     die; 
}

$sql = “SELECT Name, Status 
    FROM Items 
    WHERE Status != “ . ITEM_DELETED_
STATUS  
    . “ AND ID = “ . $item_id . “;”

This code uses the library function is_numeric to check 
whether the $item_id variable is either a valid number, or 
a string containing a valid number. If it’s not, then an error 
is logged, and the processing of the request stops immedi-
ately. The malicious SQL is neither generated nor sent to 
the database.

This approach is effective, but it’s not systemic. It’s 
hard to check all the options for every single query, and 
the burden of implementation is on the developer.

Query parametrization using PDO. A better ap-
proach is to avoid manual generation of the SQL string 
completely. We can use a technique called prepared state-
ments that is supported by most databases. In this case, we 
send the query using parameters, i.e. the text of the query 
is defined once, with placeholders at the variable parts. 
The values that need to specify the parameters are send 
separately. Since the database engine knows that is should 
execute a specific query format, it knows the types of the 
parameters, so it will not allow for any insertion of SQL 
statements.

In PHP there is a PDO library that supports using pre-
pared statements. The code in our case would look like 
this

$item_id = filter_var($_GET[“id”], FILTER_SANITIZE_ 
      STRING)

$statement = $pdo-﹥prepare(“SELECT Name, Status 
FROM Items WHERE  WHERE Status != :status 

AND ID = :item_id”);
$statement-﹥bindValue(“:status”,ITEM_DELETED_ 

STATUS,  
PDO::PARAM_INT);
$statement-﹥bindValue(“:item_id”, $item_id, 
PDO::PARAM_INT);
$statement-﹥execute();

Since the statement knows that the :item_id parameter 
should only have an integer value, it will not allow any 
insertion of SQL inside the value.

Implicit parameterization using ORM. Instead of 
hand-crafting our SQL, it’s quite possible to use a tool to 
map it for us. These kinds of tools are called Object-Rela-
tional Mappers (ORM). The most popular ORM for PHP 
is called Eloquent and it is part of the Laravel framework. 
Using it, we can describe the shape of our database using 
a model. Then, instead of creating SQL statements, we 
use regular language concepts to specify the data we need, 
and the SQL query is generated by the ORM automati-
cally. This has the benefit that we are protected from SQL 
injection attacks by design, as there is no SQL to concate-
nate in an unintended way [14-16].

The code would look like this:

use Illuminate\Database\Eloquent\Model;
class Items extends Model
{
    protected $primaryKey = ‘ID’;
    protected $fillable = [
        ‘Name’,’Status’
    ];
}
const item = Items::where([
    [‘Status’, ‘!=’, ITEM_DELETED_STATUS],
    [‘ID’, ‘=’, $item_id],
])-﹥first()

A major drawback to this approach is that, as part of 
a framework, it can’t be easily used in isolation, as it re-
quires significant setup effort.

Discussion. After evaluation of the different approaches 
we decided to implement explicit parametrization of the 
code. While with Eloquent any parametrization is implicit 
and easier to use, it requires a major refactor of the appli-
cation. It was decided not to proceed with such a change. 
Instead, the database privileges were fixed, and in addition, 
all the vulnerable SQL statements were transformed into 
a parametrized format. In specific places, where it made 
sense from a user perspective, type checks were added as 
well, in order to be able to return user-friendly errors.
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4.2 Broken Authentication

Technique overview. One of the most trivial, yet per-
sistent security holes are authentication leaks. The issue is 
that quite often, they are not a purely technical problem, 
i.e. it’s not enough to solve them through code, but they 
require user discipline and education.

Quite often, especially with systems with automated 
deployment, it is common to have a set of hardcoded sys-
tem users with total access to the system. It is assumed 
that once the system is deployed, the operator should 
change the default credentials to custom ones, so that 
those users cannot be used by unauthorized persons. How-
ever, this is not always the case, so there are plenty of cas-
es where an otherwise secure system was compromised 
using the default set of credentials.

Example. A large, distributed team of developers are 
developing a large, distributed system. The authentication 
of the system is done with a regular username/password 
combination, with optional two-factor authentication. 
Because of business reasons, it’s not possible to enforce 
two-factor authentication across the board. The process of 
registration of a user involved email verification.

Since there are many changes being done to the system 
at a given time, using a single testing and staging envi-
ronment is not practical. A procedure was developed for 
automated generation of ephemeral testing/staging envi-
ronments. These environments are a point-in-time replica 
of the production environment, including databases, stor-
ages, services, cloud resources, etc.

Any subteam is able to generate such an environment, 
use it to test and stage a feature, and once ready, push it to 
production. The authorization pool that is generated per 
environment used a single hardcoded user with a global 
super-admin role. The user was preset as verified. The 
password for the user was stored inside a secret of the 
continuous integration tool, so it was not directly accessi-
ble to the developers. The intention was that only an enu-
merable list of people will have access to it, and that after 
generation of an environment, there should be a manual 
intervention to change the password.

That was not always the case, and, in time, most of the 
developers knew and used the default password.

Mitigation of the example code’s vulnerability. To 
address the vulnerability before it became an attack, sev-
eral solution scenarios were proposed.

Enforce scrubbing of data. Since the default account 
was used only on the ephemeral environments, the leak-
age will be much smaller if the data are scrubbed of any 
personally identifiable information. This approach would 
trivialize the problem, however it has some issues of its 

own – mainly that it’s hard to guarantee and enforce a 
proper scrubbing procedure on a system that changes of-
ten.

These issues were considered, and it was decided that 
this approach, for the specific system, will create more 
problems than it solves, so it was not implemented.

Limit the access of the environments. Another pro-
posed option was to limit the physical access of the envi-
ronments to users within the company, instead of the gen-
eral internet. This solution had the benefit that it is easy 
to enforce via network policies, even for remote workers, 
using VPN filtering or similar approaches. Also, this kind 
of solution was already used for things like cloud service 
or direct database access.

However, the business requirements are that the 
ephemeral environments had to be accessible to specific 
stakeholders who are outside of the company. While it 
is possible to expose the environments in a controlled 
manner, it would have created additional workload for the 
operations team, as well as disrupting the user experience 
of external stakeholders.

Since this approach was determined to create additional 
workloads, without solving the underlying problem, it was 
not implemented. It was decided that we might implement 
limited access to some ephemeral environments if we 
know they won’t be used from outside the organization.

Code-based limitation of the hard-coded account. 
Since the hardcoded user should ideally be used only to 
create the real users that will actually use the environment, 
a possible solution would be to add such restrictions to 
the default user. For example, we could add a rule that the 
default user is only active some preset time after creation, 
or that it can only do specific actions, or we can disable it 
once a real super-admin user is generated, etc.

While these actions will effectively solve the problem, 
they would require changes and specific checks in the 
authentication/authorization code. This means that the 
hardcoded account will not only be hardcoded in the con-
figuration of the ephemeral environments, but also in the 
service that processes the users.

The drawbacks are that the code will have to behave 
differently for different users, and that would make the 
system inconsistent. It will dramatically increase the need 
to test and verify that the authentication/authorization pro-
cess is operational and secure.

This approach was dismissed because, while effective, 
it will increase the complexity of an already complicated 
system.

Implement two-factor authentication. A fourth ap-
proach was to turn on the two-factor authentication for the 
hardcoded account. Since this would be used by multiple 
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people, we will need to use an application for sharing 
TOTP verification codes.

This lowers the security value of the hardcoded pass-
word, since even if a malicious user knows the password, 
they cannot use it to login to the system, unless they have 
access to the shared TOTP application. And since most 
tools for secret sharing include centralized administration, 
this transfers the problem to management of the secret 
sharing system. This will dramatically reduce the number 
of people who can tamper with the system.

The only downside of this solution is that it requires a 
centralized secret sharing tool, but there are plenty reason-
ably priced solutions for that.

Add account verification. Another option was to avoid 
hardcoding the password for the super-admin account at all. 
Instead of generating a pre-verified account with a set us-
ername and password, only the username can be hardcod-
ed, and then use an email to verify the account and set a 
password. Since the environment deployment process al-
ready generated an email specific to the environment, this 
was easy to implement, and the implementation would 
only change the deployment process.

The downside is that the environment is not immediate-
ly useful, as it will require a manual step of verifying the 
account. However, since the environment generation pro-
cess is usually monitored, the person responsible for the 
specific environment can easily verify and set a password. 
If needed, they can set up two factor authentication for the 
specific account, or even disable the account altogether. 
And since the password will be generated by them, it will 
be unknown even to the system administrators.

Discussion. After evaluation of the different options 
available, it was deemed that the last two options will sys-
tematically solve the problem. Taking in mind the specific 
organization of the development teams, it was decided to 
use the last approach, as it transferred responsibility for 
password management on a specific environment to the 
team itself. А part of the solution was a training session 
for the team leaders on how to set and secure the pass-
word of the super-admin user.

4.3 Broken Access Control

Technique overview. Once an application knows who 
the user is, it’s imperative to know what the operations are 
the user can do, and, just as important, what operations 
should be prohibited. Authorization is extremely compli-
cated problem to solve, and quite often is tricky to vali-
date. This kind of attack misuses that complexity to make 
the attacked system think that the malicious user has more 
capabilities that they should actually have.

One vector of attack, on applications that use JSON 

Web Tokens for authorization and access control, is to 
tamper with the data present in the token. A JSON Web 
Token consists of three parts: header, payload and signa-
ture. The signature can cryptographically verify the con-
tents on the header and payload, so that it can be detected 
whether the data of the payload was tampered with. How-
ever, unless it is being done automatically, there is poten-
tial for error, and an attacker can target the endpoint of the 
system that does not implement correct verification.

Example. A JavaScript based server-side application is 
using JWT tokens for authorization and access control. It 
uses an external service for token generation, and the ver-
ification used the same external service. That means that 
the process of verifying the token’s integrity was slow, 
and developers tended not to use it, as it was making the 
application sluggish.

An example of a JWT would be:

eyJhbGciOiJSUzI1Ni I s InR5cCI6IkpXVCJ9 .
eyJzdWIiOiIxMjM0NTY3ODkwIiwibmFtZSI6Ik-
pvaG4gRG9lI iwiZW1haWwiOiJ lbWFpbEBleG -
FtcGxlLmNvbSIsImlhdCI6MTUxNjIzOTAyMn0.
k E m X w 9 l L w 3 t O 1 H l o D Z Q o O R e j F 1 R i w V F S v -
73VGkbCy7Cu91ZSyuW1b7LayrNWcknl5wP3JH-
9 k H 1 e r r 0 M x 9 6 k b r A 1 u H p u 0 R X o R m L r a T Y-
f 4 0 k r m S V L O 1 c z Y Z B 6 9 B t Q E k W I G 3 w u p _
wlbhDZLiKkJgyLSPx6gnhTQibSw9U7rW07Wm-
CPu36-KyfgXedX--Mk-MsJqyiSBVHlhbMJmjlD-
ABWJJ1fQRF2lsirug9D-16MEYFkzOshvPI1nczLH-
8CBk-ls-VL5c67JPUpmOqYczEGvOth50Bymloc2Jf_
l8pJUWjZzejF-Hsg4AGRHkDrYNbQELHbfGYrNKhyr_
vF0j4BpquYw

It consists of three parts that are separated by the dot(.) 
characters. The first two sections are simply base-64 en-
coded strings. If we decode them, we can get their plain 
text quite easily. This specific token has the header of

{
  “alg”: “RS256”,
  “typ”: “JWT”
}
and a payload of
{
  “sub”: “1234567890”,
  “name”: “John Doe”,
  “email”: “email@example.com”,
  “iat”: 1516239022
}
We can note that both header and payload are simple 

json objects, and, in the payload, the data of the user is 
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plainly visible. The frontend application stores this token 
in a cookie called ident and sends it on every request to 
the backend service.

The service in question is using the express framework 
to fulfill the requests, and an example endpoint is https://
www.example.com/api/users/me which returns the full 
user profile for the currently logged in user, including per-
sonally sensitive information.

In order to avoid using user-specific parameters in the 
endpoint url, it uses the provided cookie to extract the 
user email, based on which the full profile is loaded from 
the database and returned to the client.

The code that handles the request is

router.get( ‘/users/me’, (req, res) =﹥ {
    const email = getEmailFromCookie(req);
    if (!email) {
         res.sendStatus(http.forbidden);
         return;
    }

    const profile = await UserService.getProfile(email);
    return res.status(http.ok).send({ profile });
})

This code will extract the email from the request, and 
once found will query the database for the profile. This 
means that if a malicious user is able to successfully 
change the return value of the getEmailFromCookie func-
tion, he will successfully retrieve the full profile of anoth-
er user.

The function getEmailFromCookie is:

const getEmailFromCookie = (request: HttpRequest) 
=﹥ {

    const ident: string = request.cookies.ident;
    if (!ident) {
        return undefined;
    }
    const parts = ident.split(‘.’);
    const userData = decodeBase64(parts[1]);
    const { email } = userData;
    return email;
}

This code simply takes the payload from the JWT and, 
without running any verifications, decodes and returns the 
email.

This means that the user can, manually or automati-
cally, change the value of the cookie to another with the 
same header and signature, but whose payload decodes to

{
  “sub”: “1234567890”,
  “name”: “John Doe”,
  “email”: “victim@example.com”,
  “iat”: 1516239022
}

Any verification of this token would mark it as invalid, 
but since there is no verification, this will not be noticed. 
Once called, the API endpoint will treat this as a valid re-
quest from the user victim@example.com, and return the 
full user profile to the attacker.

Mitigation of the example code’s vulnerability. The 
obvious solution to this issue, once identified, is to add 
token validation. However, this needs to fulfill some re-
quirements:

• It should be done on every request, i.e. the develop-
ers should not be allowed to opt-out of the validation

• It should be done implicitly, with no effort on the 
developer side, so that it will be impossible to forget to 
use it

• It should be performant, as the added verification 
should not slow down the application more than absolute-
ly necessary

The existing verification code failed on all three of 
these requirements since it was explicit and used an exter-
nal service.

In order to solve the first two requirements, the veri-
fication was implemented as an express middleware that 
verified that the token in the ident cookie was a valid JWT 
token. Because of the specifics of the express framework, 
the middleware will be called before the actual route han-
dler. The route handler will be invoked if and only if, the 
middleware ends its run with a call to the next function. If 
the verification is not successful, i.e. if the token has been 
tampered with, we stop the processing, returning a forbid-
den error

Note that the actual verification is done inside the veri-
fy JWT token function. That function takes the token as a 
parameter, and verifies it asynchronously. Once the prom-
ise is resolved, we have a single boolean with the verifica-
tion result.

To satisfy the third requirement, the verify JWToken 
function used a two-pronged approach. It maintained a 
list of tokens that were already verified (along with their 
expiration dates), so that a known good token does not 
have to be verified all the time. This is needed because the 
verification of the signature itself takes a non-trivial pro-
cessing time, even when running locally. The nature of the 
service is that a user will usually request several hundreds 
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of API endpoints in a small amount of time, so keeping a 
list of known good tokens can effectively short-circuit that 
verification, at a small memory cost.

The second prong was to run the verification process 
locally instead of using the external service. The service 
helpfully provided for a way to download the key that is 
being currently used for the client (along with its expira-
tion details) in a JSON Web Key format (JWK). In order 
to run the validation locally, several external libraries were 
needed, like jsonwebtoken and jwk-to-pem. The code for 
the verification was:

const verifyJWToken = async (token:string) =﹥ {
  if (checkCache(token)) {
    return true;
  };
  const pem = jwkToPem(jsonWebKey);
  const result = await new Promise((resolve) =﹥ {
     jwt.verify(token, pem, { algorithms: [‘RS256’] },
        (err, payload) =﹥ {
            if (err) {
                return resolve({success: false});
           }
           return resolve({success: true, payload});
        });
  });
  if (!result.success) {
    return false;
  }
  if (isExpired(result.payload.exp)) {
    return false;
  }
  tokenCache[token] = result.payload.exp;
  return true;
};

This code first checks the cache for the token. If the 
token is found, it returns success. If the token is not in the 
cache, we can verify it using the jwt library. If the verifica-
tion is successful, we get the decoded payload as a result. 
Once we have that, we’re checking for token expiration 
one more time, and if everything is ok, we are signaling 
that the verification is successful.

This approach fulfills all three requirements, as it is 
both performant and transparent for the end user.

5. Conclusions

Secure coding and adherence to secure SDLC is quite 
a difficult task, both for the developers and the other 
members of the project team. The recommendations and 
tips outlined in this paper are intended to help software 

companies in the public and private sectors reduce the risk 
of application attacks in the most cost-effective way. This 
goal can be achieved exclusively by using the multitude 
of resources offered in the literature and empirically prov-
en to have a positive impact on cyber defense, resulting in 
a functional and secure software product.

To create a secure application, you first need to define 
the term application security. In other words, frame all the 
answers to the question: What is security for a software 
product? Such a framework should guide the development 
of a secure application. Most of the answers to this ques-
tion come from several factors such as user requirements, 
the environment in which the application will be deve-
loped, the production environment, and the social envi-
ronment in which the application will be implemented.
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