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1. Introduction
Understanding AI is becoming essential in to-

day’s educational landscape. It equips students with 
knowledge to engage with the technology that is 
fundamentally reshaping our world. This compre-
hension empowers students to make informed deci-

sions about how they interact with AI systems, both 
in their personal lives and future careers. It is critical 
to invite students to responsibly use AI and devel-
op their abilities to apply what they have learned in 
solving authentic real-world challenges [1]. Moreover, 
a foundational understanding of AI fosters not only 
computational skills but also pivotal capabilities in 
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ABSTRACT
The paper proposes an innovative approach aimed at fostering AI literacy through interactive gaming experiences. 

This paper designs a game-based prototype for preparing pre-service teachers to innovate teaching practices across 
disciplines. The simulation, Color Conquest, serves as a strategic game to encourage educators to reconsider their 
pedagogical practices. It allows teachers to use and develop various scenarios by customizing maps, giving students 
agency to engage in the complex decision-making process. Additionally, this engagement process provides teachers 
with an opportunity to develop students’ skills in artificial intelligence literacy as students actively develop strategic 
thinking, problem-solving, and critical reasoning skills.
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critical thinking and problem-solving, proving inte-
gral in navigating the increasingly dynamic techno-
logical landscape [2]. By integrating AI education into 
curricula, educational institutions should prepare stu-
dents to be active participants in a future where AI 
is likely to play an even more significant role across 
various industries and aspects of society [3]. This en-
sures that they are not only consumers of AI-driven 
products and services but also informed contributors 
to the development and ethical implementation of 
these technologies. 

At the same time, gamification provides an inter-
active learning experience in building the education-
al landscape. It not only imparts knowledge but also 
hones decision-making in an increasingly complex 
and AI-driven world. This innovative approach pre-
pares students to not only be well-informed users of 
AI but also positions them as potential innovators 
and contributors in the field of artificial intelligence. 
This also allows teachers to innovative pedagogy in 
daily classroom teaching. 

The paper proposes an innovative approach aimed 
at fostering AI literacy through interactive gaming 
experiences. By integrating AI concepts into mul-
ti-player games, participants are not only entertained 
but also empowered to grasp the fundamentals of AI 
in a practical and engaging manner. Through dynam-
ic game-play scenarios, users navigate complex AI 
systems, make strategic decisions, and witness the 
impact of their choices. This hands-on approach not 
only demystifies AI but also cultivates a deeper ap-
preciation for its potential and ethical considerations. 
Through Color Conquest, pre-service teachers could 
further develop pedagogical practice in classroom 
teaching. 

2.	Literature	review
Game-based learning offers an innovative ap-

proach by infusing interactive and immersive expe-
riences into traditional classrooms [4]. This approach 
captures students’ attention and sustains their interest 
in learning within diverse simulations [5]. Through 
games, learners become active participants, making 
decisions, solving problems, and exploring complex 

scenarios, which leads to deeper comprehension and 
retention of concepts. Moreover, the experiential na-
ture of game-based learning allows students to wit-
ness the practical implications of their studies, bridg-
ing the gap between abstract theory and real-world 
application [6]. Immediate feedback mechanisms and 
adaptive technologies provide tailored learning expe-
riences, ensuring that students receive content at a pace 
aligned with their individual proficiency levels [7]. This 
fosters autonomy and self-directed learning, promot-
ing a growth mindset and resilience in the face of 
challenges [8]. Collaborative elements within games 
encourage teamwork, communication, and a sense of 
community, enriching the learning environment. Ad-
ditionally, games offer a safe space for experimenta-
tion and failure, instilling a culture of curiosity and 
exploration [9]. 

Studies have shown that using game-based 
learning for immersion learning enhances long-
term knowledge retention, affirming its efficacy as a 
powerful educational tool [10]. Overall, game-based 
learning not only transforms education into a dynam-
ic and engaging experience but also equips learners 
with critical thinking skills and a passion for lifelong 
learning [11].

In the field of teacher education, game-based 
learning provides an innovative approach as teachers 
could use diverse technology in classroom teaching [12].  
Through interactive simulations and virtual envi-
ronments, teachers could practice and refine their 
instructional techniques in a risk-free setting against 
dangerous settings in the real world [13,14]. This ap-
proach allows them to navigate various classroom 
scenarios, adapt to diverse student needs, and imple-
ment effective teaching strategies. By actively par-
ticipating in these immersive experiences, educators 
develop an understanding of the complexities and 
nuances of teaching. Moreover, the dynamic nature 
of game-based learning encourages them to critically 
reflect on their teaching practices and make informed 
decisions in real time [15]. The incorporation of 
immediate feedback mechanisms ensures that they 
receive constructive input, enabling them to adjust 
and refine their approaches [16]. This iterative process 
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cultivates a growth mindset, preparing educators 
to adapt and innovate in the face of evolving 
educational landscapes. Additionally, collaborative 
elements within educational games simulate the 
teamwork and communication skills necessary for 
effective teaching [17]. This experiential approach 
not only makes the learning process more engaging 
and memorable but also instils in educators a deep 
sense of empathy and understanding for their future 
students [18]. 

Game-based learning for developing AI literacy 
is a growing field at the intersection of education and 
artificial intelligence [19]. Scholars have recognized 
games as immersive platforms to introduce complex 
AI concepts in an engaging and interactive manner. 
This approach capitalizes on the inherent appeal of 
games, which can explain abstract notions of algo-
rithms, machine learning, and neural networks into 
tangible, hands-on experiences. Additionally, recent 
advances in technology have facilitated the creation 
of AI-driven educational games that simulate re-
al-world scenarios, providing learners with a dynam-
ic environment to experiment with AI algorithms and 
understand their implications in various contexts [20]. 
Moreover, the gamification of AI literacy serves to 
democratize access to this critical domain of knowl-
edge. It allows learners of diverse backgrounds and 
ages to engage with complex AI concepts (e.g., 
decision trees) in a non-intimidating and inclusive 
manner. Several researchers have emphasized how 
multi-player environments in educational games can 
foster collaborative problem-solving and knowledge 
sharing, creating a community of learners dedicated 
to AI literacy. This communal aspect not only en-
hances comprehension but also nurtures a supportive 
learning environment where individuals can collec-
tively grapple with the complexities of AI. As the 
demand for AI skills continues to grow across vari-
ous industries, leveraging game-based learning ap-
proaches offers a promising avenue to equip a wider 
demographic with the foundational knowledge and 
critical thinking abilities necessary to navigate the 
evolving landscape of artificial intelligence [21].

3.	Theoretical	framework
Design thinking is a creative problem-solving 

approach that places a strong emphasis on empathy, 
ideation, and iterative development [22]. When 
applied to the realm of AI literacy, it introduces a 
structured framework that involves empathizing with 
end-users, defining problems, generating creative 
solutions, prototyping those solutions, and rigorously 
testing them. It gives students agency to engage in 
real-world problems and proposes solutions to solve 
them through a systematic process. Computational 
thinking is a problem-solving approach rooted in 
principles of computer science, aimed at dissecting 
intricate issues into more manageable components [23]. 
The benefits of integrating computational thinking 
into educational curricula, emphasise its role in 
fostering critical thinking and problem-solving skills 
among students [24].

The Five Big AI Ideas serve as a cornerstone in 
the understanding of artificial intelligence. These 
concepts encompass critical aspects of AI devel-
opment and application [25]. The first idea, Percep-
tion, delves into enabling machines to comprehend 
and interpret the world, employing techniques like 
computer vision and natural language processing. 
Representation and reasoning involve instructing 
machines to not only hold knowledge but also make 
informed decisions based on that knowledge, often 
utilizing methods such as knowledge graphs and 
symbolic reasoning. Learning, the third idea, en-
compasses various machine learning techniques like 
supervised, unsupervised, and reinforcement learn-
ing, allowing machines to enhance their performance 
over time. Natural interaction explores the fusion of 
AI with physical systems, enabling machines to in-
teract with the physical world. The fifth idea, social 
impact, highlights the critical demands of using AI to 
solve real-world problems. 

In conjunction with these ideas, the AI Literacy 
Framework highlights the critical need to use AI re-
sponsively. It emphasizes the need for individuals to 
understand not only the capabilities but also the lim-
itations and potential implications of AI. This aware-
ness empowers people to make informed decisions 
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and take appropriate actions when interacting with 
AI systems or developing AI-based solutions. In-
corporating responsible AI practices into the frame-
work, ensures that AI is harnessed for the betterment 
of society while mitigating potential risks and ethical 
dilemmas. This approach aligns with the broader 
goal of promoting AI literacy as a means to navigate 
the evolving landscape of artificial intelligence effec-
tively.

4.	Game-based	design
Design thinking is demonstrated in this game 

through several key aspects. Firstly, empathy plays 
a crucial role in the game-play as players engage 
in simultaneous decision-making, necessitating 
an understanding of their opponent’s potential 
choices. This cultivates an empathetic perspective, 
a fundamental component of design thinking. 
Moreover, the game encourages ideation and 
iteration. Players are prompted to think strategically 
in both phases, requiring them to devise plans and 
adapt them in response to the changing dynamics 
of the board. This iterative process mirrors the 
cyclical nature of design thinking, emphasizing the 
importance of refinement and improvement. Addi-
tionally, the game adheres to a user-centred approach 
by preventing redundancy in choices. This design 
feature ensures that players are engaged in meaning-
ful decision-making, contributing to their overarch-
ing strategic objectives. By incorporating these ele-
ments, the game embodies the principles of design 
thinking, promoting creative problem-solving and 
user-centric design.

Computational thinking principles are embed-
ded within the mechanics of this game. Firstly, the 
concept of decomposition is illustrated as players 
systematically dissect the multifaceted task of terri-
tory claiming and connection into manageable, step-
by-step actions. This mirrors the essence of com-
putational thinking, which involves breaking down 
complex problems into smaller, more manageable 

components. Additionally, the game prompts players 
to engage in abstraction, compelling them to con-
template the conceptual notions of territory owner-
ship and connection, which are visually represented 
on the board. Furthermore, players are challenged to 
think algorithmically, devising strategies for claim-
ing territories and establishing connections. These 
strategies can be likened to algorithms, embodying 
computational thinking in practice. 

Furthermore, the game encourages collaboration 
and community building through critical thinking, 
strategic planning, and adaptability, all of which are 
essential skills that align with the goals of AI literacy. 
Students should discuss their own strategies and 
the opponent’s strategies. Students are encouraged 
to find the algorithm for gaining the highest score 
and assume the possibility of winning, and think in 
terms of both spatial reasoning and decision-making, 
which are pertinent to understanding AI concepts 
like perception and representation & reasoning.

5.	Game-based	mechanics
In the initial phase, Player 1 (Blue) and Player 

2 (Green) are presented with the simultaneous task 
of strategically choosing an uncoloured area on 
the board (see Appendix). This decision-making 
process initiates the territorial claim, as chosen areas 
transition to the respective player’s colour. However, 
in the event that both players opt for the same area, 
a strategic twist is introduced. The area is promptly 
marked in red, denoting its inaccessibility for 
subsequent selections (see Figures 1 and 2). This 
strategic mechanic prevents redundancy in choices, 
encouraging players to analyze their decisions with 
precision and foresight. The phase’s iterative nature, 
defined by the parameter N set by the map creator, 
grants players the opportunity to strategically claim 
territories over multiple rounds, nurturing a dynamic 
environment that calls for adaptability and long-term 
planning(see Figure 3).
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Figure 1. After two players simultaneously claim an uncoloured 
area on the board.

Figure 2. Once two players claim the same area.

Figure 3. After N = 5 times claim area.

Transitioning into the second phase, players face 

the challenge of connecting two areas of their own 
colour with lines (see Figure 4). This phase intro-
duces additional layers of complexity, as players 
must navigate through the board, factoring in the 
accessibility of black and white areas and the im-
passibility of red zones. Players must consider the 
implications of their routes while concealing their in-
tentions from the opposing player. Once both players 
have successfully established their connections, the 
game proceeds to the scoring phase, a pivotal mo-
ment in determining the victor. The scoring system 
rewards strategic prowess and penalizes hasty deci-
sion-making. If the lines of the two players do not 
intersect, each player garners points commensurate 
with the length of their respective line (see Figure 5). 
Conversely, in the event of an intersection, players 
are prompted to strategically evaluate the length of 
their opponent’s line (see Figures 6 and 7). 

Furthermore, the visual cues of red markings 
serve as a feedback mechanism. The areas connected 
by players in this phase, as well as any intersection 
points, are distinctly marked in red. This visual rep-
resentation reinforces the strategic implications of 
their choices. 

This iterative game-play process persists until 
players are no longer able to connect further lines, 
marking the conclusion of the game. The player 
who emerges with the higher score attains victory, 
showcasing superior strategic acumen and territorial 
control. This culminating moment emphasizes the 
importance of thoughtful decision-making. 

Figure 4. Two players try to connect their own colour area.



6

Journal of Computer Science Research | Volume 05 | Issue 04 | October 2023

5.1	Customizable	map	design

One of the key innovations in the game is the 
integration of a map design feature, allowing play-
ers to take an active role in shaping their gaming 
experience. This feature empowers players with the 
ability to design their own maps, complete with un-
colored areas, pathways, and potential obstacles. By 
providing players with creative agency, the game not 
only enhances engagement but also fosters strategic 
thinking. This customization element introduces a 
layer of personal investment, as players can craft en-
vironments that cater to their individual play styles 
and preferences (see Figures 8-11). 

A science teacher could use the game’s map de-
sign feature as a dynamic educational tool in the 
classroom. This innovative aspect enables students 
to delve into scientific concepts through interactive 
map creation. For instance, students might design 
maps representing ecosystems, complete with var-
ious biomes, habitats, and species. This hands-on 
activity encourages critical thinking as they strate-
gically plan the layout and relationships within the 
ecosystem. Through this exercise, students gain a 
deeper understanding of ecological interactions, spa-
tial relationships, and the interdependence of organ-
isms within an ecosystem. This approach not only 

Figure 5. Players receive a score equal to their connecting range.

Figure 6. Players try to connect their own colour area again.

Figure 7. Players receive a score equal to their opponent’s connecting range.
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makes science concepts tangible but also cultivates 
analytical thinking skills, providing a profound and 
memorable learning experience.

Figure 8. Customizable map design. 

5.2 Community-driven interaction

The interactive aspect of map sharing amplifies 
the social dimension of game-play. Players can share 
their creations with their peers or the wider gam-
ing community, creating an exchange of ideas and 
challenges. This not only builds community among 
players but also generates a diverse array of maps, 
each presenting unique challenges and strategic op-
portunities. Through this collective effort, the game’s 
complexity expands exponentially, ensuring that 
game-play remains dynamic and engaging over time 
across disciplines. 

Figure 9. The idea of segregation in geometry.

Figure 10. Analog ecosystem.

Figure 11. Analog China region with two main rivers.

5.3 Promoting creativity and collaboration

The game’s map design feature encourages a cul-
ture of creativity and collaboration. Players are not 
only consumers of content but active creators within 
the game’s ecosystem. This collaborative approach 
not only strengthens teamwork skills but also leads 
to the emergence of challenging maps that require 
collective problem-solving to conquer. Additionally, 
the ability to rate and provide feedback on user-gen-
erated maps helps identify high-quality designs and 
motivates creators to refine their work, further en-
riching the overall gaming experience across disci-
plines in classroom teaching. 

6. Methods
The study involved a total of 20 pre-service 

teachers enrolled in a teacher education program. 
The primary material used in this study was the ed-
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ucational game Color Conquest, designed to teach 
AI concepts in an interactive and gamified manner. 
The game incorporated elements of strategy, prob-
lem-solving, and critical thinking, all aimed at en-
hancing AI literacy skills. Participants completed a 
post survey to gather feedback on their experience 
with the game. The survey included Likert-scale 
items and open-ended questions to assess engage-
ment, perceived learning, and overall satisfaction 
with the game. Quantitative data from the post-as-
sessments was analyzed to understand the overall 
satisfaction rate (see Table 1). Qualitative data from 
the follow-up survey were analyzed thematically to 
extract key insights and feedback from participants.

7. Results
Responses from the follow-up survey provided 

valuable insights into participant perceptions of the 
Color Conquest game. Qualitative feedback high-
lighted the game’s effectiveness in making complex 

AI concepts more accessible and enjoyable. A sub-
stantial majority of participants (87%) reported high 
levels of engagement with the “Color Conquest” 
game. Many expressed enthusiasm for the interactive 
nature of the game, noting that it provided a dynamic 
and immersive learning experience. A notable 92% 
of participants indicated that they perceived a signif-
icant increase in their understanding of AI concepts 
after engaging with the game. Respondents high-
lighted the game’s ability to simplify complex topics 
and provide practical applications for theoretical 
knowledge. A significant proportion (85%) of partic-
ipants expressed overall satisfaction with the “Color 
Conquest” game as an educational tool. Comments 
emphasized the game’s effectiveness in making AI 
concepts more accessible, as well as its role in fos-
tering a collaborative learning environment.

Several participants praised the game’s feature 
that allowed them to customize scenarios. They ap-
preciated having agency in their learning journey, 
as it enabled them to explore specific AI concepts 

Table 1. Overall satisfaction questionnaire.

No. Item

1 On a scale of 1 to 5, how would you rate your level of engagement with the “Color Conquest” game? (1 = Not Engaged at 
All, 5 = Highly Engaged)

2 How satisfied were you with your overall experience using the “Color Conquest” game as an educational tool? (1 = Very 
Dissatisfied, 5 = Very Satisfied)

3 To what extent did you feel that playing the “Color Conquest” game helped you learn and understand AI concepts?(1 = 
Very unhelpful, 5 = Very helpful)

4 Please rate the extent to which you feel your knowledge of AI concepts improved after playing the “Color Conquest” 
game. (1 = Not Improved, 5 = Significant Improvement)

5 Were you able to customize scenarios in the “Color Conquest” game to explore specific AI concepts of interest to you? (Yes 
/ No)

6 To what extent did you feel that customized scenarios in the game helped you learn AI concepts? (1 = Very unhelpful, 5 = 
Very helpful)

7 How confident are you in applying the AI concepts you learned from the “Color Conquest” game in your future teaching 
practices in classroom teaching? (1 = Not Confident at All, 5 = Very Confident)

8 Do you believe that the “Color Conquest” game has positively influenced your long-term understanding and application of 
AI concepts? (Yes / No)

9 What specific aspects of the “Color Conquest” game did you find most effective in helping you grasp AI concepts?

10 Were there any challenges or areas of confusion you encountered while using the “Color Conquest” game for learning? 
Please describe.

11 How do you think the “Color Conquest” game could be further enhanced to provide a more engaging and educational 
experience for learners?

12 In what ways do you envision incorporating the knowledge gained from the “Color Conquest” game into your teaching or 
other professional endeavours?
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of interest in greater depth. A small subset of partic-
ipants suggested minor enhancements, such as in-
corporating additional levels or challenges to further 
reinforce specific AI principles. These suggestions 
were largely centered on expanding the depth and 
complexity of the game-play. A noteworthy propor-
tion of participants expressed optimism regarding the 
long-term impact of the game on their AI literacy. 
They believed that the hands-on, gamified approach 
provided a solid foundation for continued learning 
and application in their future teaching endeavours.

8.	Conclusions	and	future	work
In conclusion, this paper presents an innovative 

approach to enhance AI literacy through immersive 
gaming. By introducing a game-based prototype, 
this approach provides pre-service teachers with the 
tools to rethink teaching strategies across diverse 
subjects [26]. The simulation, Color Conquest, serves 
as a catalyst for educators to re-evaluate their 
pedagogical approaches, encouraging them to create 
customized scenarios and giving students agency in 
their learning journey. Furthermore, this interactive 
process not only develops students’ abilities in 
strategic thinking, problem-solving, and critical 
reasoning but also cultivates their proficiency in AI 
literacy in the 21st century. 

Future work could explore the potential integra-
tion of AI-driven adaptive learning systems within 
gamified educational platforms to tailor content to 
meet individual student needs and learning styles. 
Also, future work could conduct assessments in 
evaluating students’ cognitive, social and emotional 
learning outcomes as interacting with the games. 
The multivariate approach will contribute to the field 
of human-centered dynamic assessment in creating 
a student-learning environment that fosters not only 
academic skills but also emotional intelligence, 
teamwork, and problem-solving skills. This approach 
will advance the broader field of human-centered 
assessment, ultimately shaping a more dynamic and 
responsive learning environment for students.

Author Contributions 
Both authors have made contributions to this article. 

Xiaoxue Du is designated as the corresponding author.

Conflict	of	Interest
There is no conflict of interest.

References
[1] Yang, Y.T.C., 2012. Building virtual cities, 

inspiring intelligent citizens: Digital games 
for developing students’ problem solving and 
learning motivation. Computers & Education. 
59(2), 365-377.

[2] Benvenuti, M., Cangelosi, A., Weinberger, A., 
et al., 2023. Artificial intelligence and human 
behavioral development: A perspective on 
new skills and competences acquisition for 
the educational context. Computers in Human 
Behavior. 148, 107903.

[3] Pedro, F., Subosa, M., Rivas, A., et al., 2019. 
Artificial Intelligence in Education: Challenges 
and Opportunities for Sustainable Development 
[Internet]. Available from: https://hdl.handle.
net/20.500.12799/6533

[4] Welbers, K., Konijn, E.A., Burgers, C., et al., 
2019. Gamification as a tool for engaging 
student learning: A field experiment with a 
gamified app. E-learning and Digital Media. 
16(2), 92-109.

[5] Sánchez-Mena, A., Martí-Parreño, J., 2017. 
Drivers and barriers to adopting gamification: 
Teachers’ perspectives. Electronic Journal of 
e-Learning. 15(5), 434-443.

[6] Wang, L.H., Chen, B., Hwang, G.J., et al., 
2022. Effects of digital game-based STEM 
education on students’ learning achievement: A 
meta-analysis. International Journal of STEM 
Education. 9(1), 1-13.

[7] Kalogiannakis, M., Papadakis, S., Zourmpakis, 
A.I., 2021. Gamification in science education. 
A systematic review of the literature. Education 
Sciences. 11(1), 22.

[8] Baca, T., Petrlik, M., Vrba, M., et al., 2021. The 
MRS UAV system: Pushing the frontiers of 
reproducible research, real-world deployment, 
and education with autonomous unmanned 
aerial vehicles. Journal of Intelligent & Robotic 
Systems. 102(1), 26.

[9] Zourmpakis, A.I., Papadakis, S., Kalogianna-
kis, M., 2022. Education of preschool and 

https://hdl.handle.net/20.500.12799/6533
https://hdl.handle.net/20.500.12799/6533


10

Journal of Computer Science Research | Volume 05 | Issue 04 | October 2023

elementary teachers on the use of adaptive 
gamification in science education. Internation-
al Journal of Technology Enhanced Learning. 
14(1), 1-16.

[10] Spiliotopoulos, D., Margaris, D., Vassilakis, C., 
et al. (editors), 2019. A mixed-reality interac-
tion-driven game-based learning framework. Pro-
ceedings of the 11th International Conference on 
Management of Digital EcoSystems; 2019 Nov 
12-14; Limassol, Cyprus. New York: Association 
for Computing Machinery. p. 229-236.

[11] Mao, W., Cui, Y., Chiu, M.M., et al., 2022. Effects 
of game-based learning on students’ critical 
thinking: A meta-analysis. Journal of Educational 
Computing Research. 59(8), 1682-1708.

[12] Algayres, M., Triantafyllou, E., Werthmann, 
L., et al. (editors), 2021. Collaborative game 
design for learning: The challenges of adaptive 
game-based learning for the Flipped Classroom. 
Interactivity and Game Creation: 9th EAI 
International Conference, ArtsIT 2020; 2020 
Dec 10-11; Aalborg, Denmark. p. 228-242.

[13] Nousiainen, T., Vesisenaho, M., Ahlstrom, 
E., et al. (editors), 2020. Gamifying teacher 
students’ learning platform: Information 
and communication technology in teacher 
education courses. Eighth International 
Conference on Technological Ecosystems for 
Enhancing Multiculturality; 2020 Oct 21-23; 
Salamanca, Spain. New York: Association for 
Computing Machinery. p. 688-693.

[14] Abdullah, N.M.A.F.N., Sharipuddin, A.H.A., 
Mustapha, S., et al. (editors), 2022. The 
development of driving simulator game-based 
learning in virtual reality. 2022 IEEE 18th 
International Colloquium on Signal Processing 
& Applications (CSPA); 2022 May 12; Selangor, 
Malaysia. New York: IEEE. p. 325-328.

[15] Hasenbein, L., Stark, P., Trautwein, U., et al., 
2022. Learning with simulated virtual class-
mates: Effects of social-related configurations 
on students’ visual attention and learning experi-
ences in an immersive virtual reality classroom. 
Computers in Human Behavior. 133, 107282.

[16] Toda, A.M., Klock, A.C., Oliveira, W., et al., 
2019. Analysing gamification elements in 
educational environments using an existing 

Gamification taxonomy. Smart Learning 
Environments. 6(1), 1-14.

[17] Vidergor, H.E., 2021. Effects of digital escape 
room on gameful experience, collaboration, 
and motivation of elementary school students. 
Computers & Education. 166, 104156.

[18] Zourmpakis, A.I., Papadakis, S., Kalogianna-
kis, M., 2022. Education of preschool and 
elementary teachers on the use of adaptive 
gamification in science education. Internation-
al Journal of Technology Enhanced Learning. 
14(1), 1-16.

[19] Ng, D.T.K., Lee, M., Tan, R.J.Y., et al., 2023. A 
review of AI teaching and learning from 2000 
to 2020. Education and Information Technolo-
gies. 28(7), 8445-8501.

[20] Du, X., Meier, E.B., 2023. Innovating peda-
gogical practices through professional develop-
ment in computer science education. Journal of 
Computer Science Research. 5(3), 46-56.

[21] Skritsovali, K., 2023. Learning through play-
ing: Appreciating the role of gamification in 
business management education during and af-
ter the COVID-19 pandemic. Journal of Man-
agement Development. 42(5), 388-398.

[22] Shé, C.N., Farrell, O., Brunton, J., et al., 2022. 
Integrating design thinking into instructional de-
sign: The# OpenTeach case study. Australasian 
Journal of Educational Technology. 38(1), 33-52.

[23] Kafai, Y.B., Proctor, C., 2022. A revaluation 
of computational thinking in K-12 education: 
Moving toward computational literacies. Edu-
cational Researcher. 51(2), 146-151.

[24] Du, X., Taylor, M., Blumofe, N., et al. (editors), 
2023. Widening the global access of artificial 
intelligence (AI) literacy curriculum through the 
participation of day of AI. Society for Informa-
tion Technology & Teacher Education Interna-
tional Conference; 2023 Mar 13; New Orleans. 
Waynesville: Association for the Advancement of 
Computing in Education (AACE). p. 1896-1903.

[25] Hoffman, S.G., Joyce, K., Alegria, S., et al., 2022. 
Five big ideas about AI. Contexts. 21(3), 8-15.

[26] Lyublinskaya, I., Du, X., 2023. Annotated 
digital timelining: Interactive visual display 
for data analysis in mixed methods research. 
Methods in Psychology. 8, 100108.



11

Journal of Computer Science Research | Volume 05 | Issue 04 | October 2023

Appendix



12

Journal of Computer Science Research | Volume 05 | Issue 04 | October 2023

Figure A1. Flow chart of game logic.
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ABSTRACT
Different abnormalities are commonly encountered in computer network systems. These types of abnormalities can 

lead to critical data losses or unauthorized access in the systems. Buffer overflow anomaly is a prominent issue among 
these abnormalities, posing a serious threat to network security. The primary objective of this study is to identify the 
potential risks of buffer overflow that can be caused by functions frequently used in the PHP programming language 
and to provide solutions to minimize these risks. Static code analyzers are used to detect security vulnerabilities, 
among which SonarQube stands out with its extensive library, flexible customization options, and reliability in the 
industry. In this context, a customized rule set aimed at automatically detecting buffer overflows has been developed 
on the SonarQube platform. The memoization optimization technique used while creating the customized rule set 
enhances the speed and efficiency of the code analysis process. As a result, the code analysis process is not repeatedly 
run for code snippets that have been analyzed before, significantly reducing processing time and resource utilization. 
In this study, a memoization-based rule set was utilized to detect critical security vulnerabilities that could lead to 
buffer overflow in source codes written in the PHP programming language. Thus, the analysis process is not repeatedly 
run for code snippets that have been analyzed before, leading to a significant reduction in processing time and resource 
utilization. In a case study conducted to assess the effectiveness of this method, a significant decrease in the source 
code analysis time was observed.
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1. Introduction
Internet networks are an indispensable compo-

nent that facilitates information exchange between 
individuals and organizations; however, this infra-
structure needs to be protected against threats such 
as network anomalies. One of these dangers is buffer 
overflows. Buffer overflow can lead to an attack that 
allows malicious codes to be executed on the target 
system. Therefore, the detection and prevention of 
buffer overflow attacks are of great importance in 
ensuring the security of computer systems. The at-
tacks and impacts caused by buffer overflow errors 
hold a significant place in the history of technology. 
The Morris worm, one of the first major attacks in 
the history of the internet, originated from a buffer 
overflow error [1]. The worm named Code Red [2] on 
the other hand, affected millions of computers due to 
a buffer overflow error in Microsoft IIS servers, dis-
playing a widespread distribution over the internet. 
The Heartbleed vulnerability, which emerged in the 
OpenSSL cryptography library, put at risk the SSL 
encryption protocol used across a large part of the 
internet [3]. Another incident stemming from a buff-
er overflow error is the attack on Equifax, a credit 
report service provider [4]. In addition, the security 
vulnerabilities named Spectre and Meltdown in Intel 
processors [5], the BlueKeep vulnerability in the Win-
dows operating system [6], the attack on the popular 
messaging application WhatsApp [7] and the attack 
on the Microsoft Exchange email server [8] all share a 
common ground originating from structures suscep-
tible to buffer overflow.

It is possible to protect against buffer overflow 
attacks by taking a series of precautionary measures. 
These include controlling the array size [9], using 
secure input/output functions, memory limiting [10], 
Address Space Layout Randomization (ASLR), 
stack canaries, software updates, conducting security 
testing, fuzzing, and sandboxing [11]. Thanks to these 
protection methods, many systems are known to 
have become more resilient [12,13]. Additionally, hard-
ware-based measures are stronger compared to soft-
ware-based measures, as they are based on the work-
ing logic of the hardware and are harder to override 

or bypass by software. However, these measures are 
only supported by modern CPUs and cannot be used 
in older systems. Hardware-based memory protec-
tion technologies are widely supported, particularly 
in modern processor architectures, such as Intel (VT-
x, VT-d, etc.) and AMD (V, Vi, etc.) [14]. 

Hardware-based measures yield the most effective 
results when implemented alongside software-based 
solutions. Various software tools, such as dynamic 
and static code analysis tools, memory tracing utili-
ties, and fuzzers, can be utilized to detect such types 
of cyber threats. Particularly, static code analysis is 
instrumental in identifying potential security weak-
nesses by conducting an analysis of the code without 
the necessity to execute it. In this realm, static code 
analysis tools like SonarQube offer distinctive ad-
vantages in the early detection of potential security 
vulnerabilities within source codes. The objective of 
this study is to ascertain the potential risks of buffer 
overflow incidents precipitated by functions com-
monly employed in the PHP programming language 
and to propose methodologies to mitigate these 
risks. The prominence of PHP as one of the global-
ly most-utilized scripting languages today, coupled 
with the reality that a significant proportion of secu-
rity vulnerabilities identified in web-based computer 
software in recent times are associated with PHP, 
underpins the rationale for selecting this language 
for our investigation. Static code analyzers are de-
ployed to pinpoint security vulnerabilities, among 
which SonarQube is notable for its comprehensive 
library, adaptable customization options, and its in-
dustry-trusted reliability. Within this framework, a 
specialized, memoization-based rule set designed for 
the automatic detection of buffer overflows has been 
developed on the SonarQube platform.

This customized rule set, through extensive anal-
ysis executed on PHP source codes, can preemptive-
ly identify memory management faults, particularly 
dangerous function calls, and erroneous array op-
erations. This facilitates the proactive correction of 
security vulnerabilities in the earlier stages of the 
development cycle. Integrated into SonarQube’s rich 
plugin ecosystem, this rule set offers in-depth guid-
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ance to developers, security analysis experts, and 
information security teams on fortifying PHP codes. 
Furthermore, the rule set can be calibrated to recog-
nize specific security weaknesses prevalent in widely 
used PHP frameworks and libraries, significantly 
bolstering the security posture of PHP applications 
in the industry and elevating the standards of web 
application security.

2.	Literature	review
Aleph One [15] has presented a detailed report on 

the causes and effects of buffer overflow attacks, 
which hold a significant place among network anom-
alies, while Wagner and colleagues have addressed 
this threat with various protection methods and 
detection approaches [16]. Protection methods like 
StackGuard [17] and RAD [18] stand out as prominent 
approaches in the literature. Kuperman and col-
leagues have proposed detecting buffer overflow by 
combining static and dynamic analyses [19]. Le and 
Soffa have detected these attacks with demand-based 
and path-sensitive analysis [20]. Brooks has evaluated 
the effects of automatic vulnerability detection and 
exploitation techniques on buffer overflow [21]. A re-
port [22] highlighting the critical importance of static 
analysis techniques for software security has been 
presented, and accordingly, tools like ARCHER [23] 
and Safe-C [24] introduced in the literature automati-
cally detect memory access errors.

To detect and prevent memory errors at runtime, 
Valgrind performs dynamic program inspection to 
monitor potential memory errors [25], and Rinard and 
colleagues have conducted studies in this field using 
dynamic methods [26]. Additionally, FormatGuard [27] 
has been developed by Fen and colleagues [28], and 
Ruwase and Lam [29] have devised protection meth-
ods against memory overflow errors.

Buffer overflow attacks stem from memory man-
agement errors in software, providing attackers the 
opportunity to exploit these flaws for the execution 
of malicious code. Jha has conducted research on 
methods to close security vulnerabilities in software 
and enhance its security [30]. Emami, Ghiya, and 
Hendren have focused on the potential security chal-

lenges posed by the use of function pointers in C [31].  
Liang and Sekar have generated automatic signa-
tures against buffer overflow attacks using symbolic 
modeling [32]. In the same context, Newsome and 
Song have detected malware attacks using dynamic 
taint analysis [33]. Memory errors can pose a risk to 
the reliability of software. Qin and colleagues have 
introduced a method of monitoring ECC memory 
to detect these errors [34]. At the same time, Seward 
and Nethercote have outlined methods for detecting 
undefined value errors using the Valgrind tool [35]. 
Executable memory protection for Linux is a critical 
defence against attacks, and a comprehensive over-
view of this subject is provided on Wikipedia [36].

Nethercote and Seward have introduced methods 
for detecting software bugs by tracking dynamic 
features through the Valgrind framework [37]. Costa 
and colleagues have worked on enhancing software 
security by conducting dynamic input verification 
with Bouncer [38]. Song and his team have presented 
the BitBlaze method for the analysis of malicious 
software [39]. Liu and his colleagues have identified 
vulnerabilities in x86 programs using obfuscation 
methods and genetic algorithms [40]. Kroes and his 
team have provided automatic detection methods for 
memory management errors using Delta pointers [41]. 
Frantzen and Shuey have introduced hardware-as-
sisted stack protection with StackGhost [42]. Novark 
and Berger have presented dynamic memory man-
agement approaches with the DieHarder tool [43].  
Sayeed and colleagues have proposed protection 
against buffer overflow attacks through control flow 
integrity [44]. Andriesse and his team have offered 
methods for software integrity protection and block-
ing malicious code with Parallax [45].

In recent years, machine learning has emerged 
as a method used for attack detection from network 
traffic. Mukkamala and colleagues have conducted 
studies in this field [46], while Thottan and Ji have 
performed anomaly detection by examining the char-
acteristics of network traffic data [47].

For the detection of attacks, tools such as dynamic 
and static code analysis tools, memory tracing tools, 
and fuzzers can be utilized. In particular, static code 
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analysis helps identify potential security vulnerabil-
ities through the method of analyzing the code with-
out executing it. To detect security vulnerabilities in 
software, Cova and colleagues have presented meth-
ods combining flow graphs and static analysis [48].  
Lanzi and colleagues have also proposed a vulner-
ability detection tool for the x86 architecture [49]. At 
the same time, Miller and colleagues have tested the 
resilience of applications for MacOS X [50]. In this 
context, static code analysis tools like SonarQube 
possess unique advantages in detecting potential 
security vulnerabilities in software at an early stage. 
Its multi-language support for various programming 
languages allows for language-independent analysis 
of projects. Its customizability feature allows for the 
addition of specific rules. It can incorporate custom-
ized rule creation in SonarQube as well as the inte-
gration of an optimization algorithm with machine 
learning.

3. Speed up static code analysis 
WERTYMemoization is an optimization tech-

nique used to store the results of computationally 
expensive operations, preventing the need for repeat-
ed execution of the same operations. This method 
is particularly employed in dynamic programming 
problems to minimize redundant calculations. In 
the fields of data mining and big data analysis, 

memoization contributes to resolving the time issues 
encountered when algorithms process large data sets. 
A HashMap function can be created for the source 
code, storing information about previously seen 
function names and whether these functions produce 
a “buffer overflow”. Consequently, when a function 
listed is encountered, the code does not have to re-
check if the function produces a “buffer overflow”; 
instead, it quickly retrieves the result from the Hash-
Map function.

Static code analysis tools aim to identify er-
rors, assess code quality, and pinpoint security 
vulnerabilities in codes written in various program-
ming languages. However, in large-scale projects, 
completing each analysis can take a considerable 
amount of time. The integration of the memoization 
technique into static code analysis is targeted to 
quickly analyze repeating functions or method calls, 
thereby reducing the total analysis time. A functional 
comparison of prominent and widely accepted static 
code analysis tools in the literature is provided in 
Table 1.

The static code analysis tool SonarQube stands 
out among other analysis tools due to its support for 
numerous programming languages, visual reporting 
and user-friendly interface, offering broader customi-
zation options, and having a large user and developer 
community.

Table 1. Functional comparison of code analysis tools.

Feature/Criterion SonarQube [51] ESLint Checkmzrx Coverity

Supported languages 20+ (Java, C#, PHP, JS vb.) Firstly, JS ve TypeScript 20+ 20+

Web based interface Yes No (CLI tabanlı) Yes No

CI/CD integration Extensive (Jenkins, Travis, 
Azure Pipelines vb.) Limited Extensive Extensive

Customizable rules Yes Yes Yes Yes

Community support Strong Strong Medium Medium

Code quality metrics Yes No No No

Licensing and cost Free and commercial versions Free Commercial Commercial

Multi-language project support Yes No Yes Yes

Plugin and extension support Yes (Numerous plugins 
available on the Marketplace) Yes (npm packages) Limited Limited
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4. Case study
Methods used for automatic detection of security 

vulnerabilities causing buffer overflow in static code 
analysis are presented in this section. The interface 
named Sonar-Scanner, which can work integrated 
with SonarQube, enables the visualization of analy-
sis results and the execution of management opera-
tions. On the SonarQube platform, a special security 
rule has been established with the aim of detecting 
PHP functions that can create a security vulnerability 
(buffer overflow).

4.1	Memoization-based	custom	rule	
integration

The steps for incorporating the memoization 
principle into the rule are given below. Integration of 
the rule with the SonarQube analysis tool not only 
reduces analysis time, but also enables quicker de-
tection of critical security risks.

Step-1: Creating a custom security rule: Leverag-
ing the customizable structure of SonarQube anal-
ysis tool for PHP, a security rule incorporating the 
memoization technique is established.

Step-2: Cache management: Implementing a 
caching mechanism within the custom rule to store 
the results of functions that pose a security vulnera-

bility risk.
Step-3: Risk analysis: Evaluating potential 

security risks when functions or methods are called 
for the first time, and storing the result in the cache.

Step-4: Utilizing the cache: When a function of 
the same name is called again, use the information in 
the cache to instantly perform a security assessment.

In the first step, key files and functions for the 
specific rules determined for static code analysis 
are utilized. The file named BufferOverflowCheck.
java examines function calls, checking for the us-
age of specific functions such as strcpy, strcat, and 
fwrite. When the use of these functions is detected, 
a security alert is generated. The MyPhpRules.java 
file stores the list of existing custom rules, and these 
rules are added to the SonarQube rule repository. 
The PHPCustomRulesPlugin.java file defines the 
Sonar Plugin and adds the MyPhpRules class. The 
pom.xml is used as a Maven configuration file for 
building the project and managing its dependencies. 
The necessary modules for creating a custom rule in 
the SonarQube analysis tool are provided in Figure 1.

As shown in Figure 2, the SonarQube tool uses 
the “@Rule” annotation to customize rule defini-
tions. There are different priority levels in these 
checks, which are listed as INFO, MINOR, MAJOR, 
CRITICAL, and BLOCKER. For the rule created 

Figure 1. Loading of modules. 

Figure 2. Determination of rule level.
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in this study, the CRITICAL priority level has been 
selected because buffer overflow can lead to securi-
ty breaches, and such a violation can pose a critical 
threat to the entire system.

As shown in Figure 3, the constructor (Buffer 
OverflowCheck()) creates a HashMap named 
functionResultsCache. This structure is later used 
to quickly detect risky functions. By calling the 
loadCache() function, a previously created cache is 
loaded.

As illustrated in Figure 4, the loadCache() func-
tion reads the previously saved cache data from 
the disk and places it in the HashMap. Each line 
read from the disk contains a function name and a 
boolean value. The function name serves as the key, 
and the boolean value is processed into the map.

In every situation where the cache is updated, the 
saveCache() function is invoked as depicted in Fig-

ure 5. This function saves the functionResultsCache 
HashMap to a file.

As illustrated in Figure 6, the visitFunctionCall() 
function is triggered for each function call in the 
source code. After retrieving the function name, it is 
checked whether it has been previously added to the 
cache or not.

If the function name exists in the cache, the stored 
boolean value is used. If the value is true, a “Buffer 
overflow issue detected” warning is generated. If the 
function name has not been seen before, it is checked 
whether it is risky. If it is in the list of risky functions 
(such as strcpy, strcat, gets, etc.), it is added to the 
cache as true and subsequently a warning is gener-
ated. When the cache is updated, the saveCache() 
function is called, and the process continues for oth-
er potential SonarQube tool inspections with super.
visitFunctionCall(tree) (Figure 7).

Figure 3. Creation the BufferOverflowCheck class.

Figure 4. LoadCahce function.

Figure 5. SaveCahce function.
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4.2	Memoization-based	rule	for	attack	detec-
tion

This structure also employs a caching mechanism 
to enhance performance. Specifically, the save-
Cache and loadCache methods are used for loading 
the cache file from the disk and saving it back to 
the disk. This custom rule can effectively detect 
buffer overflow issues in PHP projects, assisting 
in the prevention of such security vulnerabilities. 
The workflow of the rule added to the Sonar Qube 
analysis tool is provided in the steps below.

Step-1: The BufferOverflowCheck class stores 
function names and whether these functions may 

cause a buffer overflow in a HashMap.
Step-2: When any function call is seen in the PHP 

code, the visitFunctionCall function is triggered by 
the rule.

Step-3: If the function name is in the cache 
(HashMap), the rule can immediately generate a 
warning. Otherwise, the function name and whether 
it creates a buffer overflow is added to the cache.

In the example application below, a custom rule 
has been added to the SonarQube analysis tool to 
detect buffer overflow attacks. When dangerous PHP 
functions (such as strncpy, strcat, addslashes, fwrite, 
array_splice, etc.) are called, the application issues a 
security vulnerability warning (Figure 8).

Figure 6. visitFunctionCall function.

Figure 7. Identifying functions that cause buffer overflow.
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Additionally, the effectiveness of the memoi-
zation method has been measured by applying the 
custom rule created to a PHP code found in the bat.
php repository located in the “b4tm4n” repository 
on GitHub [45]. The source code selected for analysis 
consists of a total of 3962 lines. After the SonarQu-
be analysis tool successfully analyzes the code, it 

displays the identified risky functions and security 
vulnerabilities on the interface. Figure 9 shows the 
results of the analysis summary of the bat.php file 
available on Github.

Figure 10 shows the lines of code in the bat.php 
file that are potentially vulnerable to buffer overflow 
attacks.

Figure 8. Code block in bat.php file where the “fwrite” function is used.

Figure 9. Analysis summary results of the bat.php file located on Github.
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During the analysis with the custom rule created, 
the information of the dangerous and safe functions 
detected thanks to the loadCache function is saved to 
a file named cache.txt. An example of a cache.txt file 
is shown below:

As shown in Figure 11, there are functions mar-
ked as true or false. Here, true represents the functi-
ons that may pose a security vulnerability risk, while 
false represents the functions that will not create a 
security vulnerability. The existence of the cache.txt 
file significantly increases the performance during 
the next run of the custom rule. The loadCache fun-
ction reads this file at the beginning of the analysis 
and loads the function information into memory 
(RAM). Thus, when re-analyzing the same code, 
instead of analyzing the security risks of the same 

functions again, the custom rule directly retrieves the 
information from the memory. This is an optimizati-
on technique known as memoization. This approach 
shortens the analysis time and can quickly identify 
previously detected security vulnerabilities in each 
new analysis. Figures 12-14 show the analysis times 
of the lines in the bat.php file analyzed above against 
buffer overflow attacks. While the total analysis time 
is 29.118 s when the cache is empty, it is 22.048 s 
when the cache is full. It can be seen that the use of a 
cache significantly reduces the analysis time.

Figure 11. Sample content is taken from the cache.txt file.

Figure 10. Code lines in the bat.php file that are potentially vulnerable to buffer overflow attacks.

Figure 12. Memoization.

Figure 13. Analysis duration with cache usage.
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5. Results and discussion
In this study, we examine how a customized rule 

can be added to the SonarQube analysis tool to iden-
tify potential buffer overflow security vulnerabilities 
in codes written in PHP. The main goal is to develop 
a system that not only performs static code analy-
sis but also enhances analysis performance with a 
caching mechanism. Specific functions that could 
pose a risk in PHP codes have been identified, and a 
custom SonarQube rule has been designed for these 
functions. The analysis process has been optimized 
using the memoization technique, reducing repeated 
analyses on the same code. This approach saves time 
and resources, particularly for large codebases.

The current work also records significant advan-
cements in the effective detection of commonly used 
functions that carry the risk of buffer overflow. The 
increase in analysis performance has been made pos-
sible by the caching mechanism. The flexibility and 
extensibility of this custom rule mean it can be app-
lied to different functions and methods. However, the 
study has limitations, such as being specific to the 
PHP language and covering only certain functions. 
While the initial version is capable of static code 
analysis only, the integration of dynamic analysis 
and adaptation to different programming languages 
represent significant potential for future work.

This research makes a notable contribution to 
the field of web security, especially regarding the 
security of PHP applications. In the future, the au-
tomatic detection and resolution of such security 
vulnerabilities are expected to facilitate the creation 
of more effective and secure applications in software 
development and cybersecurity. Particularly, the in-
tegration of the custom rule with dynamic analysis, 
the incorporation of machine learning techniques, 
and improvements to the user interface will push 
the innovations in this field further. In addition, 

advanced automation approaches for strengthening 
defence mechanisms against security vulnerabilities 
and making software development processes more 
robust could be developed, contributing to risk 
assessment and management strategies. Designing an 
extended security framework applicable in various 
software languages to deal with a wide spectrum of 
security threats, beyond specific challenges such as 
buffer overflow, will be an important goal for future 
researchers and applications. Such a framework will 
play a crucial role in protecting critical systems and 
securing sensitive data.
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1. Introduction
The purpose of this work is to develop a com-

putational Natural Language Generation (NLG) 
algorithm, for the Greek language, which will serve 
the human-machine communication process. An in-

tegrated HRI (Human-Robot Interaction) system [1] 
includes the dialogue process [2] and upgrades it to a 
role in relation to a Virtual Assistant [3]. In general, 
the need to generate sentences from an engine exists 
for two reasons:
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1) for instructions or information to the user,
2) for questions about ambiguities (from the sys-

tem side) of incoming suggestions from the user.
The first case, is the most widely applicable case, 

since machines give instructions to people all the 
time and everywhere, whether in the form of nav-
igators or virtual assistants in homes and services. 
The second case is more crucial for dialogue devel-
opment, since the system itself requests the infor-
mation it needs and can then use it even in the same 
dialogue. The information that can be sought by a 
machine during the dialogue process is equivalent to 
that which a human would seek, and a large part of it 
is included in the following cases:

● location information
● time information
● attribute information (color, height, distance, 

etc.)
● issues of ambiguity
● unknown words
● issues of grammatical structure problems, due 

to idioms or replacement of sentence parts by 
expressions or movements.

As is known, a person receives much of this in-
formation from his wider interaction with the inter-
locutor, as well as from his intelligence that comes 
from a healthy brain. Parenthetically here, it is note-
worthy to mention that, in general, the mechanism 
by which a human brain learns, perceives, synthesiz-
es and uses knowledge through speech is complex 
and much research [4] is being done in many direc-
tions in modern science. In continuing, this raises the 
question: What happens when it comes to a machine, 
which by definition lacks the intelligence of a human 
brain but also the ability to perceive implied expres-
sions and movements to understand ambiguous sen-
tences? The answer is that in the case of the machine 
we can define a context in which, when it does not 
receive from its interlocutor the required informa-
tion, since it will not be able to combine it with its 
current knowledge, it can directly target questions to 
it, until the full clarification.

According to the above, an attempt is made using 
the theory and hole semantics [5], the computational 

model OMAS-III [6] and the graduate thesis “Imple-
mentation of OMAS-III as a Grammatical Formalism 
for Robotic Applications” [7] and its related work [8],  
in order to create the algorithm that will compose the 
queries to the human/user.

The work is structured in four chapters. In the 
first chapter, reference is made to the theory and se-
mantics of holes (Hole Semantics), to OMAS-III and 
how the combination of all of them can work in the 
synthesis of natural language. In the second chapter, 
reference is made to the use of OMAS-III as a gram-
matical formalism. In the third chapter, the construc-
tion of the natural language generation algorithm is 
done, as examples of its use. Chapter 4 presents the 
conclusions and suggestions for future research. 

2. Theories and models
In this chapter, a brief presentation of the theory 

of holes as well as the OMAS-III systemic model 
and their connection for the further development of 
the study is made.

2.1 Theory and hole semantics

Hole theory, also known as “multilevel hole the-
ory”, is an approach to linguistics that focuses on 
the idea that language is structured at different levels 
of linguistic analysis, and each level operates inde-
pendently. In this theory, the holes represent the dif-
ferent levels of language, such as phonetic, morpho-
logical, syntactic, and semantic. Each layer operates 
independently, but there is cooperation between them 
to create the overall meaning. That is, this theory 
emphasizes the interaction between these levels dur-
ing language processing. Thus, by understanding the 
structure and function of each level, we can analyze 
how language is created and interpreted. So we can 
say that this approach helps to understand language 
as a complex system with various levels that inter-
act, while at the same time maintaining their own 
autonomy. Hole semantics [9,10] is a framework that 
defines underdefined representations in arbitrary ob-
ject languages [11]. Hole semantics constructs types of 
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an object languagea (such as FOLb [12,13] or DRTc [14]) 
with holes, into which other types can be attached. 
Each hole with a type (named by its label) and a con-
nection is acceptable if it respects certain constraints.

2.2 OMAS-III

The Organizational Method of Analyzing Sys-
tems (OMAS) [6] is a diagrammatic technique of sys-
tems analysis and belongs to the category of general 
description techniques. The diagrammatic techniques 
of systems analysis were developed as tools of sys-
temic thinking and visualization, providing a more 
complete and flexible way of describing the relevant 
concepts for each foreseeable field of application, 
which emphasizes the supervisory representation 
with the use of diagrams. OMAS-III is a designed 
process to achieve the best possible determination 
of the organization (structure and function/behavior) 
of an object or phenomenon (system), according to 
the application of basic organizational rules, adapted 
to specific conditions. OMAS belongs to the family 
of SADTd and IDEFx techniques [15,16], being their 
design evolution. OMAS-III is the third improved 
version of the original method. A complete under-
standing of a system through this particular method 
requires answers to the unique seven fundamental 
questions concerning it: 

●	 Why does it exist and work? 
●	 What results and conclusions does it give? 
●	 How much means (resources) does it need? 
●	 How does it work? 
●	 Who monitors or guides its operation? 
●	 Where does it work? 
●	 When does it work? 
Understanding the system leads to its complete 

description or conversely, its complete description 

a Object language is a language that is the object of study in various 
fields, such as logic, linguistics, mathematics, and theoretical computer 
science. 
b FOL (First-order logic): Refers to logic in which the predicate of a 
sentence or statement can refer to only one subject. It is also known as 
first-order predicate calculus or first-order functional calculus. 
c In formal linguistics, Discourse Representation Theory (DRT) is a 
framework for investigating meaning under a formal semantics approach.
d https://en.wikipedia.org/wiki/Structured_Analysis_and_Design_
Technique

leads to the understanding of its structure (the struc-
ture of a whole) and its organization and operation 
(the arrangement concerning the relationships be-
tween its entities). These seven questions (“journal-
istic questions”) constitute the basic assumption of 
a system, while the basic description of the system 
is made with the help of notation, implementing this 
assumption.

2.3	Connection	of	OMAS-III	with	hole	 se-
mantic

According to the paper “Implementation of 
OMAS-III as a Grammatical Formalism for Robotic 
Applications” [7], in a minimalist language the word 
order should be SVO (subject-verb-object) and AN. 
“AN” means that words qualifying a noun (adjec-
tives or adverbs), as well as its complements, should 
precede (the noun). In general, all words that qualify 
or complement any word, including relative noun 
clauses, must precede the main word. However, the 
Greek definite article/pronoun “ΤΟ” as well as the 
Greek indicative “ΑΥΤΟ” can be used as relative 
pronouns to introduce a relative clause after the verb. 
The reason why we have to follow the SVO and AN 
structure is that otherwise the language will not be 
minimalistic. The SVO structure is recommended 
for use in this language, but requires some indication 
to distinguish the subject from the object. Every lan-
guage syntax is based on the concept “the first is the 
second”, or “the first has the second”, that is, the sec-
ond word is the property of the first. Therefore, when 
we say “task easy”, it should mean “task is easy”. So 
we use the minimal meaning, without the need for 
conjunctions or articles. If we say “easy task”, based 
on the same principle it should mean “this easy thing 
is a task”, but now this information is not necessary. 
Thus, we understand “that easy thing which is a 
work” and more simply “an easy work”.

3. OMAS as grammatical formalism
In this chapter, we will see how OMAS-III imple-

ments a grammatical formalism, so that the computer 
can understand sentences that arrive at the system. 

https://en.wikipedia.org/wiki/Structured_Analysis_and_Design_Technique
https://en.wikipedia.org/wiki/Structured_Analysis_and_Design_Technique
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The following sections briefly present the study and 
application made in the work “Implementation of 
OMAS-III as a Grammatical Formalism for Robotic 
Applications” [7]. The flow diagram of the whole sys-
tem is shown in Figure 1. The heart of the grammar 
formalism is in the box titled “Hypothesis 2”, in the 
upper right of the diagram.

3.1 The grammatical formalism

In order to understand the OMAS-III model as a 
formalism tool, it is necessary for the system to an-
swer the seven key questions, also known as journal-
ist questions. The questions answer: 

●	the causality of the system (Why?); 
●	to the result including feedback (What?); 
●	in the introduction of included feedback 

(Which?); 
●	in the operating regulation conditions (How?); 
●	to those who oversee and guide operations 

(Who?); 
●	to the spatial aspects of functionality (Where?) 

and finally; 

●	on the temporal aspects of functionality 
(When?). 

By answering all seven questions, our system re-
ceives all the information given to it. So, its ultimate 
goal is to get all the answers and if it can’t do it in 
its “brain”, then he externalizes its questions to get 
answers and understand the situation it is in, with the 
result that its intelligence also raises. More specifi-
cally:

●	The question “Why” contains causal and ex-
planatory factors (because, to). They are sub-
ordinate clauses and their answer is a supple-
mentary clause with an explanation. It should 
be noted that it is not always given as a ques-
tion, because knowledge is not required from 
the robotic system, as the robot only needs to 
recognize and accept it when it is given. 

●	The question “What” is recognized as an out-
put of the system, and the answer is the verb 
used in the sentence where it is executed or 
was executed or will be executed, provided 
that the robot has detected the verb of the in-

Figure 1. Basic algorithm. 

Source: [8], after adaptation.
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coming sentence. The purpose of the “What” 
question is to give the machine the ability to 
strip the words of the extras it may have re-
ceived within the sentence and thus detect or 
not the verb there. If the verb does not locate 
it, it mainly finds the subjects or objects in the 
sentence and then asks what action it should 
do or what it is supposed to do. 

●	The question “Which/How much” contains 
all quantifiers and generally the objects of the 
sentence (adverbs are excluded). They are se-
mantically placed in this position even though 
they do not indicate quantity, even though they 
are looking for what the verb should have. 

●	With the question “How”, the action that will 
be used in the verb is given, with the help of 
modal adverbs, participles and general deter-
minations that indicate manner. 

●	In the question “Who” the answer is the sub-
ject, provided the verb and object are clear 
in the sentence. In some cases the subject is 
omitted, as it may be embedded within the 
verb or implied. But if none of these cases ap-
plies, then the engine asks the question “Who”. 
We usually create databases for cases like 
object recognition and hold the point in space 
and time it is meant to be found.

●	When the question “Where” is asked and the 
place is not specified, then the robot will take 
for granted the current location, as it may 
have been defined in a previous sentence or 
a subsequent one of the current text. There is 
a chance that the machine perceives that it is 
a static point, with the result that the begin-
ning and the end are identical. However, if the 
starting point is not given, then the robot will 
take as its location the previous location it was 
in the earlier sentence. If we don’t give points 
or movement but ask it to be placed where 
someone else is, then if it recognizes someone, 
it takes that information and acts accordingly. 
It goes without saying that when the location 
is required but not given, the robot should not 
determine and ask. 

●	When “When” is asked, the time and moment 
when an action will take place is sought. Its 
most general form is indicated by the verb 
tenses and time determiners. This form is most 
often presented for the extended present, fu-
ture and past. Along with the use of time, day 
and generally specific timing, it makes it easi-
er to identify on the machine. By integrating a 
Real Time Clock (RTC) into a robotic system 
and at the same time with time management 
software, the machine would also experience 
the moments virtually. Except it would require 
more absolute time values than are given. For 
current needs, the time control given is pre-
defined. If not declared by the data, then the 
robot approximates the time from the verb. 

●	Finally, there is the question “Why”. In this 
particular case the machine will not have the 
mental capacity to give an answer, so it will 
not return the question again if it is not satis-
fied. Along with “Why” go the causal and ex-
planatory words “because” and “to”, with “to” 
having the role of purpose in language, but 
all three words are presented in subordinate 
clauses, where they will carry out the process 
retrospective. 

In general, OMAS-III is a tool where the system 
thinks and visualizes, comprehensively, descriptions 
of concepts for predictable applications. It is the ba-
sic framework for building applications where robots 
are able to ask questions and provide information 
based on their existing and acquired knowledge.

3.2 Semantic grammars

Semantic grammars [17] consist of three steps: 
●	The primary is the semantics of the sentence 

accepted by the machine. Through a tree dia-
gram, called a semantic interpreter, it derives 
the interpretation. It also contains conceptual 
dependency, where it represents language-in-
dependent concepts. 

●	The second step is the grammar features that 
have the pattern of frames and the act of unifi-
cation to handle the semantic information. 
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The above two steps introduce artificial intelli-
gence that makes the robot-machine capable of ask-
ing questions beyond statically recording language 
structures and relationships. The last step is con-
straint-based grammars [18], which contain hundreds 
of rules and are applied to multiple languages with a 
systematic success rate of over 99%.

3.3	Software	design

The logic of the software design consisted of 
computational functions, where it would be permis-
sible for the system to manage the data it would re-
ceive in the form of propositions, to perform detailed 
questions where necessary, and finally to expose lists 
of actions, ordered in time order, containing all de-
tails of who, where, when and how. All words found 
in the sentences are parsed and the results are stored 
in a temporary table. Nevertheless, the sentences that 
show deficiencies in objects and subjects, through 
a mechanism of clarification, are separated into 
necessary data. Clarifications are sought in already 
existing data of the text, however, in case no answer 
is found, then queries are executed. A necessary con-
dition is the use of initial values, where they occupy 
the position of grammatical elements. By going back 
and completing the sentences, the temporary table 
is finalized, and all the data are transferred in time 
order to the time list of actions. The ultimate goal is 
for our system to offer the appropriate action that is 
requested and at the same time to determine in time 
the moment of its performance. The choice is made 
for the present, past and future tenses. In addition, in 
case the sentence consists of more specific temporal 
data, the action will be further characterized. The in-
coming data is passed through a six-option filter that 
sorts and characterizes it into words, according to 
the question it has to answer. It should be noted that 
if it is related to an explanation determination or is a 
supplementary proposal, then a corresponding pro-
cess is activated in order to accept the new proposal. 
In this case, if the sentence does not contain all the 
features of grammar, based on the syntax of the lan-
guage, then an analogous message is externalized to 
the outside world. On the other hand, if there are de-

ficiencies in the structure of the sentence, then there 
is a two-way communication with the outside world. 
This has the effect of creating a temporary one-di-
mensional array, where the data of a sentence are ex-
panded to construct a data line (i.e. a standardization 
of input data), with the ultimate goal of organizing 
the system to cope with what is asked of it. If there 
are any misses, then a temporary structure process 
takes place to search for data until the answer is neg-
ative, to place the line into a 2D output array, and 
finally give it to the outside world.

3.4 Complications

Through experiments and processing, some mal-
functions appeared. The first was the involvement 
in endless processes, where a review was made of 
sentences that presented syntactic errors, and where it 
was possible to correct them under various conditions. 
The second difficulty was system-wide problems that 
could not be completely fixed. In general, the types of 
problems presented are either morphological (handling 
complex words), syntactic (determining the part of 
speech of words) or semantic, because the dictionary 
used each time is considered finite.

4.	The	NLG	algorithm	for	Greek
In this chapter, we will see the algorithms based 

on which Natural Language Generation is done. 
In many modern methods [19], it is proposed that 
this process be carried out using neural networks 
through known techniques and their variants. In our 
developing system, the process of natural language 
generation is achieved by creating simple algorithms 
based on Greek grammar. These algorithms are in 
flowchart form. First, however, we will show how 
the perception and recognition of a word takes place, 
given a natural Greek language dictionary, as pre-
sented in the paper titled “Systemic and Whole Se-
mantics in Human-Machine Language Interfaces” [20].

4.1	Creating	word	perception	in	the	system

In a previous referenced work [7], an artificial lan-
guage SostiMatiko was used. The concrete language 
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has a great advantage in relation to the morpholo-
gy of the words. The root in each is grammatically 
invariant, for any part of speech and for any tense. 
Thus, a specific ending that is the same for all words 
determines whether we have a verb, an adverb, a 
noun or an adjective, singular or plural, subjunctive 
or imperative, and so on. In the case of natural lan-
guage, however, this does not happen, at least for 
most of the cases. So the Greek word “ελα” for ex-
ample (Figure 2: come_IMPERATIVE), is a verb in 
imperative and becomes “έρθω” in future  (Figure 
2: I will come), “έρχομαι” in present continue (Fig-
ure 2: to come), “ήρθα” in past (Figure 2: I came), 
etc. In English language the corresponding single 
word is “come”. In the case of the Greek word, it 
becomes clear that in natural language the process 
becomes more difficult and the limited dictionary is 
imposed, since we need to have more information 
for the development of a source root. For the above 
reason, in the database each root that gives a series 
of words, changing only the endings, should have its 
own position. Any group of such roots that show the 
same root meaning should be linked to that meaning 
(Figure 2: Linking meaning-root-endings to form 
words). This way we find its tense and grammatical 
position and can change it accordingly to return a 
sentence. That is, if a command comes: “έλα εδώ 
τώρα” which means in English “come here now”, 
the answer should be given: “έρχομαι εκεί τώρα” 
meaning “I come there now”. Although this whole 
process goes beyond the scope of this work, let’s 
make a small and simple report about the mechanism 
during the formation of words, in such a system. In 
the scheme of Figure 2: Linking concept-roots-ends 
to create words, we essentially observe three levels. 
Above is the general meaning of the word. Then we 
have three roots (ελ-, -ρθ-, ερχ-) that belong to this 
concept. For the root “-ρθ-” we have the develop-
ment of two new roots, based on a phoneme “ε-” or 
“η-” placed before it. At the third level, there are all 
the endings that are attached to the roots to form a fi-
nal word that defines a verb at a time to some person 
or persons, and so on.

This does not stop here, because the same roots, 

or others connected with the same meaning, give us 
adverbs and other parts of speech.

Figure 2. Linking meaning-root-endings to form words.

4.2 Word recognition algorithm

The word recognition algorithm is shown in Fig-
ure 3. The word recognition algorithm is described 
as follows: 

●	Each word enters the beginning of the algo-
rithm. 

●	An object is initially created in which the 
grammatical characteristics of the word will 
be registered. They are registered in two var-
iables, the length of the word and the length 
of the base with the roots, which is a dynamic 
element and can change during the operation 
of the system, learning new words [20]. 

●	It looks to find which roots are shorter in 
length than the word. If it is not found, then 
the process stops and the sentence is not cor-
rect. 

●	If roots are found that are shorter than the 
length of the word, then a root that is con-
tained in the word is searched for among them. 
If not found, then it will go back two steps and 
be rejected. If it is found, then the attributes of 
the word will be written to the object that was 
originally created, and the process will stop.

Based on the algorithm above, we check and 
identify all the words one by one. As long as all the 
words in the sentence are correct, their correspond-
ing objects have been created. Thus, we have a com-
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plete mapping of the sentence, both morphologically 
and conceptually.

4.3	NLG	algorithm	for	Greek

The creation of speech with a composition of nat-
ural Greek language is done after determining some 
basic elements. For example, the system must know 
all the grammatical features that will characterize 
the sentence, such as its person, verb and tense, as 
well as the object. The attributes combined with the 
predefined concept create the extracted sentence. Be-
cause it’s easier to understand this with a fairly sim-
ple example, we’ll use the queries generated by the 
system when it detects gaps in a sentence. If we only 
have the sentence “Πήγαινε και περίμενε”, which 
means “Go and wait”, then we detect two points of 
ambiguity. While the proposition is correct, the sys-
tem needs to know where and when. The system has 
detected these two gaps and needs to ask questions. 
What else does it know? It knows that it has been 
given an order, i.e. imperative in the present tense. 
It begins to compose the questions. Since the second 

person becomes first, the imperative will become 
passive. So the meaning of “πάω” (“go” in English) 
from the verb form “Πήγαινε” (imperative of “go” 
in English) will become “πηγαίνω” (“I’m going”, 
in English). The questions of where and when will 
come in front, and will be followed by “να” (“to” 
in English), because it is something I will do. Thus 
arise the questions “Πού να πάω;” (“Where should I 
go?” in English) and “Πότε να πάω;” (“When should 
I go?” in English).

This is exactly what is described in the algorithm 
that follows in Figure 4 and is considered basic for 
natural language generation in this work.

In the case where there is no imperative, then 
there is no change of person and there is no addition 
of “ΝΑ” (to). Of course, if the word “θA” (will) 
exists, then it will remain. Such examples are the 
sentences: “Ο Α περιμένει” (A is waiting) and “Ο 
Β θα πάει” (B will go), which lead to the questions: 
“Πού περιμένει;” (Where is he waiting?) and “Πού 
θα πάει;” (Where will he go?) respectively.

Figure 3. Word recognition algorithm.
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5. Conclusions
The following conclusions were drawn from this 

study:
●	OMAS-III as a grammatical formalism can 

semantically and morphologically describe a 
sentence, which has been described again in 
the referenced work we used. In addition, with 
the same flexibility it is possible to compose a 
sentence that helps human-machine interaction 
through dialogue.

●	This method of formalism enables us to easily 
intervene and add algorithms, enriching the 
already existing study system.

In all the studies so far on the specific techniques 
of OMAS-III and hole semantics, it seems that 
our developing system can easily accept upgrades 
by adding, relating or upgrading modules, such as 
speech synthesis, or understanding or learning a new 
word in the form of dialogue, etc. For this reason, 
we can simulate this system with various diseases of 
the brain, where missing a module can mean some 

encephalopathy. So, it is proposed as a topic of fur-
ther study, the study of patients (with speech disor-
ders), by studying problems that we will create in the 
OMAS-III formalism system, as it was examined in 
the referenced work and in the present work.
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1. Introduction
Ancient Egypt has been a cradle of culture and 

Egyptian script is one of its best accomplishments. 
As language is a living and evolving organism, the 
Egyptian language was no exception to this rule and 
created a transitional continuum as it was affected 
by various political, economic and social changes. 
The last stage of these linguistic changes is the Cop-

tic script, which is the last phase of a language that 
remained active from 3200 BCE until almost 1500 
CE. When Alexander the Great conquered Egypt 
(332 BCE), the Greek language started supplanting 
Egyptian in documents of public administration. 
Thus, an impetus was given to abolish hieroglyphics 
and to incorporate into the script phonetic elements 
that aided the understanding of written texts. This 
transition from the Egyptian to Greek alphabet was 
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also prompted by the spread of the Christian religion 
in the Middle East, which desired a new script for 
its sacred texts rather than Demotic Egyptian which 
was directly associated with the existing pagan re-
ligion. So, Coptic, by the 5th century CE, gradually 
became the dominant script for secular and sacred 
texts. The six main dialects of Coptic (there are also 
many sub-dialects) are Sahidic, Bohairic, Fayyumic, 
Akhmimic, Lycopolitan, and Oxyrhynchite. Al-
though each dialect has some separate linguistic 
features, some common features help researchers 
place a dialect in specific geographical areas [1,2]. 
When Egypt was conquered by the Arabs in 640 CE, 
its Islamization gradually began, naturally affecting the 
language as well. Nowadays the Christian communities 
of Egypt and the expatriate Coptic communities around 
the world use Coptic as a functional language [3]. 

2. Methodology
The Greek language had a decisive influence on 

the formation of Coptic. First of all, Egyptians adopt-
ed the Greek alphabet and used the Greek language 
for documents and administrative affairs. Furthermore, 
they transliterated their language by using the Greek 
alphabet. Thus, Egyptians enriched their alphabet with 
additional 8 signs, to represent the consonants that do 
not exist in the Greek language and created a script of 
32 signs and 26 distinctive sounds. According to some 
researchers, Coptic language was created by Pantain-
os, director of the Catechetical School of Alexandria [4].  
It is worth mentioning that the creation of Coptic was 
a way for the Egyptians to read their language as it 
happened to other populations (e.g. Slavic languages). 
Due to the strong influence of Greek on Coptic, there 
are various loanwords and Greek words that have 
been incorporated into the Coptic language: in the 
Biblical, Ecclesiastical, Liturgical, dogmatic, monas-
tic and ascetic traditions, even in everyday speech. In 
this aspect, Coptic proves the transition from pagan 
Egypt to Christianity, as is the language of Christian 
religious texts, the language of the gospels, and the 
language of letters.

In Greece, Coptic element survives in museums 
and institutions. Manuscripts and artifacts in various 

materials of different durability, such as ivory, lime-
stone, fabric, wood and clay be found on display or 
in archives at:

•	 the Byzantine and Christian Museum of Ath-
ens,

•	 the Benaki Museum in Athens,
•	 the Museum of Modern Greek Culture in Ath-

ens,
•	 the Peloponnesian Folklore Foundation “V. 

Papantoniou” in Nafplion,
•	 the Holy Monastery of Iveron on Mount 

Athos,
•	 the National Library of Greece in Athens.
Despite these findings, the digital tools for Greek 

researchers are absent [1].

3. Results
Worldwide, there is some interest in creating tools 

for the Coptic language. One of the most remark-
able works is Coptic SCRIPTORIUM, (created by 
Caroline T. Schroeder and Amir Zeldes [5]) where re-
searchers can search Coptic dictionaries with transla-
tions to English, French and German, corpora, or use 
NLP service and tools for annotation etc. However, 
in regards to Greek scholarship, we have concluded 
that researchers are in need of a tool that will allow 
them to recognize the Coptic script and will be a use-
ful aid for interpreting the texts and studying the lan-
guage, and this is the aim of this software application 
presented herein. Moreover, Coptic writings appear 
on various artifacts, so this is meant to be a useful 
tool for Greek museums and heritage curators, with 
no or limited knowledge of Coptic. The intention of 
the development of this tool is also to overcome var-
ious obstacles that may occur, like processing issues, 
absence of spaces between words, use of diacritics, 
punctuation, abbreviations etc. So, the semi-auto-
mated approach allows interfering with the artifacts 
without effort and risk of damaging them.

This software tool consists of three parts: 
i) The database, is practically the Coptic-Greek 

digital dictionary and one of the major parts of our 
tool. The database is an Excel file, instructed on a sin-
gle spreadsheet (Figure 1) to be modified or enriched 
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easily. Coptic dictionaries were used, available both in 
printed form and online (such as Crum [6] and Coptic 
Dictionary Online [7]). The Coptic words are sorted 
into lists, by size (according to the number of their let-
ters) and then alphabetically in each separate list. Each 
spreadsheet includes three columns: The first column 
is used for the word in Coptic, the second one for 
translation into Greek and the third one for comments 
considered necessary (e.g., original source, dialect, or 
anything we consider important for the user). 

ii) The search process, will be done in two ways. 
First, there is a Cartesian dictionary in which the 
words were arranged in size and alphabetically doing 
a linear search. Secondly, another base will be creat-
ed in order to be used for a weighted linear search, a 
process based on Zipf’s law [8]. It is also sequential, 

like the previous one, but it is executed in tables with 
the data in terms of their probability of occurrence, 
in descending order (preloading) [9]. For creating the 
frequency tables, Scriptorium corpora will be used. 
It will provide us with 39 separate texts for reading, 
analysis and complex searches. 

Their subject matter is quite long like magic 
papyri, the Book of Ruth, manuscripts, the Gospel 
of Mark, the Assumption of John, various biogra-
phies, etc. The benefits of dual search are great. It 
will achieve faster and more accurate search results, 
while at the same time, it will provide the necessary 
conclusions on how to rank databases for faster 
search with the most reliable results.

iii) The interface, is very simple and user friendly 
(Figure 2). On the left side, we have the Coptic al-

Figure 1. A sample of the Coptic-Greek digital dictionary.

Figure 2. The interface of the computer-assisted translation software.
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phabet. The users choose the letters that they see on 
their artifact or on their papyrus. Then they click the 
“Search” button or the “Correct” button in the case 
of a mistake. The “Results” text-box, returns the 
Greek translation and the corresponding comments, 
if the formed word exists in the dictionary. Other-
wise, a failure message will be displayed. When the 
user clicks the box “Clear” he can move on to the 
next word search, or the box “Help” for further in-
formation. Finally, with the “Exit” button, the user 
can save all the work in a “txt” file.

4. Conclusions
Although the Coptic community in Greece is 

particularly active [10], the Greeks seem to ignore 
the Coptic as an ethno-religious community and the 
same applies to the plethora of their artifacts which 
have not received the attention of the majority of 
Greeks. Furthermore, the theoretical background for 
Coptic is limited and the software tools related to 
this language for Greek researchers are, currently, 
non-existent. This tool is an excellent way of digi-
tizing the Coptic heritage, since the Coptic script is 
written on such fragile materials and artifacts, that 
could be potentially destroyed, and human interven-
tion is imperative. Although there are other tools for 
the Coptic language, none of them translate Coptic 
to Greek. Moreover, this tool could help to avoid 
the physical interference of human-artifact and di-
minish the possibility of damage. Finally, it is part 
of a wider range of software tools, which have been 
developed for processing ancient languages [11,12] and 
are still being developed under the auspices of the 
University of West Attica [13-15], in order to study the 
ancient languages and digitize cultural heritage.
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1. Introduction
Big data, artificial intelligence (AI), and data sci-

ence have been critical for academia and industries. 
We are living in an age of big data, data analytics, 
and AI. Big data has become one of the most im-
portant frontiers for innovation, research, and devel-
opment in the computer industry and business [1-4].  

Big data has also been a key enabler in exploring 
business insights, business intelligence (BI), and the 
economics of services. This has drawn an unprec-
edented interest in industries, universities, govern-
ments, and organizations [5,6]. Data analytics has also 
played a vital role in BI and management activities [7,8].  
Market-oriented AI, big data-based AI, and BI have 
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become the fiercest competition in the world [9,10], 
such as chips, 5G and 6G. ChatGPT, driverless cars, 
TikTok, the Internet of Things (IoT), and artificial 
drones have made us immerse in the era of big data 
and AI. However, the following fundamentals of 
data, analytics, and intelligence are still open for 
comprehending and exploring big data, AI, and data 
science: 

1) What are the relationships between data, ana-
lytics, and intelligence? 

2) What are the relationships between big data, 
big knowledge, and big intelligence? 

3) What is the relationship between business in-
telligence and analytics, as well as data intelligence?

This research will use the Boolean structure to 
address each of the issues based on the graduality 
of data, analytics, and intelligence as well as a sys-
tematic analysis. The Boolean structure destructs big 
data, data analytics, data science, and AI into data, 
analytics, and intelligence as the Boolean atoms. 
Data, analytics, and intelligence are then reorganized 
and reassembled, based on the Boolean structure, 
to data analytics, analytics intelligence, data intelli-
gence, and data analytics intelligence.

The rest of this article is structured as follows: 
Section 2 reviews a dozen different books on 
big data, analytics, data science, and artificial 
intelligence. Section 3 looks at the heuristics of 
Aristotle and Descartes. Section 4 discusses how 
to reshape the world by shaping the wood based 
on a story. Section 5 explores data, analytics, and 
intelligence using a Boolean structure. Section 6 
provides related work and discussion. The final 
section ends this article with some concluding 
remarks and suggestions for future work. 

2. Book	reviews	for	data,	analytics,	
and intelligence

There are many books on each of the topics, 
using the research of Google gooks and Amazon’s 
books. A dozen different books the author has used 
for his teaching and research recently are illustrated 
in Table 1. 

Table 1. Book reviews for data, analytics, and intelligence.

Items Books

Data [6], [10], [11], [12]

Analytics [6], [11], [12], [13], [14], [15], 
[16], [17], [18], [19]

Intelligence [6], [10], [11], [13], [14], [15], 
[20], [21]

Data analytics [6], [11], [12], [17], [18], [22], 
[23]

Data intelligence [9], [11], [22], [23]

Analytics intelligence [6], [13], [14], [15].

Data analytics intelligence

1. Analytics: Business 
Intelligence, Algorithms and 
Statistical Analysis [19].
2. Artificial Intelligence, Analytics 
and Data Science: Volume 1 Core 
Concepts and Models [24].

In what follows, we will examine each of them:
Database Systems: Design, Implementation, 

and Management is a classic textbook in the world 
that focuses on data (including big data), database 
systems, and management [6]. However, it lacks the 
investigation into analytics and intelligence, data 
intelligence, and data analytics intelligence. 

Laudon & Laudons look at  management 
information systems by investigating data and 
intelligence [10]. However, they lack investigation 
on relationships between data intelligence and 
data analytics intelligence from data, analytics and 
intelligence. 

Artificial Intelligence: A Modern Approach is 
a classic textbook [9]. In the past AI was a knowl-
edge-based intelligence, it is also a data-driven 
intelligence technique. However, it investigates the 
AI using an agent approach. The book has not inves-
tigated analytics and intelligence, as well as analyt-
ics intelligence and much more. Further, the agent 
approach in the book can be also replaced by other 
approaches like a multi-industry approach. 

Aroraa, et al. investigate data and analytics [18]. 
From a structural viewpoint, Aroraa, et al, have not 
classified the principles, tools, and practices for 
mentioned topics such as database management 
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systems, data warehouse, BI, data visulization, big 
data, machine learning, and data analytics. In other 
words, their book has not really discussed data 
analytics, although the book is titled Principles, 
Tools, and Practices for Data Analytics. This book 
is similar to the book of Sharda, et al. [6] and the 
book of Weber [11], because Chapters 4 and 5 of the 
book are similar to Chapter 2 of the book of Sharda,  
et al. [6]. Chapter 2 of this book is similar to Chapter 
3 of the book of Sharda, et al. [6]. The feature of this 
book is that it provided more techniques for big 
data; Chapters 6 and 7 look at the introduction to big 
data and Hadoop, NoSQL and MaPreduce. It also 
provided more applications of big data and machine 
learning. Even so, Aroraa, et al. have not detailed an 
investigation into data analytics, data intelligence, 
and analytics intelligence. 

Brooks investigates BI and analytics from 
concepts, techniques, and applications [13]. This book 
consists of five chapters: Chapter 1 Introduction to 
BI; Chapter 2 Understanding of Business Analytics; 
Chapter 3 Data for BI and Analytics; Chapter 4 Op-
erational Intelligence, and Chapter 5 Role of Analyt-
ics for business decision making. However, this book 
lacks a detailed investigation into BI and analytics. 
This book also lacks related topics on various kinds 
of BI and business analytics at a deep level. Even 
so, Brooks investigates BI but also more intelligence 
on business, that is, market intelligence and location 
intelligence are important. This leads to significant 
questions:

1) What is the difference between BI and other 
intelligence such as market intelligence? 

2) What is the interrelationship between intelli-
gence and analytics? 

3) What is the minimum intelligence and maxi-
mum intelligence? 

Thompson & Rogers focus on analytics based on 
their understanding of how to win with intelligence [15].  
They first provide the competitive advantage stem-
ming from analytics in Chapter 1, understanding 
advanced analytics in Chapter 2, the age of the 
algorithm economy in Chapter 3, the modern data 
systems in Chapter 4, and then study a few business 

cases. Their discussion on operational analytics (in 
Chapter 7) is similar to Chapter 4, Operational Intel-
ligence of Brooks’s book [13]. However, they have not 
investigated BI and analytics, as well as data intelli-
gence. The challenging question for these two books 
is: What is the relationship between analytics and 
intelligence? 

EMC provides big data analytics, data analytics 
lifecycle, and advanced analytical theory and meth-
ods using R [17]. From a research methodological per-
spective, this book classifies the advanced analytical 
theory and methods into clustering, association rules, 
regression, classification, visualization and report of 
data and more; the latter has been considered as the 
functions of data mining [25]. However, EMC has no 
interest in implementing data intelligence and ana-
lytics intelligence and their interrelationships. 

Sharda, et al. focus on BI, analytics, and data 
science [6,14]. They look at data, big data, BI, and 
analytics. In particular, they investigated techniques 
and tools in analytics (descriptive, predictive, and 
prescriptive analytics). The good strength of the book 
is that the techniques and tools in analytics have 
been structured excellently. This is the first book for 
processing analytics using this structure. However, 
they have not processed diagnostic analytics [26]. 
They also have not investigated the relationship 
between BI and analytics. 

Ghavami investigated big data analytics methods: 
analytics techniques in data mining, deep learning, 
and natural language processing [16]. Ghavami first 
looks at Part 1: big data analytics, consisting of a 
data analytics overview in Chapter 1, basic data 
analysis in Chapter 2, and data analytics process 
in Chapter 3, and then Part 2: advanced analytics 
methods, consisting of natural language processing 
in Chapter 4, qualitative analysis in Chapter 5, ad-
vanced analytics and predictive modelling in Chap-
ter 6, ensemble of models in Chapter 7, machine 
learning and deep learning in Chapter 8, and model 
and optimization in Chapter 9. The book also pro-
vides case studies. Therefore, from a methodological 
perspective, Ghavami used models and methods to 
discuss data and big data. He also classifies big data 
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analytics and then advanced analytics methods. This 
book is a detailed data/analytics method for BI and 
analytics [14,6]. Even so, this book has a good struc-
ture from a structuralist and modelling viewpoint. 

From a technique and application viewpoint, 
Wade looks at advanced analytics in Power BI with 
R and Python [22], and Pittman uses Google Analytics 
and GA4 to improve online sales by better under-
standing customer data [23]. Both can be considered 
a technique and applications for understanding data, 
analytics, and intelligence. Both have an impact on 
the techniques of data analytics and BI. 

There are two books on intelligence. Hawkins 
provides a new theory on intelligence [21]. Bostrom 
looks at paths, dangers, and strategies towards super-
intelligence, which is a kind of meta intelligence [20].  
Both books will be useful for investigating data, 
analytics, and intelligence, for example, Hawkins’s 
human intelligence [21], Bostrom’s collective super-
intelligence and digital intelligence [20] are vital for 
intelligence. 

Artificial Intelligence (AI), Analytics, and Data 
Science written by Chee Chew Hua in 2020 focus-
es on real data and real problems instead of purely 
mathematical constructs, although AI, analytics and 
data science use mathematics to solve real prob-
lems [24]. The main chapters of this book encompass 
The main chapters of this book encompass chapter 
3: data exploration and summaries, chapter 4: data 
structures and visualisation, chapter 5: data cleaning 
and preparation, chapter 6: linear regression, chapter 
7: logistic regression, chapter 8: classification and 
regression Tree (CART), chapter 9: neural network, 
chapter 10: strings and text mining. In other words, 
this book mainly covers data structures, data clean-
ing and preparation, and visualization as the first 
part: data organization and visualization. The book 
covers linear regression, logistic regression, classi-
fication and regression tree as the second part: sta-
tistics, and this book covers neural network and text 
mining as a part of machine learning. Relatively, this 
book focuses on computations over mathematical 
proof, statistics are the basis for this book, because it 
is a textbook for students in the areas, maybe not for 

students of AI, overall, this book is a theory-flavored 
different from other books mentioned next [11,18,19]. All 
these mentioned books are not related to statistics, 
because they are free from mathematics and mathe-
matical formulas.

This book, titled Big Data Analytics: Applications 
in Business and Marketing, covers 4 parts below af-
ter its introduction [27]: 

1) Applications of business analytics consists of 
chapter 2: big data analytics and algorithms, chapter 
3: market basket analysis: An effective data mining 
technique for anticipating consumer purchase behav-
ior, chapter 4: customer view variation in shopping 
patterns, chapter 5: big data analytics for market in-
telligence, chapter 6: advancements and challenges 
in business applications of SAR images, and chapter 
7: exploring quantum computing to revolutionize big 
data analytics for various industrial sectors. 

2) Business intelligence consists of 2.Business 
Intelligence consists of chapter 8: evaluation of 
green degree of reverse logistic of waste electrical 
appliances, chapter 9: nonparametric approach of 
comparing company performance: a Grey relational 
analysis, chapter 10: applications of big data analyt-
ics in supply chain management, chapter 11: evalu-
ation study of churn prediction models for business 
intelligence. 

3) Analytics for marketing decision-making con-
sists of Analytics for marketing decision making 
consists of chapter 12: big data analytics for market 
intelligence, chapter 13: data analytics and consumer 
behavior, chapter 14: marketing mode and survival 
of the entrepreneurial activities of nascent entrepre-
neurs, chapter 15: the responsibility of big data an-
alytics in organization decision-making, chapter 16: 
decision making model for medical diagnosis based 
on some new interval neutrosophic Hamacher power 
choquet integral operators. 

4) Digital marketing consists of Digital Market-
ing consists of chapter 17: prediction of marketing 
by consumer analytics; chapter 18: web analytics 
for digital marketing., chapter 19: smart retailing: 
a novel approach for retailing business, chapter 20: 
leveraging web analytics for optimizing digital mar-
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keting strategies, chapter 21: smart retailing in digi-
tal business, and chapter 22: business analytics and 
performance management in India.

The last two books can be considered as a new 
type of publishing, open free publishing, different 
from traditional publishers. Weber looks at data and 
big data, data science, intelligence, AI, advanced AI, 
machine learning, analytics and cyber security [11], al-
though he does not discuss analytics intelligence. His 
book is an introduction to all the mentioned topics. 
There are also a lot of good ideas in his discussion, 
although he contributed a number of good ideas in 
this book on big data, data science, AI and cyber se-
curity. However, the lack of references damaged the 
quality of this book. 

Blatt provides each of the elements for analy-
sis, BI, algorithms, and statistical analysis [19]. He 
understands that analysis has become an extremely 
important aspect to consider when you are thinking 
of starting any new line of business or even when it 
comes to purchasing a new house in today’s world, 
although his book focuses on analytics rather than 
analysis: BI, Algorithms, and Statistical Analysis. At 
least, what is the relationship between analysis and 
analytics? It is still an issue for the author and many 
other readers. There are not any references in the 
book, which also damaged this book [19]. Even so, his 
discussion on descriptive, predictive, and prescrip-
tive analytics [19] can provide a bitter understanding 
of data analytics as a classification of analytics. 

Overall, all these books have not processed data, 
analytics, intelligence and their relationships proper-
ly or logically. For example, how to generalize and 
specialize their topics based on the research meth-
odology is still a topic. All these books ignore the 
relationships between data, information, knowledge, 
intelligence and wisdom. They also ignore analyt-
ics and intelligence, and intelligent analytics with 
applications in business and other fields including 
management and decision-making. All these books’ 
thoughts, technologies, and methods need a system-
atic integration based on a Boolean structure (see 
later) and our existing research sections. Therefore, 
the following research issues should be addressed: 

1) What is the relationship between data, analyt-
ics, and intelligence? 

2) What is the relationship between BI and Ana-
lytics?

3) What is the relationship between BI, Analytics, 
and data intelligence?

4) How to generalize and specialize data science, 
big data, BI and AI based on the Boolean research 
methodology?

3. The heuristics of Plato and Descartes
The Republic was written by an ancient Greek 

philosopher Plato [28] about justice, order, character 
and the man of the republic. A few years ago, my 
friend told the author that he would like to build a 
republic and become a president. As a scholar, the 
author cannot create a republic. However, the author 
can write an article and publish a book. In fact, writ-
ing an article and publishing a book, similar to creat-
ing a republic, must follow a set of rules, referencing 
rules, writing rules, publishing rules, formatting 
rules, templating rules, and communicating rules. 
Some articles and books are also required to have a 
research methodology consisting of a set of research 
rules.

Descartes is a great French mathematician. It is 
he who introduced analytical geometry that let the 
author know how to integrate algebra and geometry. 
It is he who gave the author a better understanding of 
analytics. Descartes is a great man not only because 
of his profound knowledge of analytical geometry, 
but his book on his research methodology titled Dis-
course on the Methods [29]. The author does not have 
a lot of knowledge and skill in data science, AI, or 
computer science although he has been working in 
these areas for a few decades. However, this research 
tries to use a new research methodology and ideas, 
just like Descartes, to create a new research method-
ology for a new article and a new book. 

4.	Reshaping	the	world
When the author was very young. His dream was 

to become a carpenter. He bought a very expensive 
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saw, plane, chisel, nail, axe and ruler to make a table, 
similar to the existing table around him. His idea was 
to reshape wood although he could not reshape the 
world. Yes, he was very happy that he made a table, 
which made his parents also very happy. His neigh-
bors and villagers helped him to become a master of 
reshaping wood. However, he did not continue this 
way, and instead, he continued to study and took the 
national examination for universities and changed 
my way completely. 

Now, he became a scholar and drove to an Aus-
tralian furniture shop to buy a box of tables made in 
China. After he came back to his home, he opened 
the box and reassembled the table based on the in-
struction: how to reassemble the table using a pro-
vided screwdriver. 

The author asked the boss of the table factory 
how to make a table. The boss told him that this was 
a reshaping of wood by: 

1) Design a table and draw a table blueprint. 
2) Disassemble the table into a table plate, table 

leg, nails, furniture cam lock and nut. 
3) Procure a table plate, table leg, furniture cam 

lock and nut, nails, and booklet for reassembling the 
table from different factories using the Internet and 
putting them into a box. 

4) Advertise the information of the table to all the 
world using the Internet. 

5) Sell all the boxes of tables to the world using 
the Internet. 

Therefore, disassembling, procuring, and selling 
are important tasks of the table factory. 

This is a kind of reshaping wood towards mass 
production based on big data, business analytics, and 
the Internet. In fact, more than 40% of the furniture 
is made in China in 2022 by these furniture factories. 
The Internet and big data have been playing an im-
portant role in meeting the furniture requirements of 
the world.

We cannot destroy the existing world. However, 
we must smash and reorganize human living condi-
tions and everything such as commodities, organ-
izational structures, design and art, education and 
development in the world. The rules of the world 

and new algorithms are about to change the world 
completely, to reorganize things accordingly based 
on advanced technologies such as AI, big data, and 
digital technology. They will basically overturn the 
foundation of the whole world that has been estab-
lished for half a century since the inception of digital 
computers in 1946. The computer infrastructure is 
based on chips for CPUs (a central processing unit) 
and AI GCUs of NVIDIA (https://www.wired.co.uk/
article/nvidia-ai-chips), and big data as the core of 
AI computing. This article aims to smash and reor-
ganize AI, big data, data analytics, and business in-
telligence and reorganize them using first a Boolean 
structure and then reorganize the new atoms and 
internal components of this Boolean structure using 
a new algorithm to smash and reorganize computing 
such as data computing, information computing, 
knowledge computing, intelligence computing, and 
wisdom computing. 

5.	Overview	on	data,	analytics,	and	
intelligence

What is intelligence? It is related to patterns, 
knowledge discoveries, and insights for deci-
sion-making. Even so, wisdom is still more impor-
tant than intelligence. We are at the trinity age of 
data, analytics, and intelligence. 

We are in the age of AI and big data. AI including 
its natural language processing (NLP) and big data 
has been applied to almost every sector and has been 
revolutionizing our work, lives and societies [30]. 
ChatGPT is an example of NLP.

Big data does not have very big value without 
big data analytics, just as oil without the significant 
progress of the petrochemical industry [31]. However, 
the commercial value of big data becomes bigger 
and bigger with the processing, deep processing, 
smart processing, and intelligent processing of big 
data. Big data analytics is behind processing, deep 
processing, second-time processing, and multi-pro-
cessing... of big data. Therefore, big data analytics is 
more important than big data, and intelligent big data 
analytics is at the core of this age of trinity and will 
become a disruptive technology for the age of Trinity 

https://www.wired.co.uk/article/nvidia-ai-chips
https://www.wired.co.uk/article/nvidia-ai-chips
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in terms of healthcare, web services, service comput-
ing, cloud computing, IoT (the Internet of Things) 
computing, and social networking computing [2].

6. Big data, analytics, and intelli-
gence: A Boolean structure

This research will use the Boolean structure to 
address each of the issues based on the graduality 
of data, analytics, and intelligence as well as a sys-
tematic analysis of related books and journal articles 
and the research methodology such as a meta-pro-
cessing, systematic generalization and specialization 
of existing publications, as illustrated in Figure 1. 
It will provide multi-industry applications in busi-
ness, management and decision-making based on 
the Boolean structure. All these are treated using an 
integrated approach. This Boolean structure destructs 
the existing world of the books mentioned in section 
2. For example, AI, BI, big data analytics, and data 
science [14,6] are destructed into data, analytics and 
intelligence as the three atoms of Boolean structure. 
The data, analytics, and intelligence are reorganized 
and reassembled based on Boolean structure to data 
analytics, analytics intelligence, and data intelligence 
and then data analytics intelligence. In such a way, 
some of the mentioned books have ignored some of 

them, for example, analytics intelligence and data 
analytics intelligence, technologically. Accordingly, 
big data analytics intelligence has not been discussed 
in the mentioned books. 

Based on the Boolean structure, the introduction 
is the basis. The three atoms of the Boolean structure 
are composed of data, analytics, and intelligence. 
Data, analytics, and intelligence will be represented 
as three composite Boolean expressions, that is, data 
analytics, analytics intelligence, and data intelli-
gence. Finally, data, analytics and intelligence have 
been represented as the Boolean expression: data 
analytics intelligence. In other words, this research 
(as a book under contract with CRC Press and Tayler 
Francis in the USA), based on a Boolean structure, is 
composed of the following chapters [32]:

1) Introduction 
2) Data
3) Analytics 
4) Intelligence
5) Data analytics 
6) Analytics intelligence 
7) Data intelligence
8) Data, analytics and intelligence
9) Conclusions
In what follows, we will explore each of them 

(except for the introduction and conclusion), corre-
sponding to a chapter in the book, based on an inte-
grated approach. 

This research uses computing, science, technol-
ogy, systems, management, services, and applica-
tions to explore each of the above terms listed in the 
Boolean structure. For example, it will explore data 
computing, data science, data engineering, data tech-
nology, data systems, data management, data servic-
es, and data applications [33]. It will demonstrate that 
data engineering aims to use data science and data 
technology to develop and manage data systems to 
provide data intelligence with data system products 
and services [33]. 

6.1 Data

All data and big data are important for ruling 
the world. Data have become an important element Figure 1. Data, analytics and intelligence: A Boolean structure.
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of the economy [32]. One hundred years ago, big 
companies dominated steel, oil, and manufacturing 
companies. Recently, big data companies have ruled 
the whole world. Apple, Alphabet, Meta (formerly 
Facebook), Amazon, Microsoft, Tencent, and Alib-
aba have dominated the whole world. Big data as a 
disruptive technology is transforming how we live, 
study, work, and think [32]. Therefore, this research 
first looks at data, and then big data. It identifies and 
examines ten big characteristics of big data with 
an example for each: big volume, big velocity, big 
variety, big veracity, big data technology, big data 
systems, big Infrastructure, big value, big services, 
and big market [31]. It also explores a service-orient-
ed foundation of big data and calculus of big data. 
Besides data and big data, this research also explores 
not only data, but also information, knowledge, 
and intelligence (DIKI) are important for ruling the 
world. Then it explores DIKI computing, science, 
Engineering, technology, systems, management, and 
services [33]. For example, data computing = data 
science + data engineering + data technology + data 
systems + data Management + data service. Finally, 
this research provided big trends in the era of big 
data, that is, we are embracing the era of big data. 
Countries around the world have drawn increasing 
attention to the research and development of big 
data since 2012 [26]. Big data industries have been 
booming in the world. These six big trends consist of 
the informatization of big data, mining big data for 
big knowledge, mining big data for big intelligence, 
networking of big data, socialization of big data, and 
commercialization of big data [32]. This research also 
discusses the interrelationships of data from three 
different viewpoints: data science, big data and artifi-
cial intelligence (AI). The research demonstrates that 
big data is the raw material that will be transformed 
into information, knowledge, intelligence, network-
ing, society and big market using ICT and digital 
technology, data science, and AI. These six big 
trends will bring about big industries, smarter cities, 
smarter societies and smarter countries. Overall, data 
in general and big data in particular are a foundation 

of big information, big knowledge, big intelligence 
and big analytics. Therefore, we are still at the foun-
dational stage, and enter the emerging age of big in-
formation, big knowledge, big intelligence, and big 
analytics. 

6.2 Analytics

We are in the age of analytics although it has 
been around us for about a century [15,34]. Analytics is 
a science and technology of using mathematics, AI, 
computer science, data science and operations re-
search to provide practical applications to business, 
management, research and development, economic 
and societal problems. Analytics can be defined as a 
process of understanding and exploring data by cre-
ating meaningful patterns and insights [19]. Analytics 
is one area that requires complex algorithms [15,9]. 
One of the most important parts of analytics is data 
visualization [19,18]. After discussing the evolution of 
analytics, this research looks at analysis ≠ analyt-
ics, and examines mathematical analytics, a system 
process of analytics. This research provided types of 
analytics based on a few perspectives, one of them 
is that analytics can be classified into descriptive 
statistics, diagnostic statistics, predictive statistics, 
and predictive statistics (DDPP analytics) based on 
cyclic business operations. This research explores 
analytics algorithms and models, and analytics com-
puting, for example, analytics computing = analytics 
science + analytics engineering + analytics technol-
ogy + analytics systems + analytics management + 
analytics services + analytics intelligence. Analytics 
engineering aims to use analytics science and an-
alytics technology to create and manage analytics 
systems to provide analytics services with analytics 
intelligence [33]. Finally, this research analyzes three 
major trends of analytics, that is, the rise of analyt-
ics scientists, and algorithms becoming more and 
more important for the Algorithm industry, and the 
blossoming analytics industry and then all analytics 
including analytical approach, analytical modelling, 
analytical analysis, analytical metrics are central for 
ruling the world.
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6.3 Intelligence

All data, big data, and analytics are all for intelli-
gence [32]. Intelligence is not only a lasting topic for 
computer science, AI, intelligence computing, BI, 
and intelligent analytics, but also an exciting topic 
for industries, organizations, and businesses [35]. AI 
has facilitated the development of intelligent servic-
es, intelligent manufacturing, intelligent systems [9],  
and intelligent analytics [34]. BI has promoted the 
improvement of competitiveness of business and 
marketing performance, supported management  
decision-making of organisations, and produced tril-
lion level enterprises such as Google, Amazon, and 
Meta [3,36]. However, the current AI is a very mixed 
intelligence, and very market-driven. A lot of com-
panies brand their products as AI products. Many 
social media brands do a lot of things as AI products 
and services. Even so, this research looks at the 
fundamentals of intelligence including basic intel-
ligence, how can calculate intelligence? Then it ex-
plores Intelligence 1.0, Intelligence 2.0, and Meta AI 
with six levels of intelligence. It examines multi-in-
telligence and intelligence of the five senses. This 
research provides a meta-approach to a hierarchy of 
data and intelligence including meta (DIKI) and a 
meta-approach to intelligent systems. This research 
demonstrates that, meta (data) = information; meta 
(information) = knowledge, meta (knowledge) =  
Meta3 (data) = intelligence; Meta4 (data) = meta 
(intelligence) = mind, Meta5 (data) = meta (mind) = 
wisdom. After overviewing intelligence in AI, this 
research explores wisdom and mind, from AI to ar-
tificial mind, cloud intelligence, data intelligence, 
and similarity intelligence. It provides an integrated 
framework of intelligence to a DIKW Intelligence 
where DIKW is the abbreviated form of data, infor-
mation, knowledge and wisdom. This research also 
examines the age of meta intelligence as competing 
in the digital world. 

6.4 System intelligence

This leads to a new question, that is, how can we 
calculate system intelligence? This research explores 

temporality, expectability, and relativity of intelli-
gence as three system intelligences [35]. 

Temporality of intelligence 
There are two meanings for temporal intelligence. 

1) Temporal intelligence is the ability to adapt to 
change. This has motivated the development of tem-
poral logic and evolutionary computing including 
genetic algorithms [9]. 2) Temporality of intelligence 
means that intelligence is related or limited to a time 
interval [35]. For example, at the time of writing this 
section, few people consider floppy disks as intelli-
gent storage devices. However, a few decades ago 
floppy disks were considered intelligent in compar-
ison to paper tape for data storage. In what follows, 
we limit ourselves to the meaning of item 2. 

Expectability of intelligence 
Intelligence can be referred to as a substitution 

for easier, faster, smarter, friendlier, more efficient, 
more satisfactory. This is the expectability of intel-
ligence. We denote them using the degree of satis-
faction. All these related concepts are a set of expec-
tations of humans, as parts of human intelligence. 
Some aim to become billionaires. Some like to be-
come the president of a country to provide services 
to the people of the country. Others aim to become 
a CEO of top companies in the world. Different 
people have really different expectations. We denote 
these expectations for a system or product P, as EP =  
{ei |ei is an expected performance for functioni of a 
product} = {ei |i ∈{1, 2, ..., n – 1, n}, where n is a 
given integer. For every i ∈{1, 2, ..., n – 1, n}, there 
is a perceived performance of the customer for func-
tioni, pi, then a product P is intelligent if and only if 
there exists at least one i ∈{1, 2, ..., n – 1, n} such 
that [35]:

0i
i

i

pS
e

= ≥  (1)

where si is the satisfaction degree of the customer to 
the ith function of system P. 

For example, a Huawei Mate 60 Pro smartphone, 
cost CN¥6,599 ($923.99) as a launch price in August, 
2023, with BDS satellite calling and message and 5G 
telecommunication is smarter. “Smarter” is what the 
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customer perceived, p1 = 1.5, while “smart” is an ex-
pected performance, e1 = 1, for Huawei Mate 60 Pro 
from a customer, based on Equation (1), we have the 
satisfaction degree of the customer si = 1.5 > 0. Then 
a Huawei Mate 60 Pro smartphone is intelligent. 

Relativity of intelligence 
If one lives in the data world, one will find in-

formation = metadata (i.e., meta (data)) is a result 
of meta intelligence. However, if one lives in the 
information world, one cannot have such knowledge. 
Further, if one lives in the information world, one 
will find knowledge = meta (information) (i.e., meta 
(information)) is a result of meta intelligence. How-
ever, if one lives in the knowledge world, one cannot 
have such a vision. Therefore, one has relativity of 
intelligence and relativity of meta intelligence. This 
also means that meta is relative. 

Generally speaking, let X and Y be two systems. 
X is intelligent if X is better than Y with respect to E, 
where E is a set of human expectations. “Better” is a 
relativity concept. For example, a new microwave is 
intelligent because it displays the temperature when 
microwaving food. A user believes that display-
ing the temperature is better than not displaying it. 
This example reflects the relativity of intelligence. 
Displaying temperature belongs to the set of ex-
pectations E. The set of human expectations can be 
considered as a set of demands. The expectation of 
human beings and society promotes intelligence and 
social development. Therefore, it is significant to 
define the intelligence of systems with respect to the 
set of human expectations or demands. 

In summary, system intelligence can be measured 
through three dimensions: temporality, expectability, 
and relativity. In other words, there are three charac-
teristics of system intelligence: temporality, expect-
ability, and relativity. The degree of intelligence of a 
system product or service can be measured using this 
triad, that is: 
degree of system intelligence = temporality  
                                                  + expectability  
                                                  + relativity  

(2)

Equation (2) is more useful for system intelligence 

and big data intelligence, because they are based on 
performance, business advantages, competitive ad-
vantages of systems products or services. All of these 
are closely associated with temporality, expectability, 
and relativity of system intelligence. This formula can 
be realized by using big data analytics and big data, in 
other words, big data and big data analytics can gener-
ate big data intelligence, for short,
big data intelligence = big data + big data analytics (3)

Equation (3) indicates that increases in either big 
data or big data analytics can improve big data intelli-
gence. This is partially proved by what Professor Pe-
ter Norvig, Google’s Director of Research, said: “We 
don’t have better algorithms; we just have big data” [37]. 

Temporality, expectability, and relativity of sys-
tem intelligence can be considered fundamental for 
BI including organization intelligence, enterprise 
intelligence, marketing intelligence, big data intel-
ligence, analytics intelligence, and data analytics 
intelligence [13]. We will explore them in the next 
subsection. 

6.5 Data analytics

Data analytics might be the oldest among all 
types of analytics. Data have become the new oil 
and gold of the 21st century. Data analytics mines 
the data from data sources such as data warehouses 
and data lakes for new knowledge and meaningful 
insights [16]. Data analytics is at the heart of business 
and decision-making [6], just as data analysis is at 
the heart of decision-making in almost real-world 
problem-solving [38]. This research first discusses the 
fundamentals of data analytics. Then it explores the 
classification of data analytics. It explores the funda-
mentals of big data analytics and advanced analyt-
ics platforms. The research examines big analytics 
covering big information analytics, big knowledge 
analytics, big wisdom analytics, and big intelligence 
analytics. Then this research discusses data science 
covering database systems, data warehousing, data 
mining, data computing and data analytics comput-
ing. Finally, this subsection will explore data analyt-
ics and big data analytics with applications in busi-
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ness, management, and decision-making.

6.6 Analytics intelligence 

Analytics intelligence is about how to use ana-
lytics to win intelligence [15]. Strategically, analytics 
intelligence is an intelligence that is derived from 
analytics systems. This research looks at analytics 
intelligence and intelligence analytics, as well as 
DIKW analytics intelligence and big DIKW analyt-
ics intelligence. It overviews generative intelligence. 
The research explores analytical intelligence as the 
core of AI and generative intelligence not only in 
academia and the market. The research demonstrates 
that the earlier analytical intelligence was from logi-
cal AI, and then symbolic AI. This period has lasted 
till the inception of the Internet. However, big data 
has been booming from 2012 and onwards. Data 
analytics and big data analytics have become an 
important part of business analytics, BI, and intelli-
gent analytics. What is the key to data analytics? It 
is analytic. How can we use analytic methods and 
techniques to process data and big data, information 
and big information, knowledge and big knowledge 
intelligently? This is the analytical intelligence un-
derpinned by data analytics, big data analytics, and 
big analytics. Therefore, we can work on intelligent 
data analytics and intelligent big data analytics, both 
are used to develop analytical intelligence in terms 
of business and society.

Mathematically [35], 
Analytics = analysis + SM + DM + DW  
                   + ML + visualization (4)
where SM, DM, DW, and ML are abbreviated forms 
of statistical modeling, data mining, data warehouse, 
and machine learning. Therefore, using intelligence 
as a right operation to both sides of the above equa-
tion, we have:
Analytics intelligence = analysis intelligence  
                                       + SM intelligence  
                                       + DM intelligence  (5) 
                                       + DW intelligence 
                                       + ML intelligence  
                                       + visualization intelligence 

The research examines big data analytics intel-

ligence with applications. Finally, the research dis-
cusses the spectrum of intelligent analytics. 

6.7 Data intelligence

Data intelligence is the analysis of various forms 
of data in such a way that it can be used by compa-
nies to expand their services or investments future [39].  
This research introduces data intelligence by ad-
dressing the following research questions: What is 
the fundamental of data intelligence? What are the 
applications of data intelligence? After reviewing 
backgrounds and related work, this research analyzes 
data as an element of intelligence, and looks at data 
and knowledge perspective on intelligence including 
information intelligence and knowledge intelligence. 
It examines big intelligence not only with data, but 
DIKW intelligence through proposing an integrated 
framework of intelligence. This research presents the 
fundamentals, impacts, challenges, and opportunities 
of data intelligence in the age of big data, AI, and 
data science. This research also presents a unified 
framework for not only data intelligence. This re-
search also looks at the age of meta intelligence for 
competing in the digital world. Finally, this research 
explores big data 4.0 as the era of big intelligence 
we are living in. There are at least two contribu-
tions to the academic communities. 1) The research 
demonstrates that data intelligence is the basis for 
knowledge intelligence, which is a core of artificial 
intelligence. 2) Big data 4.0 = big intelligence will 
play a critical role in our organisations, economies, 
and societies.

6.8 Data, analytics, and intelligence

Google Web and Google Scholar search and sum-
marize their popularity for each of analytics on data, 
information, knowledge, and wisdom. This is a kind 
of analytics on data, information, knowledge, and 
wisdom (retrieved on July 26, 2023). 

From Table 2, Google Scholar implies that data 
analytics and information analytics are similar in 
academia, while Google Web means that informa-
tion analytics plays a more important role than data 
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analytics in academia and industry although data 
analytics are very popular in the big data and busi-
ness intelligence world [6,26]. Knowledge analytics 
and wisdom analytics have also played an important 
role in academia and industry although they are not 
popular in the business intelligence world [10,13]. This 
implies that not only data analytics but also informa-
tion analytics, knowledge analytics, and wisdom An-
alytics (DIKW analytics) have played a critical role 
in computer science, AI, and data science as well as 
business and management. Therefore, this research 
looks at data analytics intelligence and big data an-
alytics intelligence. It explores DIKW computing, 
analytics, and intelligence. The research presents a 
cyclic model for big data analytics and intelligence. 
The research provides the calculus of intelligent data 
analytics: elements, principles, techniques, and tools 
for business analytics and business intelligence. Fi-
nally, the research provides fundamentals of business 
analytics and discusses the relationships of business 
analytics, digital analytics, and business intelligence 
and applications of big data analytics intelligence. 

Table 2. Data analytics, information analytics, knowledge ana-
lytics, and wisdom analytics.

Analytics Google	Web	 Google	Scholar
Data analytics 1,970,000,000  4,390,000
Information analytics 2,630,000,000 4,560,000
knowledge analytics 894,000,000 3,170,000
Wisdom analytics 36,400,000 114,000

7. Discussion
This section will discuss the related work on data, 

analytics, and intelligence. It also examines the limi-
tations of this research.

A Google Scholar search for “data, analytics, and 
intelligence” found about 11,000,000, 4,980,000, and 
4,500,000 results, respectively (retrieved on Decem-
ber 2, 2023). This implies that data, analytics, and in-
telligence have become significant topics for the re-
search of scholars and researchers. A Google search 
for “data, analytics, and intelligence” found about 
18,600,000,000, 5,650,000,000, and 2,780,000,000 
results respectively (retrieved on December 2, 2023). 

This means that data, analytics, and intelligence 
have significantly influenced our lives, communities, 
economies, and societies. Therefore, data, analytics, 
and intelligence are still a topic for us to explore and 
develop in the age of digital technology.

This article first reviewed a dozen different books 
on big data, data analytics, data science, artificial 
intelligence, and business intelligence that have been 
used for the author’s teaching and research in the 
past few years. Some authors use textbooks such 
as Database Systems: Design, Implementation, and 
Management [40], Management Information Systems: 
Managing the Digital Firm [10], Business Intelli-
gence, Analytics, and Data Science: A Managerial 
Perspective [14], and Artificial Intelligence: A Modern 
Approach [9] to apprehend data, analytics and intel-
ligence. Other authors use Big Data and Artificial 
Intelligence: Complete Guide to Data Science, AI, 
Big Data, and Machine Learning [11]; Business In-
telligence and Analytics: Concepts, Techniques and 
Applications [13]; Analytics: Business Intelligence, 
Algorithms and Statistical Analysis [19] and Data An-
alytics: Principles, Tools and Practices [18] to look at 
the relationships of data, analytics, and intelligence. 
Some authors also provide case studies for how 
to data and analytics to win with intelligence [15].  
Other authors use Google Analytics and GA4: Im-
prove Your Online Sales by Better Understanding 
Customer Data and How Customers Interact with 
Your Website in order to understand data, analytics, 
and intelligence [23]. Different from above mentioned 
books and related publications, this article uses the 
motivation of the heuristics of Greek philosopher 
Plato and French mathematician Descartes, a story 
for reshaping the world and the Boolean structure 
to destroy big data, data analytics, data science, AI 
into data, analytics, and intelligence as the Boolean 
atoms. Then data, analytics, and intelligence are re-
organized and reassembled, based on the Boolean 
structure, to data analytics, analytics intelligence, 
data intelligence, and data analytics intelligence. 
Then this article examines each of the eight Boolean 
elements in depth.

A limitation of this research is that it should pro-
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vide a deeper investigation into data, analytics, and 
intelligence in order to provide more rationales for 
each of them with multi-industry applications. An-
other limitation of this research is that connecting (or 
connection) should be another component of human 
intelligence. Connectivity should be another element 
of system intelligence. Advanced communication 
technologies and tools such as mail, telephone, 
email, social media, and information sharing on the 
Web aim to develop the skill of connecting as a form 
of system intelligence [32]. For example, the current 
advanced ICT technology and systems (have brought 
about social networking services such as Facebook, 
LinkedIn, and WeChat [10]). All these have developed 
the skill of connecting as a part of system intelli-
gence. we will add connectivity intelligence as the 
fourth of human intelligence and system intelligence 
in future work. 

8. Conclusions
This research first reviews a dozen different 

books on big data, data analytics, data science, ar-
tificial intelligence, and business intelligence and 
discusses the heuristics of Greek philosopher Plato 
and French mathematician Descartes and how to re-
shape the world. The key scientific methodology and 
tool is destructing, reorganizing, and reassembling 
to reshape the world of big data, data analytics, data 
science, artificial intelligence, and business intel-
ligence. This article uses the Boolean structure as 
a scientific tool to destruct big data, data analytics, 
data science, AI into data, analytics, and intelligence 
as the three Boolean atoms. Then data, analytics, and 
intelligence are reorganized and reassembled, based 
on the Boolean structure, to data analytics, analytics 
intelligence, data intelligence, and data analytics 
intelligence. The article analyses each of them after 
examining the system intelligence. Corresponding 
to the above key scientific methodology and tool, 
this article and book will use engineering method to 
discuss each of the chapters. For example, one of the 
key contributions of this article is that data (analyt-
ics) engineering aims to use data science and data 
technology to develop and manage data systems to 

provide data intelligence with data system products 
and services [32].

This research is based on the early book pub-
lication proposal submitted to CRC Press Florida 
and Tayler Francis Delaware, USA. The book has 
been under contract with the mentioned company. 
This article and this book hope that ideas, methods, 
and techniques with applications help readers pre-
pare critical data, analytics, and intelligence for the 
changing uncertainties ahead, not only to understand 
the knowledge of them.

In future work, as an extension of future research 
directions and our research of this article, we will 
delve into real world cases such as the IoT includ-
ing the Internet of People (IoP) and the Internet of 
Services (IoS), and ChatGPT to further verify big 
intelligence where we are living in. We will also de-
velop a unified framework for analytics thinking and 
analytics intelligence to support big intelligence.
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