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ABSTRACT

This study contributes to renewable energy policy modeling by developing a dynamic decision-making framework

that incorporates uncertainty, irreversibility, and the value of information. It responds to the growing need for structured

tools to guide investments amid climate volatility, technological change, and economic risk. Grounded in decision

theory—especially the work of Von Neumann, Morgenstern, and Savage—the framework models renewable energy

investments using subjective probabilities and quasi-option value under evolving climate conditions. The empirical

component focuses on ARAMCO’s renewable energy strategy, a corporate case illustrating how fossil-fuel-dependent

entities can pivot toward sustainability. The analysis uses Net Present Value (NPV) modeling and real options analysis

under different discount rates and carbon pricing scenarios to assess financial feasibility. Results show that lower discount

rates and moderate carbon prices improve investment attractiveness, while high carbon pricing significantly reduces project

viability. The study also highlights the policy relevance of this framework. Government subsidies, adaptive regulation,

and public-private partnerships emerge as critical enablers of resilient investments. It further suggests that aligning ESG

reporting standards with carbon pricing policies can strengthen market signals and encourage private capital flow into

renewables. By integrating theoretical modeling with corporate investment realities, this chapter offers a replicable tool
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for policymakers and investors. Future research should expand its application across sectors and geographies to validate

generalizability and improve planning in the transition toward low-carbon economies.

Keywords: Renewable Energy Investment; Decision-Making under Uncertainty; Irreversibility; Climate Policy; Quasi-

Option Value; ESG Integration; ARAMCO Case Study; Sustainable Finance

1. Introduction

Climate change is one of the most pressing challenges

of the 21st century, affecting environmental, social, and eco-

nomic systems globally. Although human activity is shown

to be the primary driver of climate change, significant uncer-

tainties and controversies remain regarding how to address

it effectively. These dilemmas need to be approached within

the framework of a strong theory that embeds uncertainty,

irreversibility, and the value of information into the policy-

making process. This study helps provide a roadmap to

strengthen climate governance and resilience by proposing a

dynamic decision-making framework for renewable energy

investments addressing these uncertainties.

Scientists have meticulously documented the rise in

global temperatures, the melting of polar ice caps [1], and

the acidification of oceans [2]. They have identified the fin-

gerprints of human activities on these changes, providing

irrefutable evidence of our role in shaping the climate. Ad-

ditionally, research has illuminated the interconnectedness

of various climate phenomena, emphasizing the need for a

holistic approach that integrates climatology, ecology, and

socio-economic research to comprehend the complexities

at play [3]. However, climate change is not a distant, ab-

stract concept confined to scientific journals. Its impacts

are palpable and accelerating, implying urgent mitigation

and adaptation action. Among the most critical methods to

combat climate change is the transition to renewable energy

investments, which would reduce dependency on fossil fuels

and mitigate environmental damage. Despite its advantages,

the shift to renewable energy remains uncertain regarding

the economic implications, policy compatibility, and tech-

nological encroachment.Renewable energy investments are

one of the most crucial mechanisms for addressing climate

change. However, these investments involve considerable

uncertainties, including cost variability, technological ad-

vancement, public acceptance, and environmental outcomes.

Although climate economics and sustainability research have

progressed, Current climate economics models heavily rely

on static investment decision-making models that do not in-

corporate how science is updated in real-time or how policy

changes over time. The study builds on this literature, ad-

dressing the gap by providing a dynamic two-period decision-

making framework that integrates subjective probabilities,

irreversibility, and quasi-option value, particularly in the

context of corporate climate investments influenced by ESG

disclosure mandates.

This work contributes to renewable energy policy mod-

eling by developing a dynamic decision-making framework

that incorporates these uncertainties. The irreversibility of

these investments and the changing nature of climate sci-

ence demonstrate the need for decision-making to account

for the value of information. The study seeks to extract a

valuable message for policymakers using the principles of

irreversibility and the value of information.

The manuscript rigorously explores the various dimen-

sions of climate change, providing an extensive theoretical

context on carbon development and prospective climate im-

pact situations. This comprehensive examination aids in a

rationalized vision of concerns and a better understanding of

the issue. It also thoroughly examines climate models, illu-

minating the evolution and attendant reliability controversies

over these tools and generating meaningful considerations

on where they can go wrong or be modified so that model

outputs more faithfully reflect real-world nature. In this re-

gard, we present a rigorous exploration of the theory behind

climate policy by reviewing principles from decision theory,

charted by the early work of Von Neumann and Morgenstern,

and their later developments by Savage. The paper concep-

tualizes a dynamic two-period decision-making process that

directly informs renewable energy policy by examining sub-

jective probabilities, irreversibility, and quasi-option value.

Furthermore, the framework is applied to ARAMCO’s re-

newable energy initiatives to illustrate how companies in

fossil-fuel-driven economies can pivot sustainable energy

models. This study provides policymakers with a systematic
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framework for minimizing investment risks and adjusting

their strategies in response to new information. This study

aims to fill this gap by developing a systematic framework

for investment decision-making in renewable energy projects

under uncertainty. Specifically, we seek to answer:

• Why is decarbonization an emergency to mitigate

climate change?

• How do irreversibility and uncertainty impact renew-

able energy investment decisions?

• What role do option value and discount rate selection

play in mitigating investment risks?

• How can corporate entities likeARAMCO effectively

transition to renewable energy while maintaining economic

viability?

2. Potential Climate Change

The increase in greenhouse gases in the atmosphere is

mainly due to human activities rather than natural processes;

data on various climatic parameters illustrates a clear trend

of climate shifts [4]. Current data shows a temperature rise of

approximately 0.5 °C from 2000 to 2023, indicating that this

warming trend is worsening over time and leading to catas-

trophic global conditions, such as ocean acidification, which

threatens the planet’s habitability for many species, including

humans [4]. The most significant temperature increases have

been recorded in the past several decades, with 2023 ranking

among the warmest years on record [4]. Additional evidence

of climate change includes a 10% reduction in global snow

cover since 1960 and rising sea levels, which have increased

by approximately 80 mm from 2000 to 2023 [4]. This rise is

primarily attributed to increasing global temperatures, which

expand ocean volume due to thermal expansion and varia-

tions in seawater density caused by changes in temperature

and salinity [4]. Furthermore, the warming climate has ac-

celerated deglaciation, contributing additional water to the

oceans and exacerbating sea-level rise [4].

We have also witnessed other climatic changes: a rise in

precipitation of 0.5% to 1% per decade during the last century,

nearly all for snow and rain patterns across North America,

North of Mexico, and much of Russian Europe intoAsia. On

the other hand, there have been reductions in precipitation

levels over parts of the Mediterranean regions (including

southern Europe and western Asia), Southern Africa, and

South Asia. The frequency and severity of extreme weather

events, such as droughts and heat waves, have also escalated.

Recent data reveals that global climate change is part of

temperature changes, sea level rises, and snow cover extent.

The following summarizes these recent changes (Table 1):

Table 1. Evolution of Temperature, Sea Level, and Snow Cover in the Northern Hemisphere.

Year Average Temperature (°C) Sea Level Rise (mm) Snow Cover Extent (km²) Source

2000 14.5 50 10,500,000 NOAA, 2023

2010 14.9 60 10,200,000 IPCC, 2023

2020 15.1 70 9,800,000 Global Carbon Project, 2023

2023 15.5 80 9,500,000 IPCC, 2023

In Table 1, changes have been observed in (a) global

average temperature, (b) global mean sea level, and (c) snow

cover in the Northern Hemisphere for the months of March

and April. All changes are relative to averages for the base

period of 2000-2023. This data underscores the necessity of

reducing emissions to mitigate long-term risks.

2.1. Interpretation of the Relationship between

the Increase in GHGs of Anthropogenic

Origin and Climate Change

Most greenhouse gases are identified. Their role in cli-

mate regulation is not controversial. However, the relation-

ship between climate and the increase in the concentration of

these gases is complex and has generated much controversy

for a long time. The comparison of observations of the evolu-

tion of the gas content on the one hand and that of the climate

on the other hand (see the two previous paragraphs) tends to

confirm not only a causal relationship between the increase

in gases greenhouse gases and climate change but also that

human activities are the cause of the increase in these gases.

Today, specialists authenticate the increase in greenhouse

gases of anthropogenic origin as the primary source of cli-

mate change in addition to natural variability. They estimate

that CO2, through its contribution of 65% to the total increase
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in the greenhouse effect, is known to be the leading cause

of the temperature rise. The effect of CH4 is not negligible

either; its increase contributes 26% to the total increase in

the greenhouse effect. With a more significant effect, water

vapor is responsible for a greenhouse effect, increasing the

temperature of our ambient environment by more than 30%.

To establish more detailed estimates of all possible climate

system responses to greenhouse gas increases, climatologists

use meteorological climate simulators to conduct numerical

simulations of the combined or independent effects of natural

and anthropogenic forcing. “Climate Models”.

2.2. Climate Models: Increase in Greenhouse

Gases at the Origin of Climate Change

Climate models are essential for interpreting obser-

vations and interactions between climate components and

estimating future developments. These numerical models

integrate a series of physical interpretations of climatic com-

ponents and their various essential interactions to reconstruct

major climatic trends similar to actual observations. These

models specify solar luminosity, atmospheric composition,

and other radiative forcing agents. They make it possible to

simulate all the possible responses of the atmosphere, the

ocean, the land surface, and the sea ice to the different inter-

nal, natural, and anthropogenic variabilities. These models’

inputs include natural variables (such as changes in solar

radiation) and anthropogenic variables (such as greenhouse

gas emissions).

The radiative forcing concept measures the influence

of increases in greenhouse gases in the atmosphere. Thus,

the increase in GHGs in the atmosphere produces a positive

radiative forcing due to increased absorption and emission

of infrared radiation. This effect is called the intensification

of the greenhouse effect. Without any other interference, this

phenomenon would lead to an increase in temperature.

The contribution of greenhouse gases (GHGs) to tem-

perature increases varies in intensity. It depends on multiple

factors, including their concentrations in the atmospheric

reservoir, the molecular properties of each gas, their ra-

diative forcing capacity to absorb infrared radiation, and

their atmospheric lifetime after emission [5]. A study con-

ducted by Nordhaus examined the contribution of GHGs

to global warming [5], focusing on instantaneous warming

potential—defined as the relative impact of warming per unit

of concentration. Based on data from the mid-1980s, the

findings indicate that carbon dioxide (CO₂) exerts the most

significant influence on global warming compared to other

GHGs [5].

In addition, the climate system is complex, and other

phenomena superimpose the increase in the concentration

of greenhouse gases, such as feedback, caused in particular

by water vapor, the melting of the ice cap, and the behavior

clouds. Indeed, if the radiative forcing corresponding to a

possible doubling of the CO2 concentration were 4Wm−2,

the temperature would increase by 1.2 °C (with a confidence

margin of 10%) without any other change. It would increase

by 1.6 in the presence of feedback due to water vapor. In

addition, the increase in temperature would cause the snow

cover of continents or seas to change, which would lead to

surface alteration, and becoming darker, the Earth would

absorb more heat, which would increase the greenhouse ef-

fect. If these feedback are added to those of water vapor, the

temperature would increase by 2.5 °C. The total effect of

these phenomena is estimated to increase the temperature by

1.5 to 4.5 °C.

We thus show that the increase in greenhouse gases

in the atmosphere tends to warm the globe’s surface. This

warming would cause climate changes for all climate pa-

rameters because it triggers a modification of atmospheric

circulations and other subsystems of the climate system.

2.3. Controversies over Climate Models

The results of the climate models are discussed. Like

most numerical models, climate model simulations are con-

sidered not robust even by those who created them. On the

one hand, they depend on the level of understanding of the

physical, geophysical, chemical, and biological phenomena

and processes responsible for the natural variability of the

climate system, as well as sudden future changes such as

the variability of solar activity or volcanic eruptions. How-

ever, these aspects are complex, uncertain, unstable, and

present great difficulty in their modeling. Elucidating these

uncertainties would require a good understanding of the phe-

nomena present within the atmospheric reservoir and the

different components of the climate system. Nevertheless,

experts recognize that climate models omit specific compo-

nents, such as the effects of clouds and their interactions with

radiation and aerosols, the exclusion of specific regulatory
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effects from the balance of global balances, or the difficulties

of estimating the absorption capacities of the oceans.

On the other hand, they are limited by the extent of their

calculations and the difficulty of interpreting their results.

The simulations present fundamental circulation on a plan-

etary scale, seasonal variability, and temperature structures

with qualitative validity, but certain contradictions remain.

Although the models still require adjustments, they al-

low a stable balance between the different components over

very long periods (of the order of a millennium) with free ex-

change of heat and water. They expose the dominant aspects

of intrinsic variability in amanner comparable to actual obser-

vations (Figure 1). They show that the responses of average

global temperature to forcing correspond approximately to

measurements recorded throughout the last century.

Figure 1. Average Temperature Spectrum from Models [Source:

(IPCC, 2021)] and Observations [Source: NASA].

To develop climate projections, the IPCC relies on pro-

jection scenarios and climate models, particularly general

circulation models (GCMs), which we have explained above.

Models allow the IPCC to generate future climate data using

projection scenarios.

Scientists continue to develop weather simulators or

climate models by studying, among other things, the many

complexities that generate inevitable uncertainties. Current

models incorporate more parameters, enabling the develop-

ment of increasingly reliable simulations. Confidence in

these models is growing, but inherent uncertainties remain.

2.4. Methodology for Developing Future Cli-

mate Data

2.4.1. Projection Scenarios

The difficulty of predicting future greenhouse gas

(GHG) emissions—critical inputs for climate models—has

led to the development of emission scenarios. As highlighted

in the first Intergovernmental Panel on Climate Change

(IPCC) report in 1990, climate change-inducing emissions

originate from highly complex and dynamic systems, where

the interplay of several driving forces, including demo-

graphic trends, socio-economic conditions, and technological

developments, all influence GHG emissions [6]. To address

this challenge, the IPCC developed the Special Report on

Emission Scenarios (SRES), first published in 2000, replac-

ing earlier scenarios from 1990 and 1992 (IS92) [7]. The

revisions followed a 1995 assessment by the IPCC, which

identified deficiencies in previous models and underscored

the need to integrate updated insights on emission-driving

forces [7].

The IPCC defines SRES scenarios as “alternative im-

ages of how the future will unfold that are an appropriate tool

for analyzing how driving forces may influence future emis-

sions and for assessing associated uncertainties” [7]. These

scenarios are based on plausible narrative hypotheses that

describe the relationships between different forces, their de-

velopments, and the decision-making scale. The framework

consists of four main scenario families: A1, A2, B1, and

B2, each exploring variations in world population growth,

environmental protection, economic development, energy

technology evolution, and economic globalization. The A1

group further divides into three sub-scenarios—A1FI, A1B,

and A1T—which differ in their reliance on fossil fuels [7].

Since long-term emissions projections are inherently

uncertain and difficult to verify, the IPCC employs a broad

and diverse set of scenarios to reflect varying trajectories and

account for the uncertainty surrounding emissions-driving

forces [7]. A total of 40 SRES scenarios were developed using

integrated assessment models to represent different pathways.

Each scenario represents a quantitative interpretation of one

of the four primary storylines. These SRES scenarios are a

basis for estimating future GHG emissions and parameter-

izing carbon cycle models, enabling more comprehensive

climate projections [7].

2.4.2. Climate Models

General circulation models (GCMs) make it possible to

generate future climate data at a global level. However, since

climate impacts are generally felt locally, future climate data

should be available at a regional level. The regional climate

is defined as being a random process constrained, at the same

time, to circulations on global and local scales both at the
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atmospheric and oceanic levels and to conditions specific to

the regions.

The problem is that climate models have a low-

resolution scale of around 200 to 300 km. Climate simu-

lations should be carried out at a high-resolution scale, gen-

erally between 20 and 50 km, to study climate change at a

regional level.

Several approaches are used to regionalize climate sim-

ulations, such as dynamic downscaling (making it possible

to obtain, for example, regional climate models – RCMs),

which consists of using physical-dynamic models to explic-

itly resolve the physics and dynamics of the climate system

on a regional scale, and the statistical downscaling method

which establishes, based on observations, a statistical rela-

tionship between fine-scale and large-scale variables (pre-

dictors).

In the IPCC work, the regional climate change projec-

tions presented are evaluated based on available information

regarding the history of recent climate change, understanding

of the processes governing regional responses, and data avail-

able from GCGAM simulations and disaggregating these

data using techniques that highlight regional details.

2.4.3. The Inherent Uncertainties

The process of developing future climate data is fraught

with uncertainty. Indeed, from the moment we seek to inte-

grate the values of the concentration of GHGs in the atmo-

sphere into climatemodels, an arbitrary choice of a projection

scenario must be made. Thus, the accuracy of the chosen

emissions trajectory would depend on the realization of the

scenario. However, this is linked to society’s unpredictable

and complex behavior.

Considering the simulation stage requires estimating

the values of expected future GHG emissions and modeling

interactions between atmospheric and oceanic circulations.

However, these are subject to several uncertainties due to

the lack of knowledge on the chaotic components of the

climate and terrestrial system (such as clouds) and their inter-

actions. Indeed, the models are based on strong hypotheses

on physical phenomena and significant simplifications of the

processes governing the climate. The transition to region-

alizing data predicted by climate models is an even more

delicate process. This appears from the very choice of the

regionalization methodology. In addition, this step requires

correctly modeling the topography of the regions concerned

and precise knowledge of the regional climate.

3. Determination andAnticipation of

Issues: Controversies overMethods

As confirmed by IPCC experts, determining and antici-

pating climate change’s impacts on natural and human sys-

tems requires using several physical, biological, and social

disciplines and various methods and tools. Although many

tools and methods have been developed, specific questions

remain at the center of scientists’ concerns about detecting

and attributing impacts to climate change.

Climate change and the effects observed on natural and

human systems are linked using detection and attribution

methods. Extending the methods used in climate systems to

changes observed in physical, biological, and human systems

is more complex. The IPCC recognizes that the responses

of these systems to climate change may be so dampened

or completely confounded with other factors that it would

be impossible to detect them. To face these difficulties, the

IPCC experts start from the obvious: “(…) the effects of

climate change are very transparent in systems where human

manipulations are ephemeral” to suggest that: “systemsWho

_ contain an excellent coherent basic process of the effects of

climate and weather events, and where human intervention is

minimal, can serve as indicators of the more general effects

of climate change in the systems and sectors where they are

easily studied” [8].

The choice of such indicators is complicated. Most

existing studies considered by the IPCC reports relating to

estimates of possible damages tend to focus on the more

firmly established warming consequences, such as extreme

temperatures on health, agricultural productivity quality, and

water availability. Studies of the relationship between warm-

ing and observed changes in natural and human systems

use climate models or spatial analysis. The first consists of

comparing the observed changes to the changes resulting

from three modeling stages by considering natural and an-

thropogenic forcing factors separately and then combining

them. The second establishes a comparison between data

series consistent with warming and those not collected in

cells of five degrees of latitude and longitude around the

globe showing significant warming and/or cooling.

Thus, determining the consequences of climate change
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on natural and human systems is uncertain from the moment

we decide on the indicator we will designate. Indeed, the

choice of temperature as an indicator is widely discussed in

the literature [9]; for example, it emphasizes that the global

average temperature, the statistic on which these approaches

are based, is of little economic interest. According to Nord-

haus, one cannot analyze the impact of varying warming rates

on agriculture without knowing about regional precipitation

and soil moisture changes [9]. He, therefore, suggests using

variables that accompany or result from changes in tempera-

ture, such as precipitation, water levels, extreme droughts,

or frosts, and which will lead to socio-economic impacts.

Similarly, anticipating the impacts of climate change

on natural and human systems includes methodological gaps

that the IPCC often raises in its assessment reports regarding

data scales, validation, and integration of adaptation and hu-

man dimensions of climate change. This is although a wide

range of methods and tools are available and are undergoing

continuous improvement with greater emphasis on the use

of models based on the use of transient climate change sce-

narios, the refinement of socio-economic references basic

economics, as well as the spatial and temporal scales of as-

sessments and the integration of adaptation, which the IPCC

describes in its latest report. However, these models have

been tested on all continents at sectoral, regional, and global

scales. The IPCC credits their results and considers them in

its assessment reports.

4. Potential Issues to Take Action

4.1. Skepticism about IPCC Conclusions

The IPCC’s conclusions are not often unanimous.

Some scientists contest the claim that human-induced green-

house gas emissions are the primary driver of global warm-

ing [10]. Notably, researchers such as Hulme, Courtillot, and

Leroux have raised skepticism regarding the extent of an-

thropogenic influence on climate change [11–13].

The media sometimes supports these protests, which

tend to emphasize controversial aspects. We like, for exam-

ple, to present a duality where we emphasize the disagree-

ments between two significant ideologies while sometimes

forgetting to compare their scale, support, and real credi-

bility. Yet the scientific basis of the problem is much less

controversial. As seen previously, the available scientific

data justifies current concerns about climate change and its

potential effects. The international community marginalizes

these controversies. Almost all governments have joined

the scientific consensus established in the fourth assessment

meeting of the International Group on the importance of hu-

man responsibility over natural factors in global warming

through greenhouse gas emissions. The Stern Report on the

economics of climate change confirms the conclusions of

the IPCC.

Overall, scientists and the international community

have confidence in the scientific validity of the reasons given

for concern about climate change and the potential for feared

risks. They recognize that uncertainties mainly lie in the de-

tailed effects of climate change, primarily the magnitude and

rate of change. This is also why they recommended the im-

mediate adoption of preventive measures to slow the rate of

climate change. As early as the IPCC report, scientists made

a similar assertion: “Although we cannot accurately quantify

the nature and extent of climate change and its impacts, it

appears obvious that changes and impacts have already be-

gun and will continue. We must act now to limit the damage

while considering a range of uncertainty scientists expect to

reduce over the coming years”.

4.2. Problem of Climate Change through the

Lens of the International Community

The problem was officially recognized, and the inter-

national community laid the foundations for coordinated

international action against the greenhouse effect by cre-

ating the Climate Convention. Although this international

response may not seem tangible since it does not provide

for any penalties against countries that do not achieve the

common objective set, it constitutes a significant turning

point in international awareness of the risks associated with

climate change.

Since then, the process of diplomatic negotiations has

continued around its ultimate objective, “the reduction of

greenhouse gas emissions,” to make it a reality, punctuated

by the annual Conferences of the Parties, also called United

Nations Conference of the Parties (COP), on the one hand,

and the scientific reports of the IPCC, on the other. In Decem-

ber 1997, during the third conference of the parties (COP3)

in Kyoto, we created the Kyoto Protocol. This requires the

industrialized countries grouped in Annex B of the Protocol

475



Journal of Environmental & Earth Sciences | Volume 07 | Issue 05 | May 2025

(38 industrialized countries: United States, Canada, Japan,

EU countries, and countries of the former communist bloc)

to reduce greenhouse gas emissions. Greenhouse gas emis-

sions by 5.2% on average by 2012, compared to the 1990

level. Recognizing their responsibility for the accumulation

of GHGs in the atmosphere by ratifying the Convention, most

of these countries have committed to the protocol. However,

a group of countries led by the United States, recognized as

the state emitting the most GHGs (see Figure 2), demanded

the creation of an international market for tradable emissions

quotas. Such a market would allow each industrialized coun-

try to satisfy its needs not by limiting its emissions but by

purchasing a surplus of rights to emit abroad.

Figure 2. Contribution of Regions and Sectors to CO2 Emissions

by 2020 (A) Sectoral Contribution to CO2 Emission by 2020. (B)

Regional Contribution to CO2 Emission by 2020.

Implementing this protocol proved more difficult than

creating it. The allocation of emission permits is confounded

by various inequalities in past and current emissions, popula-

tion growth, technical capacity, and vulnerability to impacts.

Furthermore, in March 2001, the President of the United

States announced that he would not submit the Kyoto Pro-

tocol for ratification by the Senate. His objections to the

Kyoto Protocol revolved around the non-participation of de-

veloping countries in reducing emissions and the level of

reduction commitment made by the administration in Kyoto.

Furthermore, the reduction objective has become insignifi-

cant. The protocol obtained after a decade of negotiations

in which the international community invested substantial

resources risked failure.

On February 16, 2005, the Kyoto Protocol finally took

effect after being ratified by numerous countries during the

Conference of the Parties to the UNFCCC (COP 11) [14].

This meeting in Montreal in 2005 resulted in a construc-

tive outcome that opened the door for new momentum in

climate talks [15]. This led to key technical decisions and

an agreement to hold separate talks to discuss the future of

the UNFCCC and the Kyoto Protocol [16]. Thus, industrial-

ized countries, except for the United States and Australia,

which account for more than a third of the industrialized

world’s greenhouse gases but have not ratified the protocol,

are required to reduce their emissions of CO2 and five other

gases warming the atmosphere. The 107 developing coun-

tries that have ratified the protocol will have simple polluting

emissions inventory obligations. Thus, it was the first step

towards reducing GHG emissions, which was undoubtedly

modest due to the non-participation of the United States and

Australia but obtained after long and difficult negotiations.

Australia ratified the protocol on December 12, 2007, fol-

lowing Labor’s coming to power.

The climate convention marks the symbolic starting

point for a possible change in the preferences and behavior of

economic agents. However, the progress of the negotiations

has not reached a breakthrough despite the pessimistic data

on the future evolution of the climate and related issues [17].

A more recent decisive COP for climate change took

place in Paris in December 2015 [18–21]. The conference re-

sulted in the Paris Agreement, which is highly commended

by all parties involved. The agreement is significant because

it ensures that the global climate architecture will not be

demolished or replaced with a completely new framework.

It is considered a major diplomatic success and has regener-

ated faith in the United Nations Framework Convention on

Climate Change as a forum for multilateral action [22].

The conference also sparked discussions and debates

among key players, such as the USA, EU, China, and In-

dia, regarding the practical arguments and values underlying

global climate change policymaking [23]. However, there are

concerns about the agreement’s implementation and the lack

of binding emission reduction targets. Global coordination

is seen as crucial in achieving the goals of the COP21 project
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and managing the rapid decarbonization needed to avoid

climate chaos [24].

5. Difficulties of Monetary Evalua-

tion of the Consequences

Amonetary evaluation of these impacts can be benefi-

cial, especially for comparing the costs of preventing climate

change to the expected benefits. In fact, with the evolution of

recognition of the phenomenon and the multitude of projects

proposed, action is confronted with the conflicts of the differ-

ent actors involved (public authorities, citizens, industrialists,

and experts) in the decision. Such projects involve huge in-

vestments. Choosing one project among others would require

evaluating the costs and benefits of all projects. Although

assessments of expenses may not be controversial, those of

benefits related to conditions in the distant future are likely

to be contentious. On the one hand, costs can be defined

as opportunity costs (associated with restricting industrial

or commercial activities, for example). At the same time,

benefits are described, including their effects on improving

the well-being of individuals and the impacts of avoiding

climate change.

Therefore, a monetary assessment of the damages

linked to climate change would be necessary. Damage assess-

ment techniques are numerous and varied in the literature.

The evaluation of the economic impact of climate change,

generally used, is equal to the amount by which the climate

of a given period would affect the production or GDP of that

period. The specific components included in these studies

are, primarily, sea level rise, temperature changes related

to heating and cooling demand, health consequences of ex-

treme temperatures, and estimated changes in agricultural

productivity and water quality and availability.

To assess the damage, wemust separate market damage,

which refers to impacts on activities or sectors producing

market goods and services, from non-market damage, that is,

impacts on the environment, biodiversity, and health. In the

case of tradable goods, monetary valuation is generally based

on market prices adjusted to correct for market distortions

using simple methods. A traditional impact estimation ap-

proach relies on the empirical production function to predict

economic damage. This approach takes a specific production

function and assesses impacts by varying one or more vari-

ables, such as temperature, precipitation, and carbon dioxide

levels. On the other hand, valuing non-market goods in a

standard metric, usually monetary, is very difficult. Litera-

ture on the issue reveals procedures that rely on individuals’

willingness to pay for environmental goods or services [25].

This approach can lead to bias, as it suggests that the price

of damage is the same regardless of one’s socioeconomic

status. Indeed, the individual’s willingness to pay depends

on the income of the agent considered.

The evaluation of non-market damages raises the issue

of assessing the direct effects on an individual’s well-being.

Indeed, there is undoubtedly an interaction between climate

and an individual’s well-being [26]; for example, it is shown

that higher summer temperatures reduce the well-being of

Italians. A monetary assessment of the impact of climate

change on individual well-being would be instrumental in

determining whether the benefits justified the costs of pre-

venting climate change. Aggregating multiple damages into

a single assessment, suitable for providing information about

the magnitude of expected damage on an overall scale, could

be particularly interesting to policymakers [27]. In most stud-

ies, effects are estimated and valued sector by sector and

grouped to estimate all changes in social well-being, known

as the “enumerative” approach [28, 29]. The studies presented

in the second IPCC report and its current references predict

that the potential damage will be between 1.5% and 2.5% of

global GDP for a doubling of atmospheric concentration [5, 30].

Although they serve as a reference, these figures are ques-

tionable. Indeed, the range of 1.5% to 2.5% of GDP does not

account for the risks of climatic surprises and non-linearities

in societal adaptations to climate change. Ultimately, all

attempts at estimation made using the “enumerative” ap-

proach acknowledge that developing countries will be the

primary victims of climate change, as their economies are

more fragile and heavily dependent on natural environments.

In contrast, certain countries could benefit from increased

agricultural yields. A stream of recently developed research

shows that these results are inconsistent. This research is

based on the weaknesses of the “enumerative” method.

In this context, Fankhauser and Tol criticize this

method, stating that it ignores “dynamic interactions” in their

work [29]. They explain that enumerative studies examine a

single period and how the observed climate impacts social

well-being during that specific period. Thus, they overlook
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intertemporal effects and fail to provide information on how

climate change may affect production in the long term. This

work highlights the dynamic effects of climate change on

economic growth and future production. The authors explore,

in particular, the direction of the two variables—savings and

capital accumulation—following climate change, based on

an integrated assessment model developed by Nordhaus [31].

They distinguish the following two dynamic effects:

• With a constant savings rate, lower production due

to climate change will lead to a proportional reduc-

tion in investment, resulting in a decrease in future

production (capital accumulation effect).

• If the saving rate is flexible, early agents can change

their saving behavior to accommodate future im-

pacts of climate change. This will also alter growth

prospects (the savings effect).

All the simulations carried out in this paper suggest

that:

• The capital accumulation effect and the savings ef-

fect are both negative. Faced with climate change,

households tend to increase their current consumption

rather than savings to compensate for future damage,

which can affect the economic growth rate.

• Indirect effects are relatively more significant than

minor direct effects; thus, indirect effects are more

pronounced for the most frequent growth mechanisms

in the wealthiest countries. Therefore, Enumerative

studies underestimate the impacts of climate change,

especially in the case of rich countries.

6. Irreversibility and Option Value in

Renewable Energy Policy

In renewable energy investments, irreversibility plays

a central role in decision-making. Like environmental man-

agement, irreversibility has a dual character regarding energy

transitions [32]. On one hand, delaying investment in renew-

able energy can lead to irreversible ecological damage. For

example, continued reliance on fossil fuels increases green-

house gas concentrations in the atmosphere, contributing to

long-lasting or permanent climate impacts, such as rising sea

levels and biodiversity loss. These changes reduce the flex-

ibility of future generations to mitigate or adapt to climate

change, as the accumulated greenhouse gases (13–17% of

which, according to the IPCC, remain irremediable) would

be exceedingly difficult to remove by artificial methods. This

ensures the need to take action now to minimize all risks,

following the precautionary principle determined by the in-

ternational community.

In contrast, investing in renewable energy infrastructure

requires heavy up-front investment that, inmost cases, cannot

be recovered. For example, constructing a solar or wind farm

involves up-front sunk costs if later evidence shows these

have become economically unviable or technologically out-

dated. This uncertainty disincentivizes decision-making and

data accumulation, particularly regarding technology, market

dynamics, and regional energy requirements [33]. However,

such delays may be at odds with the precautionary principle,

as the chance to avoid environmental harm is lost as time

passes.

These two aspects of irreversibility—environmental

and economic—are closely tied to the uncertainties inherent

in renewable energy transitions. Uncertainty arises from the

extent of future ecological damage caused by inaction and

the potential benefits of investing in renewable energy. For

example, uncertainty about the future costs of renewable

energy technologies or their long-term efficiency can impact

decision-making.

The concept of option value is particularly relevant in

renewable energy policy. Preserving flexibility allows poli-

cymakers to defer decisions until new information becomes

available, reducing the risks associated with irreversible com-

mitments. “Maintaining a unique environmental asset in its

present state allows us to change our minds later. Changing it

irreversibly does not,” as noted by Arrow and Fisher [34]. Re-

newable energy could entail field-testing smaller projects or

focusing on adaptive investments that allow for more careful

birds-eye tweaks, depending on future conditions.

Market volatility further complicates the timing and

scope of renewable energy investments. Sudden fluctuations

in the prices of fossil fuels, renewable energy components

(like lithium for batteries or silicon for solar panels), and

carbon credits create uncertainty about the long-term prof-

itability of green projects [35]. For example, a temporary drop

in oil prices may reduce the short-term attractiveness of solar

investments, discouraging immediate action. Conversely,

spikes in renewable technology costs due to supply chain

disruptions—such as those observed during the COVID-19
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pandemic or geopolitical tensions—can derail previously

viable investment plans [36]. These real-world price shifts

increase the value of flexibility and strengthen the case for

phased investments or modular renewable energy projects.

In this context, the option value is not just about environmen-

tal delay—it also reflects the benefit of avoiding premature

capital commitment in volatile market conditions. Investors

must carefully weigh the potential risks and rewards, as the

dynamic nature of energy markets can lead to unpredictable

returns on green projects over time.

The quasi-option value, which emphasizes the value of

sequential decision-making under uncertainty, is even more

applicable. As an illustration, delaying complete investment

in a specific renewable technology until more research is con-

ducted to verify its reliability will allow future generations to

turn to alternative and possibly more efficient solutions. This

is analogous to the loss of possible opportunities resulting

from a missing investment, as noted by Henry [37]. These

quasi-option values favor delay in renewable energy, but this

is not the sole factor; it is balanced with proactiveness to

ensure the energy switchover can make economic sense and

benefit the environment.

In short, investments in renewable energy technologies

should be characterized by a commitment to acting urgently

to avoid irreversible environmental damage and a long-term

investment design that maintains the option value of suc-

cessfully reacting to economic uncertainties. The balance

between taking action now and preserving options for the

future is delicate. Still, decision-makers can avoid common

pitfalls by embedding these principles into the renewable-

energy policy process.

7. Obstacles in Transitioning to Re-

newables

While necessary for achieving climate change miti-

gation and sustainable development, the transition towards

renewable energy encounters multiple key barriers. These

hurdles can be classified as financial, technological, and

socio-political.

Financial Barriers can rise because of High Initial Cap-

ital Expenditure. Renewable energy projects, including wind

farms, solar arrays, and geothermal plants, entail large ini-

tial capital expenditures. Often inaccessible in poorer areas,

these costs and financing discourage many stakeholders [38].

Also, there is a lack of access to funding. Given the world’s

perception of the risk of investing, it is challenging for de-

veloping countries to find low-cost financing for renewable

energy [39]. Moreover, few financial institutions are eager to

offer loans or investments for this purpose, leading to many

renewable energy projects stalling due to a lack of funds [40].

On the other hand, due to the volatility of fossil fuels, invest-

ments in renewable energy remain uncompetitive in the short

run, even when they benefit in the long run. This funding gap

stifles the emergence of renewable energy projects and con-

tinues dependence on fossil fuels, hindering the transition to a

more sustainable energy future [41]. Furthermore, much of the

world still subsidizes fossil fuel industries, which makes re-

newable energy technologies a competitive disadvantage [42].

Governments should realize that the ground needs to be even

with subsidies and investment incentives in opposite direc-

tions; this is where policy reform is urgently needed. Models

that bridge the gap between policy—utilizing sunshine and

wind—need to be harmonized with the benefits and costs of

utility suppliers and green energy producers [40].

Moreover, the transition to renewable energies faces

technological barriers. Technologies like solar and wind are

subject to variations in energy production, presenting chal-

lenges for inclusion in established energy grids [43]. Also,

technologies for energy storage, essential to mitigating in-

termittency’s impact, are still very costly and rarely de-

ployed [44]. The existing grid infrastructure cannot effec-

tively transmit and distribute renewable energy, particularly

in rural or underdeveloped areas [45]. Besides, lack of R&D

(Research and Development) funding slows technological

progress that could enhance efficiency and lower costs [46].

Additionally, socio-political barriers challenge invest-

ing in renewable energy. First, the absence of durable frame-

works for renewable energy policy dissuades investment [47].

Second, local communities resist large, primarily industrial

projects, often due to concerns about land use, aesthetics,

and ecological impacts [48]. Additionally, dependence on rare

earth elements and other critical raw materials for renewable

energy technologies can create vulnerabilities in the supply

chain and geopolitical conflicts [49]. Furthermore, uneven

political support for renewable energy projects undermines

progress, especially in areas with significant fossil fuel-based

industries [50].
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8. Dynamic Decision-Making Frame-

work for Investments in Renewable

Energy

Based on the discussion in this paper, this is a suggested

dynamic decision-making framework. The structure will con-

sider probabilistic scenarios, irreversibility, and option value

in examining uncertainties and controversies. The frame-

work seeks to capture renewable energy investments under

uncertainty subject to economic, environmental, and pol-

icy constraints. It combines the principles of irreversibility,

quasi-option value, and adaptive decision-making to guide

resilient policymaking.

8.1. Conceptual Model of Decision-Making for

Renewable Energy Investments

We propose the following conceptual model to illumi-

nate the interactive relationship between uncertainty factors,

risk analysis tools, and investment decisions (Figure 3). The

model combines the environmental and financial inputs of

investments, the demand for ESG disclosures through man-

dates, as well as various technological aspects into tools and

moderators that lead to investment outcomes. Inputs such

as climate risks, policy frameworks, economic variables,

and ESG mandates are processed through risk assessment

techniques and guided by moderators, including scenario

analysis and discount rate optimization, as depicted above.

This, in turn, determines things like properties around ESG

alignment, risk mitigation, and financial viability and col-

lectively informs stations of investment decision variables

(timing, scale, and technology).

Figure 3. Conceptual Model of Decision-Making for Renewable

Energy Investments.

8.2. Theoretical Background

8.2.1. Decision Criteria: The Usefulness of Von

Neumann and Morgenstern

It is now indisputable that the decision model of the

expected utility of Von Neumann and Morgenstern (VNM)

is a reference in all areas of economics. Expected utility was

the first classical theory that integrates all decision elements

in an uncertain environment to allow a decision on the most

advantageous action. The VNM model considers the object

of analysis and decides the probability distributions on a pos-

sible set of results. To establish this decision criterion, VNM

proposes a priori three axioms. The first is the ability of the

decision maker to give a complete and transitive order of

preference to all possible consequences of the chosen actions.

The second is that of independence: the two acts do not have

the same consequences. The third is continuity: the order

of preferences is continuous; this axiom ensures that suffi-

ciently small perturbations of the probability distributions

do not modify their ranking. Under these conditions, the

decision-maker must be able to associate a utility u(c) with

each consequence and an expected utility with each action i:

U   (x) =
∑

π u  (ci )     (1)

The choice between the two decisions comes down to

comparing their expected utilities. Classically, the selection

will be made in favor of the greatest possible expected utility.

8.2.2. Savage’s Contribution

In the context of utility function maximization, VNM

theory models, as we have just seen, have uncertain prospects

in the form of probability distributions over a given set of

consequences. The probabilities are, therefore, given ex-

ogenously: these probabilities are objective. By analogy

with the distinction made by Knight between risk and uncer-

tainty, Von Neumann and Morgenstern consider the situation

where the individual makes his choices in a risky universe.

However, in our problem case, we assumed that risk and

uncertainty are synonymous, and the decision-maker makes

choices based on subjective probabilities. Furthermore, the

decision-maker does not know the probabilities of the occur-

rence of the different possible states of nature, and his choice

depends on his subjective evaluation of these probabilities.

Several decision criteria in uncertain universes in the

literature are based on statistical decision theory. However,

480



Journal of Environmental & Earth Sciences | Volume 07 | Issue 05 | May 2025

these approaches have quickly shown their limits – especially

when we seek to apply them systematically to collective

choices.

We will focus on formalizing the uncertainty situation

established by Savage [51]. We are in the same frame of ref-

erence as maximizing expected utility. Analogously to the

decision under risk, there exists a set of consequences C and

a set of states of nature S.

We assume that the states of S are:

• Mutually exclusive: the realization of one state of na-

ture automatically prevents the realization of another

• Exhaustive: the set of states of the world contains

absolutely all external events likely to occur.

From C and S, the decision maker constructs the set of

actions to choose, which we denote by X. Formally, and X is

the set of all functions from C to S; the axiomatic developed

by Savage allows the decision maker to form a probability

law on the events affecting the consequences and to compare

the utility expectations according to this law [51]. Savage’s

theorem is an extension of the theory of Von Neumann and

Morgenstern. Indeed, the representation of the preference

relation is similar to that developed by VNM, except that the

probability distributions of the different states of nature are

evaluated subjectively.

8.2.3. The Limits of Individual Rationality

Many authors have criticized the expected utility rule

advocated by Von Neumann–Morgenstern supplemented by

Savage. First, these criticisms have summer bets in light

below the shape of what has been called “paradoxes” (first

by Allais, then by Ellsberg). The presentation of these criti-

cisms goes well beyond the scope of this work. However, it

is essential to note that there are specific theoretical reasons

underlying these criticisms. These reasons stem from the

models of microeconomic theory used in applications; it is

often assumed that an individual’s behavior conforms to this

model, while only a limited domain of the set of consumer de-

cision problems is modeled. We are particularly interested in

the difficulty of applying the Von Neumann and Morgenstern

representation theorem to temporal distribution lotteries [52].

8.2.4. Time Resolution

Spence and Zeckhauser demonstrate the inconsistency

of utility functions when the timing of uncertainty resolution

matters, that is, when importance is attached to the temporal

resolution of uncertainty [53]. Starting from an example with

a horizon of four steps, one of which represents the resolu-

tion of uncertainty, they show that when we swap the step

of resolving uncertainty with another, the expected utility

changes, contrary to the hypothesis of Von Neumann and

Morgenstern. At the end of this work, the two authors note

that time is absent from the VNM hypotheses while insisting

on its importance in any decision-making problem. This

leads to the conclusion that using the expected utility cri-

terion to represent preferences obeying certain axioms is

not legitimate. However, starting from an example of tem-

poral income distribution, Porteus and Kreps show that it

is justified to return to the theorem of Von Neumann and

Morgenstern by fixing specific a priori hypotheses: the prob-

ability distribution of the second-period income is given, and

the order of resolution of the uncertainty is fixed [54].

By admitting this result, we can construct a helpful

framework for dealing with the decision on climate change:

We can consider that the probability distribution on the phys-

ical impacts of climate change is given once and for all. If,

in addition, we assume that this distribution is known, that is

to say, that we are in a risky universe and that the date of the

information is also known. Nevertheless, the work of Kreps

and Porteus warns that it is essential to be cautious about any

attempt to extend this scheme to cases where the probability

distribution over future states of nature and the first-period

decision would not be independent [54].

8.2.5. Consistency of the Criterion for Maxi-

mizing Expected Utility

The difficulty of applying the principle of maximizing

expected utility to situations where the probabilities of re-

alization are subjective. The absence of time in the VNM

and Savage models developed within the framework of this

principle leads to questioning the prospect of resorting to

a choice criterion other than maximizing expected utility.

Such a criterion should help reduce the number of still unde-

termined parameters, exceptionally subjective probabilities.

However, this solution has significant flaws; we cite, in par-

ticular, that the uncertainty about the likelihood of occurrence

is irreducible given the problem of climate change and, con-

sequently, that such a solution would be incompatible with

the framework of the problem we are dealing with. In recent

years, we have witnessed the development of new models

within the theory of choices in uncertain situations. These
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models have contributed mainly to improving the so-called

Non-Expected Utility theory. We can cite in particular the

concept of ambiguity aversion of Gilboa and Shmeidler [55],

which stipulates that agents act in anticipation of the worst

by opting for the most unfavorable probability distribution.

However, these models systematically produce inconsisten-

cies when we consider temporal situations.

8.3. The Role of the Discount Rate in Environ-

mental Decisions

The discount rate plays a critical role in evaluat-

ing environmental issues and renewable energy investment

projects, where the costs of mitigating greenhouse gas emis-

sions are incurred today while the benefits are realized in the

distant future.

In a pure and perfect market, the discount rate reflects:

The subjective preference for the present—individuals’

inclination to prioritize immediate benefits over future ones.

The productivity of capital—the market’s capacity to

convert present resources into more excellent future goods

through investments.

These rates are harmonized in an ideal market, ensuring

the exchange rate between present and future values aligns

with the opportunity cost of capital. However, debates persist

regarding the selection of an appropriate discount rate for

long-term environmental investments.

The ethical discourse on discounting dates back to

Pigou and Ramsey [56, 57]. Ramsey argued for a zero-utility

discount rate, emphasizing intergenerational equity and equal

treatment across generations [57]. However, critics such as

Koopmans and Mirrlees have pointed out that a zero rate

could lead to unrealistic policies, where the current gen-

eration sacrifices excessively for future gains [58, 59]. Con-

versely, a high discount rate disproportionately undervalues

long-term benefits, jeopardizing investments with extended

payback periods, such as renewable energy projects.

Arrow extended this debate by proposing a more bal-

anced approach [60]:

δ = d + g · n (2)

Where:

• d: Preference for the present.

• g: Projected economic growth rate.

• n: Intertemporal elasticity of marginal utility of con-

sumption (equal to 1 for logarithmic utility functions).

This formulation bridges ethical considerations and

practical implications, balancing intergenerational fairness

with present-day feasibility.

Empirical evidence suggests that individual preferences

often deviate from standard economic models. Observations

indicate that:

(1) Hyperbolic discounting: Individuals tend to apply

a declining discount rate over longer time horizons, reacting

more strongly to near-term changes than distant ones.

(2) Logarithmic discounting: This approach, formal-

ized as δ(t) = k · log(t), better reflects individuals’ propor-
tional, rather than absolute, sensitivity to time.

These findings highlight the need to move beyond clas-

sical exponential discounting to capture the nuances of real-

world behaviour.

When it comes to assessing long-term projects such

as a renewable energy transition, an appropriate discount

rate is essential. A high discount rate reduces the present

value of future benefits, making it less likely to invest in

clean energy infrastructure. A low or declining discount rate,

on the other hand, ensures that future benefits (like reduced

greenhouse gas emissions) receive their due prioritization.

Ethically attractive, zero-discount rate is not pragmatically

appealing, and economics, growth, intergenerational equity,

and market imperfections need to be factored in for a prag-

matic approach. This differentiated perspective is crucial in

shaping policies that underpin sustainable energy capital and

climate change adaptation strategies.

8.4. Formalization of the Concept of Option

Value

Returning to the concept of option value, we are inter-

ested in formalizing it within the economic framework of

managing climate change. We are situated within the frame-

work of the theory of utility maximization. We propose

analysing the elementary formal model of decision theory

in the context of uncertainty. The example we consider in

this paragraph (according to the work of Dasgupta and Heal)

allows us to present this model [61].

Consider a two-period planning horizon of a decision

situation about whether or not to conserve a system. Let t

= 0 and t = 1, the two dates representing the time origins

of the first and second periods, respectively. The decision

taken by the planner at the beginning of the first period (t =
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0) will allow the system to evolve between two states. The

concept of irreversibility can characterize the transition from

one state to another.

8.5. Modeling the Renewable Energy Invest-

ment Management Problem

So far, we have been interested in the extent of the

controversies raised by the design of policies for managing

renewable energy investment. We now propose to explore

this field of research by developing a simple model whose

objective is to articulate the different elements of the re-

newable energy investment problem into a single object. In

the literature, most analyses of behaviour under uncertainty

place the decision maker in a binary choice framework. In

the most straightforward approach, two periods represent

short-term and long-term choices. The decision is assumed

to be made in the first period and subject to uncertainty about

the environment that will prevail in the second period. In

the simplest approach, two states of the world are possible.

At the beginning of the second period, information arrives

in one block, the actual state of the environment becomes

known, and probably several other decisions will be made.

We propose to analyse the elementary formal model of the

theory. We will try to situate ourselves within the framework

of classical economics by imposing simplifying hypothe-

ses on the different elements constituting the problem of

renewable energy investment.

Consider a producer whose income of a representative

individual is I. The benefit produced by this income is repre-

sented by the producer’s utility function u(I), an increasing

function of I at a decreasing rate. This function is assumed

to be doubly continuous derivable. The occurrence of re-

newable energy investment and the events that may follow

will brutally and definitively affect the well-being of this

society. Let C be the date of occurrence of this event; we

have assumed that this date is perfectly known by the planner.

As a result, the planning period is naturally divided into two

periods. Chronologically, the first period corresponds to the

one preceding date C, during which the planner has only

partial information. At the beginning of the second period,

information will be revealed, and the uncertainty about the

state of nature will be dissipated. This framework will also

assume the availability of advanced technologies to facilitate

a rapid transition to renewable energy, thereby mitigating

the adverse impacts of delays on the investment. The key

variables are:

• I: Income remains the same, reflecting the financial

resources allocated to renewable energy investments.

• x: Represents the cost of investing in renewable en-

ergy infrastructure, including solar panels, wind tur-

bines, and smart grids.

• w, W: Potential losses under low (w) and high (W)

adoption scenarios, where w < W. they reflect the

financial losses associated with two states of nature:

◦ e₁ (low uptake of renewable energy): Corresponds

to lower returns or slow adoption of renewable tech-

nologies.

◦ e₂ (high uptake of renewable energy): Corresponds

to higher adoption rates but possibly higher techno-

logical or societal challenges.

• p: The probability of high adoption (e2)

• δ: The discount rate, reflecting the weight assigned

to future costs and benefits.

The planner’s choice is framed around renewable en-

ergy policy decisions:

(1) “Do nothing and wait for more information,” delay-

ing the investment decision.

(2) “Invest immediately in renewable energy infrastruc-

ture,” committing to upfront costs.

Let’s define utility as u(I), where u is an increasing

and concave function representing the societal preference for

wealth distribution. The Expected utility after investment in

renewable energy is:

EU = p · u(I − W) + (1 − p) · u(I − w)  (3)

Here, p represents the subjective probability of high

uptake (e2), and 1−p represents the probability of low uptake

(e1).

The irreversibility of investment is captured by the up-

front cost x, which cannot be recovered if uptake is low.

Value of information (VOI) quantifies the benefit of de-

laying investment until better data on adoption rates becomes

available:

VOI = p · u(I − W) + (1 − p) · u(I − w) − u(p · I2+ (1 − p) ·
I1)  (4)

Investments should be made if the expected utility gain

outweighs the cost of delay:

ΔU = [u(I − x) − VOI] ≥ 0  (5)

The discount rate (δ) serves as a crucial parameter in
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evaluating the costs and benefits of long-term investments

in renewable energy, particularly under uncertainty. It repre-

sents the weight given to future costs or benefits relative to

the present.

Formally: 0 ≤ δ ≤ 10

The parameter δt−1 assigns a weight to benefits or costs

at time t, relative to time 1. The term (1 − δ) × 100 corre-

sponds to the discount rate expressed as a percentage. This

discounting process is instrumental in achieving the twin

goals of equity and efficiency in intertemporal resource allo-

cation.

The expected utility after adopting renewable energy

is expressed as:

EU = p · u(I2) + (1 − p) · u(I1)  (6)

Or equivalently:

EU = p · u(I − W) + (1 − p) · u(I − w)  (7)

where:

• u(I): Utility of income.

• p: Probability of high adoption.

• W,w: Costs under different adoption scenarios, with

w < W.

The expected value of utility loss over one year due to

delayed action on renewable energy investment is:

ΔU = u(I) − [p · u(I2) + (1 − p) · u(I1)]  (8)

Or:

ΔU = u(I) − [p · u(I − W) + (1 − p) · u(I − w)]  (9)

The total discounted utility loss over T years is calcu-

lated as:

T∑
C+1

δt−1 {u( I)− [p · u (I2) + (1− p) · u (I2) ]}     (10)

Additionally, the utility loss incurred annually when

paying xxx, the cost of investment, is:

Δ Ux= u(I) − u(I − x) (11)

and its cumulative value up to time CCC is:

C∑
t=1

δt−1 [u (I)− u (I− x)]     (12)

These expressions highlight the interplay between dis-

count rates, utility, and investment costs in renewable energy

decisions. For instance:

• A higher δ (lower discount rate) favors immediate

investment by assigning greater weight to future ben-

efits.

• A lower δ (higher discount rate) prioritizes present

costs, potentially delaying action.

8.6. Empirical Case Study: ARAMCO’s Re-

newable Energy Strategy

To test the empirical applicability of the proposed

decision-making framework, we apply it in a case study

based on a real-life business scenario—ARAMCO’s renew-

able energy strategy. This empirical example enables us

to observe how climate-related uncertainties, pressures on

ESG compliance, and economic considerations influence

corporate decision-making within the broader context of our

model’s dynamics.

ARAMCO, the world’s largest fossil fuel producer, is

pivoting toward an energy reality in which renewable energy

becomes a critical pillar of its business strategy. This shift

is strategic to broaden its energy portfolio, minimize carbon

emissions, and also to contribute to the global fight against

climate change while sustaining its competitive position in

the changing energy landscape. These investments comple-

ment its broader renewable energy strategy, which includes

investments in solar and wind projects, as well as collabora-

tions with top technology companies to create solutions for

sustainable energy production [62].

The analysis focuses on four dimensions aligned with

the conceptual model: (1) investment allocation trends, (2)

financial risk shaped by energy price volatility, (3) the role

of policy incentives and regulatory frameworks, and (4) the

influence of global climate commitments on corporate sus-

tainability decisions. This structured examination allows us

to assess how effectively the framework captures the com-

plexity of real-world investment behavior under uncertainty.

8.6.1. Data and Variables Selection

Data on ARAMCO renewable investments were ob-

tained from publicly available annual sustainability reports

(2015–2024) and supplemented by reference to national and

international climate databases (e.g., IEA, IPCC, IMF energy

reports). Between 2015 and 2023, ARAMCO’s renewable

energy investments increased ninefold— from $0.5 billion to

$4.5 billion — in parallel with these climate indicators (aver-

age temperature (+0.8 °C) and sea level rise (+25 mm)). This

relationship implies a strategic alignment with the escalating

global climate change.
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The selected empirical analysis variables are based on

theoretical and practical determinants, aligning with frame-

works derived from the IPCC. Climate risk indicators, in-

cluding temperature, sea level rise, and extreme events, serve

as proxies for environmental urgency. Investment in renew-

ables is the dependent variable that reflects firms’ response

to climate signals. Various discount rates (2%, 4%, and 6%)

are employed to reflect the time preference for capital and

the sensitivity of NPV outcomes to long-term benefits, a

fundamental concept in environmental economics and op-

tion value theory. We incorporate carbon pricing levels to

simulate policy-induced market responses, enabling us to

assess whether investments will remain financially viable

under evolving regulatory regimes.

Given its increasingly determinative role in both cor-

porate behavior and investor expectation, as well as access

to sustainable finance, ESG alignment is evaluated as an

output variable. Based on this premise, the dimensions are

consolidated for a comprehensive, dimensional analysis of in-

vestment decisions currently made under uncertainty, which

aligns with the dynamic framework described here.

8.6.2. Empirical Analysis

(1) Climate Risk and Investment Uncertainty

We integrate climate data, including temperature rise,

sea level increase, and extreme weather events, with trends

in renewable energy investment (Table 2).

Table 2. Climate Risk and Investment Uncertainty.

Year Average Temperature (°C) Sea Level Rise (mm) ARAMCO Renewable Investment ($ Billion)

2015 14.7 55 0.5

2020 15.1 70 2.0

2023 15.5 80 4.5

This analysis highlights a correlation between climate

risks and corporate investment trends, showing an increased

commitment by ARAMCO toward renewables as climate

risks become more pressing.

(2) Net Present Value (NPV) and Real Options Anal-

ysis

We evaluate ARAMCO’s renewable energy invest-

ments under different discount rates and risk scenarios (Table

3). The NPV was estimated using an elementary discounted

cash flow model, which assumed an initial investment of $5

billion and annual cash flows over five years. Moderately

over time, based on operational efficiencies and projected

market growth in renewable energy. These estimations were

evaluated for discount rates of 2%, 4%, and 6% to model

variations in risk and cost of capital sensitivity. These input

figures do not originate fromARAMCO’s public financial

statements but reflect industry-wide benchmark outputs com-

monly used in the analysis of renewable energy investments

at the industry level [63, 64]. Inflation, tax, and depreciation

are excluded from the model, which focuses solely on the

potential relationship between discount rate selection and

project feasibility to demonstrate the applicability of the the-

oretical framework under uncertainty.

Table 3. Renewable Energy Investments Under Different

Scenarios.

Scenario NPV ($ Billion)

Discount Rate 2% 3.85

Discount Rate 4% 2.75

Discount Rate 6% 1.65

Key Findings:

• Lower discount rates (2–3%) improve project via-

bility and long-term benefits.

• Higher discount rates (>6%) reduce financial feasi-

bility, discouraging investment.

(3) Sensitivity Analysis under Carbon Pricing &

Market Fluctuations

We assess the impact of carbon pricing policies on the

feasibility ofARAMCO’s investments. A sensitivity analysis

estimates the effect of carbon pricing policies on the cost com-

petitiveness of ARAMCO’s renewable energy investments.

That means pricing the carbon emissions of projects based

on three scenarios of carbon prices per ton: $20, $50, and

$100. These scenarios are based on benchmark estimates

from pathways outlined in IPCC emissions scenarios [65],

IMF recommended carbon pricing [66], and national policy

pathways, including Saudi Vision 2030 and the Saudi Green
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Initiative [67].

The proxies for revenue losses provide a rough guide to

the potential exposure of ARAMCO’s fossil fuel operations

to carbon prices. The loss of income, recorded as a subtrac-

tion from the baseline NPV, yields adjusted NPVs, which

serve as the basis for carbon pricing’s impact on renewable

economics (Table 4). This analysis can be interpreted as a

sensitivity-based proxy rather than a predictive forecast. The

objective is to demonstrate how climate regulation based

on underpricing can respond to uncertainty about the future

impact on corporate investment.

• Higher carbon prices ($100/ton) significantly reduce

the feasibility of ARAMCO’s investment.

• Moderate pricing ($20–$50/ton) maintains financial

viability through adjusted risk management strategies.

9. Discussion

This study presents a systematic and dynamic frame-

work for renewable energy investment under uncertainty,

integrating an economic decision framework, climate risk

modeling, and ESG-sensitive corporate decisions. The use

of this framework by ARAMCO, a large, fossil-fuel-based

corporate entity (ranked among the top three), provides em-

pirical evidence on how these large firms revise their invest-

ment strategies under climate risks, policy uncertainties, and

market fluctuations.

The analysis shows that climate risk led ARAMCO

to ramp up renewable projects by a significant margin, and

project viability, like most oil and gas projects, is sensitive to

discount rates and carbon pricing scenarios. NPV, for exam-

ple, declines by more than half at higher discount rates (from

$3.85 billion at 2% to $1.65 billion at 6%) and is unfavorably

affected by stringent carbon prices (falling to $0.25 billion

at $100/ton).

To avoid failure, these results must inform government

support mechanisms, adaptive policy design, and financial

tools that minimize investor exposure to irreversibility and

uncertainty. They also underscore the argument for embed-

ding ESG mandates, as well as the value of information, into

the strategies of both the public and private sectors. These

findings are directly reflected in the policy and investment

recommendations that follow.

9.1. Policy Implications

Politicians implementing renewable energy invest-

ments under uncertainty should draw the following implica-

tions from these study results:

Investment risk, which is a significant consideration

when evaluating any project, can be mitigated with finan-

cial incentives that make renewable energy projects, which

are generally capital-intensive, more attractive. The clo-

sure of this gap is often accelerated by the implementation

of instruments that guarantee stable revenue streams (e.g.,

feed-in tariffs and tax incentives) for renewable energy de-

ployment [63].

Policymakers should adopt flexible regulatory regimes

that can adapt and change alongside technological advance-

ments and dynamic market conditions. Including flexi-

bility in mechanisms such as dynamic feed-in tariffs and

technology-neutral auctions provides adaptability and en-

courages long-term investment [64, 68].

These collaborations involve partnerships between gov-

ernments, private sector investors, and research institutions

to work together and overcome barriers related to infras-

tructure, financing, and capacity building, particularly in

developing regions undergoing an energy transition [69].

Finally, integrating carbon pricing mechanisms with

environmental, social, and governance (ESG) reporting stan-

dards could ensure that behavioral change in corporate in-

vestment strategies is not temporary but rather relatively

long-lasting. The consistency and transparency of regulation

are crucial in these domains, especially if we want to attract

private capital to sustainable technologies [64, 70].

9.2. Practical Recommendations

9.2.1. For Governments

(1) Incentivize Early Adoption:

Utilize subsidies, tax breaks, or feed-in tariffs that re-

duce the cost of renewable energy investments costs (x), thus

incentivizing earlier adoption of renewable energy transi-

tions. For example, Germany’s feed-in tariff model was a

key factor for solar uptake [71].

(2) Encourage Research and Development:

- Implement long-term contracts to mitigate perceived

uncertainties by ensuring stable returns to investors. Test in-

novations in battery storage and offshore wind technologies
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Table 4. Sensitivity Analysis under Carbon Pricing & Market Fluctuations.

Carbon Price ($/ton) Revenue Loss ($ Billion) Adjusted NPV ($ Billion)

20 0.5 2.25

50 1.2 1.55

100 2.5 0.25

to drive down irreversibility costs and scale. By doing so,

it becomes possible to generate cleaner energy and have a

more resilient grid, both of which are vital to transitioning

to a more sustainable energy future [72].

- Support research and development to mitigate tech-

nological and financial irreversibilities in renewable energy

systems.

- Encourage breakthroughs that reduce the cost of en-

try (x) in emerging technologies, such as battery storage or

offshore wind.

(3) Enable Sharing of Information:

Update renewable energy objectives on a regular basis

to reflect new information and market developments.

- To enhance decision-making accuracy, create open-

access data platforms for renewable energy potential, adop-

tion rates, and technology costs.

- Funding studies with high value of information (VOI)

Ensuring reliable forecasts about energy markets and cli-

mate impacts.

(4) Implement Flexible Policies:

- Instituting adaptive policies incorporating new infor-

mation as it becomes available, such as periodic reassess-

ment of renewable energy goals and incentives.

- Develop policies that exploit uncertainty, like emis-

sions pricing mechanisms that vary rates by emission reduc-

tion models.

(5) Advocate Public-Private Partnerships:

- Promote public-private partnerships for risk sharing

and lowering uncertainties in renewable energy projects.

- Utilize public financing to de-risk large-scale renew-

ables, making them more attractive to private capital.

Such strategic partnership not only brings in the re-

quired investment but also speeds the creation and deploy-

ment of innovative energy solutions needed to achieve global

climate objectives.

9.2.2. For Private Investors

(1) Utilize Scenario Analysis:

The framework can be used to model alternative invest-

ments with different probabilities (p), costs (x), and discount

rates (δ).

Focus investments on areas VOI shows will yield the

highest expected utility for the fund and society, building

long-term returns in conjunction with societal value creation.

(2) Hedge Against Risks:

Reduce the risk of exposure to local uncertainty by

diversifying renewable energy portfolios across various tech-

nologies and regions.

Use of insurance and financial instruments to mitigate

risks of potential losses in low adoption scenarios (e1).

(3) Implement Real Options Analysis:

Apply the framework to projects with high irreversibil-

ity costs for optimal investment time.

Before committing to large-scale projects, wait until

further information is revealed, lessening risk exposure.

(4) Invest in Innovation:

Redirect capital toward next-generation renewable en-

ergy technologies that drive down long-term costs and im-

prove scalability.

Embrace governments and research institutions to use

shared intelligence and public money.

9.3. Broader Impacts

(1) Socio-Economic Development:

- Governments can direct much-needed renewable en-

ergy investments in underprivileged areas, creating jobs and

boosting access to energy.

- This will lead to equitable benefits from renewable

projects and improve public acceptance of renewable energy

transitions.

(2) Global Climate Goals:

- Coordinate national renewable energy policies with

international commitments, such as the Paris Agreement, to

enhance collective impact.

- Finally, the framework will be utilized to define

scientifically-based targets in terms of reductions in emis-

sions and additions in renewable energy capacity.
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10. Conclusions

The study presents a structured framework and dynamic

approach to renewable energy investment under uncertainty,

based on principles of decision theory, option value, and

climate risk assessment. It discusses irreversibility, the selec-

tion of the discount rate, policy uncertainty, and technological

change. It provides a robust approach to managing financial

and environmental risks in the global energy sector.

The ARAMCO example demonstrates how fossil fuel-

dependent corporations can reorient their investment strate-

gies toward sustainability—arguing for a new dynamic in-

vestment framework that will guide the corporate and policy

responses to climate uncertainty in the real world, such as

determining NPV, real options, and ESG approaches.

This paper reviews the originating research questions

posed and highlights that:

- Renewable energy investments are affected in mate-

rial ways by irreversibility and uncertainty;

- Discount rates and the modeling of option value tem-

per such risks;

- Policy instruments and ESG mandates influence cor-

porate investments;

- Strategic adaptation, guided by economic modeling,

can yield both financial and environmental benefits.

This represents a novel contribution in its combination

of the aforementioned corporate data with theoretical frame-

works, spanning academic literature and its application to

policy. It strikes the urgent message that we need decision-

making processes that are more adaptable, data-driven, and

aligned with long-term climate goals.

To expedite the energy transition, stakeholders need to

work together. Governments, financial institutions, and cor-

porations should deploy instruments that lower their expo-

sure to climate risk while spurring low-carbon innovation.

This calls for more than just capital flows, but for institu-

tional change—a concerted effort of increased international

cooperation and inclusive ESG policies that do not lag behind

vulnerable populations.

Ultimately, sustainable practices cannot remain a theo-

retical construct—they must be integrated into fiscal instru-

ments, corporate governance, and international climate law.

That transition is only possible—and truly possible—through

bold, coordinated action.
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