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ARTICLE

Impact of River Water Quality on Public Health in Perspective of 
Asian Rivers: A Case Study of Buriganga River, Bangladesh

A.B.M. Kamal Pasha1, Mustafe Said Nur2, Sagar Mozumder1, Mahfuza Parveen1*
 

 

1 Department of Environmental Science and Disaster Management, Daffodil International University, Dhaka, 1216, 
Bangladesh
2 Nkumba University, P.O. Box 237, Lyamutundwe, Uganda

ABSTRACT
Water pollution is one of the current global problems. So many countries are suffering from this problem 

specifically most South Asian and Southeast Asian countries, and Bangladesh is one of those countries that are 
suffering from water pollution. Furthermore, the city of Bangladesh, Dhaka is one of the most densely populated 
cities in the world and overpopulation is showing a negative impact on the water quality now. Most of the rivers are 
very polluted around Dhaka city because of anthropogenic causes. This study focused on Buriganga river pollution 
and its impact on public health. This study intended to find out the major cause of Buriganga river pollution and the 
health status of the community living beside the Buriganga river. Also the study identified all the common diseases 
which people are suffering from around the Buriganga river area. Then the study compared the results with other 
southeast Asian countries so that it can make the relationship and can make it easier to understand the current situation 
of water pollution on public health in East Asia and Southeast Asia regions. During the research work, it was noticed 
that the Buriganga river is very polluted due to human activities. The transportation system, fishing, and waste canals 
from industries become the primary reasons behind Buriganga’s current condition. Also irresponsibility of both the 
environmental department and civil society is the major factor in Buriganga river pollution. The hygienic level was 
also not in a good condition because so many wastes like plastic materials and other daily use materials were thrown 
out into the river. That’s why public health conditions around the Buriganga river become vulnerable nowadays. So 
policies have to be implemented from the right perspective and the institutions have to be strong enough to handle all 
the issues regarding the Buriganga River. 
Keywords: Buriganga; Water quality; River pollution; Public health; Dhaka city
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1. Introduction
Bangladesh is situated in the southern part of 

Asia which is one of the low-lying riverine coun-
tries. There are more than 700 rivers in the country 
including tributes that flow through the country, the 
capital city of Bangladesh is one of the megacities in 
the world and it was established 400 years ago. This 
city was started in the northern part of the Buriganga 
River which was called at that time (the Ganges Riv-
er) [1]. The capital city of Bangladesh is spread over 
an area of 1.5 to 1.7 kilometers square close to the 
connection of the Postogola and Buriganga Rivers) [2]. 
The capital of Bangladesh, Dhaka city has the Burig-
anga (Old Ganga) river beside it which is one of the 
main rivers flows [3] in the area. Buriganga is mainly 
a part of the greater Ganges which is a transbound-
ary river it flows through the country of India and 
Bangladesh. Buriganga is only 18 km long whereas 
the greater Ganges is 2525 km long [4]. In Dhaka city, 
river water pollution is an extreme problem right 
now. All the rivers around Dhaka city are getting 
polluted day by day including the Buriganga river [5]. 
Bangladesh is still a third world and one of the most 
densely populated countries. Almost 97% of its to-
tal population has access to water but the quality of 
water is still questionable [6]. Water pollution is the 
contaminated state of water and it could be ground-
water or river water [7]. Water pollution is one of the 
biggest problems in Dhaka city as well as in Bang-
ladesh and there are many rivers, man-made wells, 
lakes, and streams polluted by human activities, 
especially rivers surrounding Dhaka cities like Buri-
ganga, Turag, Balu, Shitalakkhya, Daleshwari, and 
Bangshi River are being polluted due to high popu-
lation living sides of that rivers and also because of 
the number of industries are growing very fast [8]. So 
this study will focus on the Buriganga River which 
is one of the most polluted rivers in Bangladesh and 
flows past the southwest outskirt of Dhaka city, this 
river has an average depth of 7.6 metres (25 ft) and 
its maximum depth reaches 18 metres (58 ft) [9]. This 
river is one of the most polluted rivers in the country 
and struggling for its existence, the Buriganga River 
is afflicted by the noisome problems of pollution as 

the source of chemical wastes from industrial, med-
ical wastes, household waste, sewage, plastics, dead 
animals and sometimes oils spilled by the boats and 
other river transportation system, furthermore, Dha-
ka city discharges into the Buriganga river more than 
4,500 tons of solid wastes per day [10]. Different fac-
tors are affecting the quality of water in the Burigan-
ga River and are also affecting its aquatic life forms. 
But the more concerning side is all the water param-
eters like pH, Biological Oxygen Demand (BOD), 
Dissolve Oxygen (DO), and chlorides hardly can sat-
isfy the standard which is made by the Department 
of Environment, Bangladesh [11,3]. In the last years, 
the Buriganga River was going a very dangerous 
situation which led to being the most polluted river 
in Bangladesh, the main factors of this pollution are 
anthropogenic [12] and some other natural factors, 
many types of research said that main problem of the 
river is the rapid growth of Dhaka city, the industrial 
revolution, population density, and climate change, 
the combination of these factors caused Buriganga 
river to be more polluted than other rivers [4]. Many 
researchers proposed different sources but still, there 
is a variation in their findings, like the number of 
waste spilled into the river every day [13], percent-
ages of each waste, the role of society in keeping 
the safety of the river, legislation of the river safety, 
management of the river, So, these different results 
caused frustrate to understand specific factors caus-
ing the adverse situation of the Buriganga River, also 
it’s tough to present the health status of the people 
living surrounding area of the river, the water quality 
of the river may change from months to months, year 
to year due to amount of waste entering the river [1] 
so it is needed to be tested every time to assess the 
current status of the river, Like Bangladesh Water 
pollution also become a severe problem in Malaysia 
and Philippine. Specially Kualalampur and Manila, 
the capital city of Malaysia and Philippine respec-
tively. In Malaysia, the Department of Environment 
(DOE) monitored 473 rivers in 2014. On the basis 
of water quality parameters (e.g. dissolved oxygen 
(DO), biochemical oxygen demand (BOD), chem-
ical oxygen demand (COD), ammoniacal nitrogen 
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(NH3-N), suspended solids (SS) and pH) DOE found 
that 244 (52%) were clean, 186 (39%) were slight-
ly contaminated, and 43 (9%) were infected [14]. In 
Philippine also 50 out of 421 rivers are considered 
biologically dead, meaning that the rivers do not 
contain any oxygen and are unable to support most 
species of life [15]. According to the Environmental 
Management Bureau (EMB) out of 127 freshwater 
bodies of the Philippines, only 47% retain good water 
quality [15]. The Marilao River, which runs through 
the capital city, Manila, is included in the list of the 
Top 19 Most Polluted Rivers in the World. On the 
other hand, Kumar et al. [16] analyzed the water qual-
ity of the Pasig-Marikina River, Philippines, based 
on three indicators for aquatic ecosystem health viz. 
Biochemical Oxygen Demand (BOD), Chemical Ox-
ygen Demand (COD), and Nitrate (NO3) stated that 
the water quality of the respected river will rapidly 
deteriorate and will be not suitable for any aquatic 
life in terms of major water quality parameters. Due 
to its enormous economic and material advancement 
since the 1950s, Taiwan has made notable social and 
political gains. The nation has undergone extensive 
industrial development and is presently regarded as 
having a top-tier semiconductor industry. However, 
the risks associated with such rapid growth have led 
to a serious deterioration of the environment, espe-
cially its scarce water resources. As rivers from all 
Asian countries are facing the impact of rapid urban 
and economic growth, the study intended to show 
the overall scenario of these rivers. 

2. Objectives
The study will discuss what were the findings 

during the research work elaborately by focusing on 
the objectives of a. Identification of major causes of 
Asian River pollution including the Buriganga river 
from Bangladesh and b. Assessment of health status 
of community living beside the Buriganga river.

3. Materials and methods

3.1 Study area 

The research study has been completed in a spe-
cific area of Dhaka city (Figure 1) which is one of 
the most populated cities in the world, specifically 
the target area of the study was the Buriganga river 
at the point of Showari ghat area which is very close 
to two police stations of Chakbazar Ward-66 (part) 
and Kotwali Word-68 (part), The geographical po-
sition of Showari ghat is 23.7113° N, 90.3944° E [8].  
For the Initial Survey, the study considered the 
whole Showari ghat area. The study area is under 
the jurisdiction of Dhaka north city Corporation 
(DSCC) (Figure 1). There is an embankment that 
was constructed in 1980 which is now known as 
the Shadarghat-Gabtoli road [17]. There is a signif-
icant amount of change that can be noticed in the 
sociocultural characteristics of the area, because of 
the unplanned population growth, new settlements 
are being constructed without following any proper 
planning and rules [18]. 

3.2 Data collection procedure 

By asking the locals questions, this study utilised 
an indirect survey design and used qualitative re-
search as part of the surveying process [19]. A ques-
tionnaire survey form was first developed to gather 
information, and then other researchers visited the 
study area with some locals to gather data by ques-
tioning them. It served as a translator because that 
is the simplest kind of communication [20]. Most of 
the questions were quantitative and were designed as 
optional questions [21]. It was very easy and possible 
for everyone to answer that’s why the field study was 
successful and all the data have been collected previ-
ously. 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/aquatic-ecosystem
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/chemical-oxygen-demand
https://www.sciencedirect.com/topics/earth-and-planetary-sciences/chemical-oxygen-demand
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3.3 Research population 

The study of this research was conducted by the 
community living in the Buriganga river area. Both 
male and female, old and young people were a part 
of the study. The response was collected through ran-
dom selection, so the study was successfully com-
municated to most of the community living in that 
area and they became a part of the study. 45 among 
society living there provided different responses. To 
determine the sample size of the study, the Slovene 
formula has been used. 
n = N/1 + N (e2) n = ? 
n = sample size  N = 51
N = population size  e = 5% = 0.05
E = margin of errors, Therefore;
 n = 51/1 + 51*0.0025
 n = 45.2 = 45 respondent
 Sample size = 45 respondent

3.4 Sampling technique 

In this study, simple random sampling was ap-
plied [19]. The study has considered different selection 
criteria. Inclusion criteria were used to determine the 
accurate information from the targeted respondents 
(Figure 2). It prevents unwanted information to in-
clude in the survey [22]. Under this criterion, the study 
has also included the local community people for in-
vestigation so that the study can achieve a high level 
of accuracy during the survey (Figure 2). Exclusion 
criteria were also followed to prevent the unfavora-
ble outcome. Under these criteria, the study carefully 
differentiates those who came for temporary visits [23].

3.5 Data analysis plan 

Data were analyzed by using SPSS, version 
20.0, the data was cleaned and checked any possible 
missed data before it was processed [24], the results 

Figure 1. Study area.
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were entered in an open office spreadsheet (Excel) to 
obtain good and quality tables, bars, and pie charts, 
for a bivariate description of the statistics [25], and 
were transformed into Microsoft word. This chapter 
will present detailed information from the work and 
will decide the outcome of the research study. The 
study was analyzed through SPSS software and then 
interpreted understandably. Tables and all the charts 
of the research work will appear in this study. As the 
study is interpreted in this chapter that 45 persons 
participated in the research work, and all their re-
sponses are kept in this chapter elaborately.

4. Results and discussion
The study was conducted under the supervision 

of experts in this field. So, the study showed some 
spectacular results. In total 45 respondents par-
ticipated in this study (Table 1). The study result 
showed diversity between participants. Different age 

groups and different professions of people have par-
ticipated in the survey that’s why the survey showed 
a diversified result on every question. The study also 
considered respondents’ gender distribution and the 
occupation they are relying on (Table 1). Not only 
the basic category but also the study focused on the 
participants’ family members and the amount of time 
they are related to the study area. During the survey, 
the study had more than 13 questions and asked 
every one of these 45 respondents to complete the 
survey, and the study found enough responses for the 
query. In Table 1 the general information of the re-
spondent of the survey has been shown where it can 
be observed that almost 40% of the respondent has 
completed the higher secondary education level and 
22% has completed their primary and undergraduate 
education level (Table 1), which indicated that the 
survey respondents are capable enough to understand 
the objectives of the survey. It was also observed 

Figure 2. Sampling technique.
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that most of the respondent was male and only about 
31% of the respondent were female. The survey also 
indicated that most of the participants are living in 
the river area for at least 5 years (Table 1). 

4.1 Observation of people about Buriganga 
river and its environment

Table 2 is describing how people are concerned 
about environmental pollution or water pollution, 
and the study is showing 64.4% (29 people) of re-
spondents are moderately concerned, 15.6% (7 peo-
ple) are extremely concerned and 20% (9 people) 
are slightly concerned, which present those slightly 
concerned are more than for those extremely con-
cerned and this is one of the factors causing water 
pollution in Buriganga river although those moder-
ately concerned are higher than both others. Table 
2 is showing the current status of the Buriganga 
river 64.4% (29 people) of the respondent responded 
Buriganga river is very polluted, while 31.1% (14 
people) responded Buriganga river is polluted and 

4.4% (2 people) responded Buriganga river is clean 
and save, this study is making thing clear that Buri-
ganga river is very polluted, which is difficult to be 
used for drinking, cooking, and washing. Table 2 is 
stating the what are the major causes of Buriganga 
River pollution, after surveying we found 31.1% (14 
people) are waste canals from industrial, 24.4% (11 
people) are wasted, 17.8% (8 people) are household 
wastes, 11.1% (3 people) are rapid urbanization, 
6.7% (5 people) are lack of awareness, 8.7% (4 peo-
ple) are poor management, this study showed that 
human being is the major causes of Buriganga river 
pollution if we accumulate only the wastes will be 
around 73.3%. Table 2 is presenting here the most 
common diseases in the Buriganga river area, 56.6% 
(25 people) of the respondents said Diarrhea, 31.1% 
(14 people) said skin diseases, 11.1% (5 people) 
said Cholera, and 2.2% (1 person) malaria, so this 
study will let us know the most common diseases in 
Buriganga river area are Diarrhea and Skin Diseases. 
Table 2 is clarifying the existence of a water quali-

Table 1. Pilot survey information of primary respondents.

1. Education Level:

This study was participated by 45 respondents who were living in the Buriganga river area, the education 
level of respondents varied from person to person, 22.2% (10 people) among them were graduated from 
primary school, 40% (18 people) graduated from Higher Secondary School, 22.2% (10 people) graduated 
undergraduate, and 15.6% (7 people) were none educated people. This study showed that higher 
secondary school level participants were among the most.

2. Age Distribution:
In total 45 persons contributed to this research work, 21 among them (46.7%) were range between 15- 30 
years old, while 24 among them (53.3%) were more than 30 years old, this will present us that most of 
the respondents were old or more than 30 years old.

3. Gender	
Distribution:

Among 45 respondents, 68.9% (31 people) of the respondent are male while 31.1% (14 people) are 
female which will declare that most people living/working Buriganga river area are male.

4. Respondent’s 
family members:

Of the 45 respondents, 66.7% (30 people) of the respondents consist 0-5 family members, 31.1% 
(14 people) of the respondents consist of 5-10 members and 2.2% (1 person) consist of more than 10 
members.

5. Respondent’s 
occupation level:

Among 45 people, 48.9% (22 people) of the respondents are employees, 44.4% (20 people) are a 
businessman and 6.7% (3 people) are students, so we can understand the higher number of respondents 
are employees, those are not more concern for the Environment and water pollution.

6.

Respondent’s 
living years in the 
Buriganga river 
area:

This study will show us that 46.7% (21 people) of respondents were living in the Buriganga area for 
1-5years, and 42.2% (19 people) of respondents were living for more than five years. 11.1% (5 people) of 
the respondent were living for less than 5 years.

Source: Survey Sept. 2020, Mustafe Said Nur.
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ty testing center in the Buriganga river area, 77.8% 
(35 people) of the respondents told us that there is 
no water quality testing center in the Buriganga riv-
er area, while 22.8% (10 people) told us there is a 
center, according to major of respondent’s this study 
will clear that there is no water quality testing center 
in Buriganga river area. Table 2 is showing the 
availability of health centers in the Buriganga river 
area, 97.8% (44 people) of the respondent responded 

NO, there is no health centers in the Buriganga river 
area while only 2.2% (1 person) responded there is 
a center, according to this study it’s tough to con-
trol and identify new diseases since there is lack of 
health center.

4.2 Administration of Buriganga river protec-
tion

Table 3 is stating the existence of strong admin-

Table 2. People’s concerns about the environment.

Q1. How concerned are you about water pollution? Frequency Percentage
Slightly concerned 9 20%
Moderately concerned 29 64.4%
Extremely concerned 7 15.6%
Total 45 100%

Q2. What do you think current Status of the Buriganga river Frequency Percentage
Safe And Clean 2 4.4%
Polluted 14 31.1%
Very polluted 29 64.4%
Total: 45 100%

Q3. What do you think are the major causes of Buriganga river pollution? Frequency Percentage
Wastes 11 24.4%
Rapid urbanization 3 11.1%
Lack of social awareness 5 6.7%
Poor management 4 8.7%
Waste canals from industries 14 31.1 %
Household waste 8 17.8%
Total: 45 100%

Q4. What are the most common diseases in the Buriganga river area? Frequency Percentage
Diarrhea 25 56.6%
Skin diseases 14 31.1%
Cholera 5 11.1%
Malaria 1 2.2%
Total 45 100%

Q5. Is there regular examining /testing water quality of the Buriganga river? Frequency Percentage
Yes 10 22.2%
No 35 77.8%
Total: 45 100%

Q6. Are there well-equipped centers for disease control and prevention to 
prevent newly out-breaking diseases? Frequency Percentage

Yes 1 2.2%
No 44 97.8%
Total: 45 100%

Source: Survey Sept. 2020, Mustafe Said Nur.
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istration in the Buriganga River area. According to 
the responses of interviewers 40% (18 people) of 
the respondents said disagree with the existence of 
strong administration in the Buriganga river area as 
well as that 40% (18 people) said strongly disagree, 
while only 11.1% (5 people) and 8.9% (4 people) 
agree, so this study declared that it is not a strong ad-
ministration are Buriganga river area and this is one 
of the factors why Buriganga river is very polluted. 
Table 3 is focusing on the government plan or how 
the government set plans for river protection accord-
ing to respondent’s responses there is a weakness in 
government preparation for river protection 46.7% 
(21 people) strongly agree that weakness and 28.9% 
(13 people) agreed but 11.1% (5 people) disagree 
also while only 13.3% (6 people) and strongly dis-
agree that statements. Table 3 is demonstrating the 

level of rule and regulation in the river protection 
44.4% (22 people) of the respondents said there is 
no rule and regulation in Buriganga river protection 
and they chose strongly disagree furthermore 20% 
(9 people) chose to disagree while only 17.8% (8 
people) selected strongly agree and 17.8% (8 peo-
ple) disagree so this table will clear us weaknesses 
of river protection. Table 3 is focusing on the role of 
the community in Buriganga river protection and de-
clared us there is a lack of community role and their 
missing are part of river pollution 57.8% (26 people) 
of the respondents selected strongly agree with the 
lack of community role and 20% (9 people) agreed 
that but 11.1% (5 people) disagreed also, while only 
11.1% (5 people) strongly disagrees, so this will tell 
us community is missing in the river protection and 
they are part of the problem.

Table 3. Administration of Buriganga river protection.

Q1. There is strong administration for Buriganga river protection? Frequency Percentage
Agree 4 8.9%
Disagree 18 40%
Strongly agree 5 11.1%
Strongly disagree 18 40%
Total 45 100%

Q2. Lack/weak of government plan are the part Buriganga river pollution Frequency Percentage
Agree 13 28.9%
Disagree 5 11.1%
Strongly agree 21 46.7%
Strongly disagree 6 13.3%
Total 45 100%

Q3. There is rule and regulation in the Buriganga river conservation Frequency Percentage
Agree 8 17.8%
Disagree 9 20 %
Strongly agree 8 17.8%
Strongly disagree 22 44.4%
Total 45 100%

Q4. The role of the community is missing in the Buriganga river protection Frequency Percentage
Agree 9 20%
Disagree 5 11.1 %
Strongly agree 26 57.8%
Strongly disagree 5 11.1%
Total 45 100%

Source: Survey Sept. 2020, Mustafe Said Nur
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4.3 Pearson correlation 

To correlate with my question, the study was de-
signed in four groups. Group 1 = Personal informa-
tion of the respondents (Personal). Group 2: Meas-
uring the level of the river (Measuring). Group 3: 
Rule and regulation of river protection (Regulations). 
Group 4: How are respondents aware of / concerned 
about river status (Aware)? After grouping and cor-

relating I found these results (Table 4).
To determine the linkage between the research 

constructs, a bivariate analysis of correlation has 
been used to pre-evaluate [26]. To be specific, the 
Pearson correlation analysis has been used to calcu-
late the strength of the linear relationship between 
the variables and a strong correlation coefficient has 
been reported by bivariate analysis (significant at the 
level of 0.01) (Table 5).

Table 4. Pearson correlation.

Correlations
personal measuring regulation aware

personal
Pearson Correlation 1 0.057 –0.086 –0.207
Sig. (2-tailed) 0.712 0.575 0.172
N 45 45 45 45

measuring
Pearson Correlation 0.057 1 0.570** –0.126
Sig. (2-tailed) 0.712 0.000 0.410
N 45 45 45 45

regulation
Pearson Correlation –0.086 0.570** 1 –0.021
Sig. (2-tailed) 0.575 0.000 0.889
N 45 45 45 45

aware
Pearson Correlation –0.207 –0.126 –0.021 1
Sig. (2-tailed) 0.172 0.410 0.889
N 45 45 45 45

**. Correlation is significant at the 0.01 level (2-tailed).

Table 5. Cross-tabulation correlation.

Case Processing Summary
Cases
Valid Missing Total
N Percent N Percent N Percent

What is your education level? * How concerned are you about 
-polluted water? 45 100.0% 0 0.0% 45 100.0%

What is your education level? * How concerned are you about -polluted water? Cross tabulation
Count

How concerned are you about the pollution of water?
Total

Slightly concerned moderately concerned extremely concerned

What is your 
education level?

primary school 2 7 1 10
higher secondary school 3 12 3 18
undergraduate 0 7 3 10
non-educated 4 3 0 7

Total 9 29 7 45
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4.4 The main causes of Buriganga river pollution 
Following the completion of the survey, the study 

discovered sufficient responses to the inquiry. Dur-
ing the survey, the study had more than 13 questions 
asked to each of these 45 respondents. One of the 
principal reasons for pollution is a lack of under-

standing and knowledge of the society that lives 
next to the river [3,27]. The respondent is informed 
that there is no ongoing or one-time awareness cam-
paign for that society and that 20% of people are 
just mildly concerned about water contamination 
and the environment, compared to 60% who are not 

Case Processing Summary
Cases
Valid Missing Total
N Percent N Percent N Percent

How long have you been living in the Buriganga river area? * 
What do you think current status of the Buriganga river? 45 100.0% 0 0.0% 45 100.0%

How long have you been living in the Buriganga river area? * What do you think current status of the Buriganga river? Cross 
tabulation

Count
What do you think current status of the Buriganga river?

Total
clean and safe polluted very polluted

How long have you been living 
in the Buriganga river area?

less than one year 0 2 3 5
1-5 years 0 10 11 21
more than 5 years 2 2 15 19

Total 2 14 29 45

Case Processing Summary
Cases
Valid Missing Total
N Percent N Percent N Percent

What do you think are the major causes of Buriganga river 
pollution? * Lack/weak government plan for river protection is 
part of the river pollution?

45 100.0% 0 0.0% 45 100.0%

What do you think are the major causes of Buriganga river pollution? * Lack/weak government plan for river protection is part of 
the river pollution? Cross tabulation

Count
Lack/weak of government plans for river protection are part of 
the river pollution? Total
agree disagree strongly agree strongly disagree

What do you think 
are the major causes 
of Buriganga river 
pollution?

Wastes 1 2 6 2 11
rapid urbanization 1 0 2 0 3
lack of social awareness 0 1 3 1 5
poor management 2 0 1 1 4
waste canals from industries 5 1 6 2 14
Household wastes 4 1 3 0 8

Total 13 5 21 6 45

Table 5 continued
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particularly concerned. There aren’t many educat-
ed people in that region; 40% of respondents only 
have a high school diploma, 22.2% have a primary 
school diploma, and 15.6% are uneducated. Only 
22.2 respondents have completed an undergraduate 
degree program, and those who have aren’t in the 
environmental sciences. Another significant source 
of pollution in this area is a lack of or inadequate 
government river protection plans [28]. 46.7% of the 
respondents responded strongly agree while 28.9% 
also responded agree this shows that weak govern-
ment plans for river protection are part of Buriganga 
river pollution [3,27], these weak plans will lead to a 
lack of rules and regulations for river protection and 
this will enhance pollution possibility since there 
are no rules which can punish those did anti-envi-
ronmental activities. Waste canals from industries 
and household waste also make river pollution. In 
this study, it was quite understandable that industrial 
waste is the major cause of Buriganga pollution [29,28]  
and there are some canals from industrial that direct-
ly involve the river and impact its quality [3,27], some 
other factors are also part of the Buriganga river 
pollution like after surveying we found 31.1% are 
waste canals from industrial, 24.4% are other wastes, 
17.8% are household wastes, 11.1% are rapid urban-
ization, 6.7% are lack of awareness, 8.7% are poor 
management, this study has shown that human being 
is the major causes of Buriganga river pollution, 
if the study accumulates only the wastes it will be 
around 73.3%. The absence of a water quality testing 
center is also responsible for this condition water 
quality testing center contributes maintenance of wa-
ter quality, if there is regular testing the possibility 
of pollution will be very rare [3] but unfortunately, 
the Buriganga river has no water quality center as 
77.8% of the respondents said, and this is one of the 
factors causing Buriganga river pollution. Lack of 
community participation in river protection can play 
a key role in pollution [27]. The role of civil society is 
missing, no one is taking care of the river, no groups 
are protecting the river by their own decision, mostly 
they seem irresponsible in the case of river protec-
tion.

4.5 Health status community living beside the 
river 

Buriganga River is very polluted, according to 
64.4% of respondents, while 31.1% of respondents 
said the same. This study will make it clear that the 
river is very polluted, making it difficult to use it for 
drinking, cooking, or washing. As a result, the pol-
luted water impacted the community living next to 
the river, and the researchers noted that the current 
situation is not good [30], furthermore, there is no 
health center in that area, where the community can 
control or identify newly out broke diseases, it’s very 
difficult to identify breaking diseases within a short 
time, due to a lack of health centers.

4.6 Most common diseases in the Buriganga 
river area 

Finally, during the research work, the study iden-
tified the most common diseases in the Buriganga 
river area [30]. And they become like the following, 

•	 56.6% of the respondents said diarrhea, 
•	 31.1% said skin diseases, 
•	 11.1% said cholera,
•	 2.2% malaria.
So, this study indicated that the most common 

diseases in the Buriganga river area are Diarrhea and 
Skin Diseases.

4.7 River water pollution impacts health in 
Asian countries

In Asia, resources like clean water, clean air, 
and a fresh environment are becoming increasing-
ly scarce. Growing human populations, increased 
industrialisation, and agricultural expansion have 
had a major impact on natural ecosystems and water 
quality during the past 50 years. These issues could 
be made worse by climate change in the area [31]. 
Asia’s fast industrializing and the urbanizing econo-
my will have an impact on local, regional, and global 
surroundings as a result of the trajectory of social 
and technological change [32]. Because of industriali-
zation and overpopulation the water quality of Asian 
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rivers is degrading. For example, in a study based on 
the Buriganga river of Bangladesh, it was shown that 
the river water quality is degrading. The degradation 
of the water quality has several health impacts [33]. 
In Table 6 the major rivers from different countries 

were considered to show how river pollution is im-
pacting the health of the population where it can be 
observed that several countries from Asia have river 
pollution which is directly impacting the health of 
their population (Table 6).

Table 6. List of some major rivers, their sources of pollution, and their health impact on South-East Asian countries Malaysia and the 
Philippines.

Country River Name Source of Water pollution Health Impact References

Malaysia Kuantan, 
Pahang

Manufacturing industries, chemical 
industry Agro-based Industries, Rubber 
Mills, Palm Oil Mill, Animal Pig, 
Sewage Treatment Plant, Food Services 
Establishment

The concentration of heavy metals in fish 
was found at a carcinogenic level which 
causes adverse effects on human life. Poor 
blood circulation, skin lesions, vomiting, 
and damage to the nervous system.

[34]

Malaysia, 
Kuala 
Lumpur

Jinjang River Agricultural and development activities, Extremely contaminated with fecal 
coliform bacteria (E. coli) create a health 
hazard.

[35]

Malaysia, 
Kualalampur Jinjang River Leachate Treatment Plant

Leachate may affect human health as 
leachate contains heavy metals such as 
lead, cadmium, aluminum, copper sulfate, 
nickel, and zinc

[36]

Philippine, 
Manila

Pasig-
Marikina 
River,

Industrial and household contamination Water quality is not suitable for any aquatic 
life. [16]

Philippines, 
Manila, 
Bulacan

Marilao 
River

Organic pollution and heavy metal 
pollution. Heavy metal pollution mainly 
comes from jewelry smelting, tanneries, 
used lead-acid battery recycling, and other 
industries dealing with heavy metals

Health risk to close communities that 
surround the stream water for fish ponds, 
bathing, and swimming that causes some 
health issues

[37]

Jakarta. 
Indonesia

Ciliwung 
River

Human waste, industries such as metal 
plating, and textile. food-processing, 
pharmaceutical, electronics, paint, and 
paper. fertilizer. chemicals

A high level of BOD can affect the 
underwater organism, contaminated with 
Faecal coli.

[38]

Eastern 
Jakarta. 
Indonesia

Sunter River Industrial waste and Human waste
A low amount of DO can affect water 
quality, High BOD and Faecal coli make 
water unsuitable for aquatic organisms

[39]

North 
Jakarta, 
Indonesia

Jakarta Bay

Land drainage, urban stormwater runoff, 
atmospheric deposition, and industrial 
waste from r the metal, battery, leather, 
and textile industries.

effects of the volatile components of oil 
on corals, oil residues, heavy metals, and 
organic micro-pollutants have potential 
human health impacts.

[40]

Thailand ThaChin 
river

Aquaculture plays the most important role 
in nutrient pollution, contributing 62% 
and 54% of the total NET N and P load to 
the river system also RICE farming is also 
a very significant pollution source, PIG 
farming, households, and industries.

Critical Dissolve Oxygen (DO) level 
resulting in fish death. low oxygen and 
elevated ammonia and phosphorus levels. 
The high nutrient concentrations lead to 
eutrophication.

[41]

India Sutlej river
Industrial waste, sewage, and agricultural 
runoff are contaminating the Sutlej river in 
the Indian Punjab.

Cd > Ni > Cr > As was the metal with the 
highest potential of causing cancer, and 
regions along transboundary lines had the 
highest risk.

[42]

India Ganga river

Fe, Mn, Zn, Cr and Pb are the main 
pollutant. The river water has been found 
to be severely contaminated due to heavy 
metals

Target cancer risk assessment showed high 
carcinogenic risk from As, Cr, Ni and Pb as 
well as residues of DDT and HCHs.

[43]
[44]
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5. Conclusions
One of the most crucial water sources for Bang-

ladesh’s capital city of Dhaka is the Buriganga Riv-
er. The Buriganga River serves as a key source of 
water for the city of Dhaka, however due to several 
shortcomings in the correct management system, it 
is unfortunately becoming increasingly polluted over 
time. Although the issue of water pollution is widely 
acknowledged and discussed, no appropriate steps 
have been made to address it. The study survey re-
vealed how participants relate to the issue and how 
they accept accountability. Numerous issues have 
been found in the study as a result of the Buriganga 
river’s water pollution, and those issues directly af-
fect the general public’s health in the area. So, the 
pollution rate of Buriganga reaches an alarming state 
where it can be a threat to the survival of Dhaka city. 
A proper step is mandatory to take immediately so 
that the pollution problem of the Buriganga river can 
be resolved. 
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ABSTRACT
The identification method revealed asymmetric wavelets of dynamics, as fractal quanta of the behavior of the 

surface air layer at a height of 2 m, according to the average monthly temperature at four weather stations in India 
(Srinagar, Jolhpur, New Delhi and Guvahati). For Srinagar station, the maximum for all years is observed in July, for 
Jolhpur and New Delhi stations it shifts to June, and for Guvahati it shifts to August. With a high correlation coefficient 
of 0.9659, 0.8640 and 0.8687, a three-factor model of the form was obtained. The altitude, longitude and latitude of 
the station are given sequentially. The hottest month for Srinagar over a period of 130 years is in July. At the same 
time, the temperature increased from 23.4 °C to 24.2 °C (by 3.31%). A noticeable decrease in the intensity of heat 
flows in June occurred at Jolhpur (over 125 years, a decrease from 36.2 °C to 33.3 °C, or by 8.71%) and New Delhi 
(over 90 years, a decrease from 35.1 °C to 32.4 °C, or by 7.69%). For almost 120 years, Guvahati has experienced 
complex climate changes: In 1902, the hottest month was July, but in 2021 it has shifted to August. The increase in 
temperature at various stations is considered. At Srinagar station in 2021, compared to 1892, temperatures increased in 
June, September and October. Guvahati has a 120-year increase in December, January, March and April. Temperatures 
have risen in February, March and April at Jolhpur in 125 years, but have risen in February and March at New Delhi 
Station in 90 years. Despite the presence of tropical evergreen forests, the area around Guvahati Station is expected to 
experience strong warming. 
Keywords: India; 4 weather stations; Average monthly temperature; Waves of behavior; Sum of wavelets; Verification; 
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1. Introduction
The farmers of India since ancient times waged a 

real war with the forests. They had to win back plots 
for crops [1]. Based on descriptive statistics from a 
large number of statistical samples, Kumar et al. [2] 
concluded that deforestation is the main cause of 
global warming and climate change.

Ullah et al. note that mountain ecosystems are 
considered sensitive indicators of global warming; 
even small variations in temperature can lead to sig-
nificant shifts in the local climate [3]. 

The main causes are greenhouse gases and de-
forestation. Appropriate policies are needed to 
conserve forests, wildlife, prevent hunting, control 
pollution, increase plantations, awareness, of climate 
change control, etc.

The climate of India is very diverse. Four types 
can be distinguished: Dry tropical, humid tropical, 
subequatorial monsoon and high mountain. In the 
north, the country is fenced off from the cold Asian 
winds by the Himalayas, and in the northwest, a 
large territory is occupied by the Thar Desert, which 
attracts warm, humid monsoons. They determine the 
peculiarities of the Indian climate [4].

The results indicate that significant concentrations 
of areas with maximum dryness are located in the 
west-central part of India. In general, there is a grad-
ual increase in the extent of the arid zone over a 60-
year period, and spatially there is a maximum degree 
of percentage change in the area of aridity [5].

Many countries have made ambitious commit-
ments to increase forest area to mitigate climate 
change. However, the availability of land to achieve 
these goals is not yet well understood [6].

The purpose of the article is to identify asym-
metric wavelets of dynamics, as fractal quanta of 
the behavior of the surface air layer at a height of 2 
m, by the method of identification [7-11], based on the 
average monthly temperature on the territory of four 
weather stations in India (Srinagar, Jolhpur, New 
Delhi, Guvahati) from 1892 to 2021, i.e. over a pe-
riod of 130 years, analyze the wave patterns of the 
regional climate, compare critical heat waves with 
forest types, and calculate monthly average tempera-

ture forecasts up to 2150.

2. The concept of quantum biophysics 
of the atmosphere in India

With the bifurcations of the atmosphere and cli-
mate, many natural landscapes do not change for 
thousands of years, for example, the grass cover 
of the steppes [10,11]. The grass appeared on the land 
about 100 million years ago. Maybe grass, as the 
strongest type of vegetation among the first three 
classes of soil cover according to the UN classifica-
tion (grass, shrubs and trees—appeared about 400 
million years ago), has such values of oscillatory 
adaptation parameters that it will survive any climate 
changes in the future. What are these limits of grass 
cover life?

For example, the Eurasian steppe is 8000 km long 
from Hungary to Inner Mongolia China? We believe 
that in India, the Thar desert should first be turned 
into steppes with grass cover. The succession pro-
cesses of the vegetation cover are such that at first 
grass appears on human-modified land plots after a 
few years. After 7-10 years, bushes appear among 
the grass. And only after a few decades, the first de-
ciduous forests appear on the grass cover and shrubs, 
which are replaced by conifers after 60-100 years.

Why such a natural order of change of types of 
vegetation cover?

The answer lies in the latest fundamental research 
on mushrooms.

Trees do not live without symbiosis with fungi. 
Only grass and shrubs begin to form mycelium. 
Therefore, even modern technologies for planting 
large-sized seedlings will lead to the almost com-
plete death of trees, especially in strong heat waves 
and lack of precipitation for the months of the year.

To answer the questions of the symbiosis of 
plants and fungi, it is necessary not only to study the 
interactions between woody plants and fungi, but 
also to develop forecasts of meteorological climate 
parameters for specific land plots. In many ways, 
critical temperature waves on the ground appear due 
to the gradual reduction of forests, as higher plants 
live only in symbiosis with fungi. Harvesting timber 
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not only reduces forests, but also eliminates the sym-
biotic interaction between trees and mushrooms.

Then it is necessary to identify not only the be-
havioral quanta of the surface air layer at different 
points and regions of the Earth according to weather 
stations in the form of long time series, but also at 
least approximately determine the moments of a suc-
cession of the vegetation cover.

The role and mechanisms of climatic impact 
on plant productivity are multifaceted. Among the 
meteorological variables, the humidity index was 
found to have the greatest effect on plants. Climates, 
such as air temperature and rainfall, varies greatly 
between urban core and periphery areas, resulting in 
different growing conditions for trees [12].

Roya et al. characterized and mapped the distri-
bution of vegetation types in India by area, percent-
age of protected area covered by each vegetation 
type, altitude range, mean annual temperature and 
precipitation over the past 100 years. The natural 
vegetation was subdivided into forests, bushes and 
pastures, and these three types together make up the 
vegetation cover. This vegetation-type map is the 
most complete for India [13].

However, over 100 years, the vegetation cover in 
this area has changed dramatically. First, forests die 
out, then the productivity of bushes and grass de-
creases. Desertification is taking place. At the same 
time, the temperature of the surface layer of the at-
mosphere at a height of 2 m rises sharply. But much 
more increases the temperature on the surface of the 
soil and especially roads. As a rule, this is the an-
thropogenic impact on the climate. Without man, all 
natural objects are in ecological balance. They have 
oscillatory adaptation to changes in each other’s 
parameters and maintain climate stability for millen-
nia. Under trees, bushes and grass, the temperature 
is lower compared to open ground, and even less so 
compared to roads.

The materials of the article [13] state well the state 
of the vegetation cover in India. However, a detailed 
classification of vegetation cannot be linked to the 
temperature dynamics over 100 years, since the 
average annual temperature and precipitation are 

taken only as averages over 100 years. In further 
studies, two points should be taken into account: 
First, instead of the average annual values of temper-
ature and precipitation, we should switch to average 
monthly values for 100 years; secondly, to adopt a 
system of vegetation quality parameters according to 
their typology, which will make it possible to identi-
fy at least rough trends in future changes in vegeta-
tion cover.

3. Materials and methods
We will not rush to identify cause-and-effect re-

lationships in sharp warming in India according to 
four weather stations (Srinagar, Jolhpur, New Del-
hi, Guvahati), but we will compare these weather 
stations by the average monthly temperature for all 
years of measurements and show stable patterns of 
the dynamics of the average monthly temperature 
for 1892-2021. The series of mean monthly surface 
temperatures at a height of 2 m were taken from the 
site http://www.pogodaiklimat.ru/history/42182.htm 
(Accessed 06/23/2022).

Table 1 gives fragments of initial data arrays 
for identifying asymmetric wavelets of the average 
monthly temperature dynamics.

The year 1892 (τ = 0 January 1) was adopted as 
the beginning of the time reference τ (years) accord-
ing to the dynamic temperature series of three mete-
orological stations (Srinagar, Jolhpur, Guvahati). For 
each month, its specific time is taken according to 
the expression (Year – 1892) + month / 12. Here the 
month is taken as follows: January = 1; February = 2, 
etc. Then 130 years have passed from January 1892 
to December 2021, so the indicative forecast can be 
made for the forecast horizon equal to the forecast 
base, that is, until 2021 + 130 = 2151 years. Our 
calculations were performed until 2150. However, 
due to the sharp increase in temperature at Guvahati 
station, the forecast was only valid until 2080. At the 
same time, the temperature in New Delhi starts only 
from 1931, so a separate time scale was adopted for 
this time series.

Table 1 gives a fragment of the data array of the 
average monthly temperature of the surface air layer 
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at a height of 2 m according to measurements at me-
teorological stations. In it, in the largest first array, 
there are 130 × 12 = 1560 values of average monthly 
temperature in total. The representativeness of the 
time series is 100%.

Oscillations (asymmetric wavelet signals), as 
quanta of the behavior of a prism layer of air at a 
height of 2 m in New Delhi, in the general case, are 
written by the wave formula [7-10] of the general form:

∑
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iyy
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31
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where y is the indicator (dependent factor), i is the 
number of the component of the model (1), m is 
the number of members in the model (1), x is the 
explanatory variable (influencing factor), a1...a8 are 
the parameters of the model (1) that take numerical 

values during structural and parametric identifica-
tion program environment CurveExpert-1.40 (URL: 
http://www.curveexpert.net/) according to statistical 
data, Ai is the amplitude (half) of the wavelet (axis y), 
pi is the half-period of oscillation (axis x).

4. Results and discussion

4.1. Comparison of monthly average temper-
ature at weather stations

Average temperature for all years of measurements

Table 2 compares four meteorological stations 
according to the total average monthly temperature 
for all years (Figure 1).

The maximum temperature for each weather sta-
tion is different. For example, for Srinagar station, 

Table 1. Average monthly air temperatures (°C) at four weather stations in India.

Year
January

…
July

…
December

Time τ Temperat. t Time τ Temperat.t Time τ Temperat.t
Weather station Srinagar, Montane Forests [5], 0.092-0.226 MgC/ha 
1892 0.083 4.7 … 0.583 23.4 … 1 3.2
1893 1.083 0.6 … 1.583 23.4 … 2 3.9
… … … … … … … … …
2020 128.083 1.9 … 128.583 24.5 … 129 3.9
2021 129.083 –0.1 … 129.583 24.2 … 130 3.0
Weather station Jolhpur, Tropical Thorn Forests, 0.000-0.092 MgC/ha
1897 5.083 17.1 … 5.583 32.6 … 6 18.6
1898 6.083 19 … 6.583 32.1 … 7 18.4
… … … … … … … … …
2020 128.083 15.6 … 128.583 32.6 … 129 19.1
2021 129.083 16.4 … 129.583 32.3 … 130 17.7
Weather station New Delhi, Tropical Thorn Forests, 0.000-0.092 MgC/ha
1931 0.083 15.4 … 0.583 31.7 … 1 15.5
1932 1.083 15.6 … 1.583 31.7 … 2 14.7
… … … … … … … … …
2020 89.083 13.7 … 89.583 31.5 … 90 15.2
2021 90.083 12.9 … 90.583 31.5 … 91 14.5
Weather station Guvahati, Tropical Evergreen Forests, 0.226-0.524 MgC/ha
1903 11.083 15.6 … 11.583 29.4 … 12 17.4
1904 12.083 16.8 … 12.583 28.8 … 13 16.9
… … … … … … … … …
2020 128.083 17.6 … 128.583 29.1 … 129 19.5
2021 129.083 17.9 … 129.583 29.0 … 130 19.1
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the maximum for all years is observed in July, for 
Jolhpur and New Delhi stations, the maximum shifts 
to June, and for Guvahati station, it shifts to August.

Table 2. Average temperature of four weather stations in India 
for all years.

Month Srinagar Jolhpur New Delhi Guvahati
Jan 1.57 17.23 14.04 15.77
Feb 3.69 19.84 17.17 17.67
Mar 8.77 25.36 22.66 21.16
Apr 13.59 30.66 28.81 23.38
May 17.73 34.24 32.82 24.61
Jun 21.69 34.34 33.66 25.99
Jul 24.20 31.71 31.17 26.52
Aug 23.68 29.89 30.02 26.60
Sep 20.02 29.94 29.38 25.95
Oct 13.86 28.2 26.07 24.04
Nov 7.89 23.16 20.37 20.34
Dec 3.41 18.8 15.49 16.78

Figure 1. Monthly average temperature charts for all years.

Figure 1 shows that Srinagar has the lowest tem-
peratures as it lies within the other charts. Then the 
Guvahati chart is visible, after New Delhi. The hot-
test weather is observed for Jolhpur station in India.

Influence of geographic coordinates on aver-
age temperature

Table 3 shows the geographical coordinates of 

four weather stations compared with the average 
monthly temperature for all years.

With a high correlation coefficient of 0.9659, 
0.8640 and 0.8687, a three-factor model was ob-
tained (Figure 2), which is valid only in the intervals 
of change of each influencing variable, of the form:

45.16459 0.0083426 0.16343 0.18818t h β α= − − −  (2)
The maximum relative error of 1.99% was ob-

tained for the Jolhpur weather station. As a result, the 
three-factor model (2) receives a relative error of less 
than 5%, that is, the geographical location of weather 
stations greatly affects the overall average monthly 
temperature. Then a new direction opens in the geo-
graphical modeling of the parameters of global and 
regional climatic and meteorological processes.

Figure 2 shows the graphs of the linear pattern 
for each of the influencing variables, and also shows 
the graph of the residuals after formula (2).

The linear model is the simplest in design. To 
identify an asymmetric wavelet (1), it is necessary to 
accept a data table for at least 15 stations.

The range of average monthly temperature at 
weather stations

It is important to know the intervals of change of 
the average monthly temperature for all the years of 
measurements.

Table 4 shows such data for four weather sta-
tions.

The hottest month for Srinagar station over a peri-
od of 130 years at an altitude of 2 m is in July. At the 
same time, the temperature increased from 23.4 °C 
to 24.2 °C (an increase of 3.31%). A noticeable de-
crease in the intensity of heat flows in June occurred 
at Jolhpur stations (over 125 years, a decrease from 
36.2 °C to 33.3 °C, or by 8.71%) and New Delhi 
(over 90 years, a decrease from 35.1 °C to 32.4 °C, 

Table 3. Geographical coordinates of weather stations and average temperature.

Weather
station

The months
n, pcs.

Latitude
α, о

Longitude
β, о

Height
h,	м

Temperature
t , °C

Error
∆ , %

Srinagar 1560 34.08 74.83 1587 13.34 0.43
Jolhpur 1500 26.30 73.02 224 26.95 1.99
New Delhi 1092 28.58 77.20 216 25.14 –0.91
Guvahati 1428 26.10 91.58 54 24.47 –1.50
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or by 7.69%). For almost 120 years, the Guvahati 
weather station has experienced complex climate 
changes: In 1902, the hottest month was July, but in 
2021 it has shifted to August. However, at the same 
time, the maximum average monthly temperature 
decreased from 29.4 °C to 29.3 °C, or by 0.34%.
Table 4. Range of average monthly temperature at weather sta-
tions in India.

Month
Srinagar Jolhpur New Delhi Guvahati
1892 2021 1897 2021 1931 2021 1902 2021

Jan 4.7 –0.1 17.1 16.4 15.4 12.9 15.6 17.9
Feb 5.6 5.8 18.9 21.3 15.2 18.6 18.3 20.3
Mar 10.8 10.1 24.3 27.8 21.2 25.0 22.1 24.1
Apr 16.3 12.8 30.2 31.6 29.7 28.6 25.7 26.4
May 18.2 17.5 35.7 32.8 33.1 30.4 26.8 26.9
Jun 19.5 22.1 36.2 33.3 35.1 32.4 27.6 28.7
Jul 23.4 24.2 32.6 32.3 31.7 31.5 29.4 29.0
Aug 23.1 23.3 30.7 31.5 30.3 30.9 28.5 29.3
Sep 18.9 21.9 30.5 29.7 28.6 29.0 28.4 29.0
Oct 12.3 14.0 26.9 28.2 25.3 26.0 27.1 27.8
Nov 6.9 6.0 22.8 22.1 19.1 18.8 22.1 22.2
Dec 3.2 3.0 18.6 17.7 15.5 14.5 17.4 19.1

Figure 3 shows charts of the average monthly 
temperature.

Consider the rise in temperature at various sta-

tions. At Srinagar station in 2021, compared to 1892, 
there was an increase in the average monthly temper-
ature in June, September and October. At Guvahati 
Station, the 120-year increase occurred in December, 
January, March, and April. In the remaining months, 
there was a slight increase in temperature. At Jolhpur 
weather station, temperatures have risen in Febru-
ary, March and April for over 125 years, but at New 
Delhi, for over 90 years, temperatures have risen in 
February and March.

Temperature is a physical quantity that is a meas-
ure of the average kinetic energy of the translational 
motion of molecules, in our case, air molecules in 
the surface layer at a height of 2 m above the land 
surface near weather stations. Therefore, the average 
monthly temperature is a continuous physical quan-
tity, a number of values of which should not be sub-
jected to transformations. Grouping by time intervals 
for subsuming under linear models is not allowed.

4.2 Wavelets of dynamics of mean monthly 
temperature

For calculations in the Excel software environ-
ment, we used all 11 significant figures in the models 
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obtained after identification (1).

Model of monthly average temperature dynam-
ics at Srinagar station

The model with four components is written by the 
expression (Figure 4):
User-Defined Model: y=a*exp(-b*x^1.36897)+ 
c*x^d*exp(e*x^0.86543)-f*exp(-g*x^h)*cos 
(pi*x/0.5-i)-j*exp(k*x^l)*cos(pi*x/0.25+m). 

(3)

Coefficient Data:
a = 1.24394048550E + 001 b = 7.45229338864E – 004
c = 1.16911968898E – 001 d = 7.21207009207E – 001
e = 9.20205784898E – 003 f = 1.14194992983E + 001
g = 1.73618132791E – 006 h = 2.26550391088E + 000
i = 5.58834408527E – 001 j = 5.76818844755E – 001
k = 1.88218346333E – 002 l = 7.55117790741E – 001
m = 3.32301367687E – 002.
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r = 0.98453855
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Figure 4. Plot of the four-term model for Srinagar station.

The method of identifying asymmetric wavelets 
(1) was performed with up to four components in se-
ries, while revealing the previous pattern. The arith-
metic means a value of the mean monthly tempera-
ture was taken at the beginning of the simulation.

In formula (3), a two-term trend was then revealed, 

containing two regularities. The first component 
is the Mandelbrot law (in physics) y = a exp(–bx)  
after modification by us with the intensity parame-
ter 1.36897 of the exponential decrease in the mean 
monthly temperature. This exponential formula 
shows the natural trend from 1892 to 2021 of a slow 
decrease in the average monthly temperature. Such 
a natural cause of the decline is the cosmic cold that 
endlessly surrounds the planet Earth. Therefore, with 
any oscillatory perturbations of the global or local 
climate in the Earth’s atmosphere, the planet will 
eventually cool down in billions of years.

The second component of the trend for Srinagar 
over 130 years increases with a mathematical power 
function y = axb. But it turned out that the influence 
of the Himalayas gives an increase in the average 
monthly temperature even according to the law of 
“double” growth according to the formula of the 
anomalous biotechnical [9-13] law of prof. P.M. Ma-
zurkin y = axb exp(cxd). Here, the sign of the process 
inhibition activity parameter in the model got a pos-
itive value , therefore, a product of two growth laws 
was formed - a power law and a modified Mandel-
brot law of exponential growth under the condition  
d ≠ 1.

A trend is always a special case of an asymmetric 
wavelet (1), provided that the half-period a5 of the 
oscillation is many times greater than the measure-
ment time interval, in our case, several times more 
than 130 years.

The first oscillation in formula (3) is an in-
finite-dimensional wavelet, that is, it starts much 
earlier than 1892 and will continue much further 

Weather station Srinagar Weather station Guvahati Weather station Jolhpur Weather station New Delhi

Figure 3. Diagrams of ranges of average monthly temperature.
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than 2021. This infinity is provided by the ampli-
tude, which decreases with time according to the 
Mandelbrot law modified by us. Therefore, a distinc-
tive feature of the annual cyclicity is the continuous 
decrease in the amplitude of the fluctuation, which 
will favorably affect the regional climate of India. In 
addition, the negative sign in front of the third com-
ponent shows that the annual fluctuation is directed 
against the growth of the average monthly tempera-
ture.

The second fluctuation in formula (3) with a 
semi-annual cyclicity is typical not only for air tem-
perature, but also for the concentrations of various 
greenhouse gases, especially for CO2. For carbon 
dioxide, it was assumed that the cycles of half a year 
are influenced by the vegetation cover of both hemi-
spheres of the Earth.

However, the second wavelet, due to the nega-
tive sign, is also directed against the temperature 
increase, has an increasing amplitude according to 
the Mandelbrot law modified by us in the form of an 
exponential growth. Then it turns out that the moun-
tain forests around the Srinagar weather station in 
the oscillatory adaptation of the local climate allow 
to reduce the monthly temperature.

All these four components were identified togeth-
er in the CurveExpert-1.40 software environment. 
The standard deviation of model (3) in Figure 4 is 
1.4043 °C. At the same time, the correlation coeffi-
cient as a measure of adequacy is 0.9845, that is, the 
level of adequacy is much higher than 0.95 (super 
strong connection).

Model of monthly mean temperature dynamics 
at Jolhpur station

Similarly, a regularity was obtained (Figure 5):
User-Defined Model: y=a*exp(b*x)-c*x^d*exp 
(-e*x^f)-g*exp(-h*x^i)*cos(pi*x/0.5-j)+k*exp 
(l*x^m)*cos(pi*x/0.25-n). 

(4)

Coefficient Data:
a = 2.70877885923E + 001 b = 5.92285934347E – 005
c = 8.65551142868E – 025 d = 1.40728547169E + 001
e = 3.08093570746E – 004 f = 2.26785746713E + 000
g = 2.25700322305E + 001 h = 9.83571749288E – 001
i = 2.44372396061E – 002 j = 2.85014519160E – 001

k = 2.47130290654E + 000 l = 6.08247660824E – 004
m = 1.05183293355E + 000 n = 4.49918652932E + 000.

In formula (4), the first component is the Man-
delbrot law (in physics) of exponential growth. The 
same law is known in mathematics as the Laplace 
law, in biology—Zipf-Pearl, in econometrics—Pa-
reto. It shows the natural trend from 1897 to 2021 
of an increase in the average monthly temperature. 
Moreover, desertification, of course, began much ear-
lier. Apparently, the vegetation cover (grass + shrubs +  
trees) of India for 4000 years was severely depleted 
by people for the needs of agriculture. And now it is 
even proposed to relocate people and animals.

As a result, for the future, due to the first com-
ponent around the Jolhpur weather station, local cli-
mate change coincides with the rate of global warm-
ing predicted in the IPCC CMIP5 report.

The second component of the trend for Jolhpur 
for 125 years is subtracted (negative sign) according 
to the biotechnical law of prof. P.M. Mazurkin. It 
may turn out that this dynamic is the result of envi-
ronmental measures to combat desertification. The 
subsequent component with an annual cycle also has 
a negative sign, however, the Thar desert still wins 
due to the growth of the first component according to 
the Mandelbrot law. 

In addition, people’s will and strength are weak-
ening in the fight against the Thar Desert, as the am-
plitude of the annual fluctuation decreases.
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Figure 5. Plot of the model with four components for the Jolh-
pur station.

The second fluctuation (fourth component) in for-
mula (4) with a semi-annual cyclicity has a positive 
sign and therefore acts in the direction of tempera-
ture increase. In this case, the oscillation amplitude 
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increases according to the modified Mandelbrot law. 
Apparently, the quality of vegetation around Jolhpur 
station is deteriorating further. This sad conclusion 
comes from the fact that semi-annual cycles charac-
terize the influence of vegetation cover.

The standard deviation of the model (4) in Fig-
ure 5 is 1.2283 °C, which is less in comparison with 
the previous weather station 1.4043 °C. At the same 
time, the correlation coefficient of 0.9778 is slightly 
less than 0.9845 for the previous weather station. 
But, the adequacy level is also much higher than 0.95 
(super strong connection).

Model of monthly average temperature dynam-
ics at New Delhi station

For a time interval of 90 years from 1931 to 2021, 
a model was obtained (Figure 6):
User-Defined Model: y=a*exp(-b*x)+c*x^d*exp 
(e*x^f)-g*exp(-h*x)*cos(pi*x/0.5-i)+j*exp(k*x^l)* 
cos(pi*x/0.25-m). 

(5)

Coefficient Data:
a = 2.39931742757E + 001 b = 3.19834420708E – 003
c = 7.01935956544E – 001 d = 3.80930974140E – 001
e = 1.45040504760E – 002 f = 8.45501296252E – 001
g = 9.20090113775E + 000 h = 2.52299200889E – 004
i = 3.32186333451E – 001 j = 1.18493842254E + 000
k = 6.52201603490E – 001 l = 2.17933213594E – 002
m = 4.37689258906E + 000.

In formula (5), the first component is the Mandel-
brot law (in physics) y = a exp(–bx) of exponential 
decay. It shows a natural trend from 1931 to 2021 
of a decrease in the average monthly temperature. 
Moreover, the New Delhi weather station is located 
on the northern border of the Thar Desert, so deser-
tification, apparently, began much later than at the 
Jolhpur station. So far, the cosmic cold still showers 
on the natural first component.

The second component of the trend for New Del-
hi for 90 years is aimed at an increase in heat flux 
(positive sign) according to the anomalous biotechni-
cal law of prof. P.M. Mazurkin. It may turn out that 
these dynamics are the result of the influence of two 
main reasons: firstly, desertification due to the exces-
sive intensity of the reduction of vegetation and its 

replacement with agricultural plants; secondly, the 
blockade of the Himalayan mountains to the penetra-
tion of northern winds from the Takla-Makan desert.
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Figure 6. Plot of the model with four components for the New 
Delhi station.

The third component in the form of an asymmet-
ric wavelet of a constant annual cycle reduces the 
temperature (negative sign). But this decrease in am-
plitude is due to the influence of the heat of the Thar 
desert.

The second fluctuation (fourth component) in 
formula (5) with a semi-annual cyclicity is similar in 
dynamics to the Jolhpur weather station. This fluc-
tuation has a positive sign and therefore also acts in 
the direction of temperature increase. In this case, 
the oscillation amplitude increases according to the 
modified Mandelbrot law. It appears that the quality 
of vegetation around Jolhpur and New Delhi stations 
will deteriorate further. This conclusion comes from 
the fact that semi-annual cycles characterize the in-
fluence of vegetation cover.

The standard deviation of the model (5) in Fig-
ure 6 is 1.1852 °C, which is less compared to the 
previous weather stations Srinagar (1.4043 °C) and 
Jolhpur (1.2283 °C). At the same time, the correla-
tion coefficient of 0.9847 is higher than in the pre-
vious meteorological stations (respectively 0.9778 
and 0.9845). The adequacy level is also much higher 
than 0.95 (super-strong relationship).

Model of monthly mean temperature dynamics 
at Guvahati station

A model was identified for this weather station 
(Figure 7):
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User-Defined Model: y=a*exp(b*x^c)+d*x^e*exp 
(f*x^g)-h*exp(-i*x)*
cos(pi*x/0.5-j)-k*exp(-l*x)*cos(pi*x/0.25-m). 

(6)

Coefficient Data:
a = 2.09342600977E + 001 b = 1.27606820953E – 001
c = 4.10051447152E – 002 d = 1.71595614539E – 014
e = 5.53047984248E + 000 f = 3.88234968065E – 001
g = 5.15888320178E – 001 h = 5.82759794304E + 000 
i = 4.57908193581E – 004 j = 5.54099068359E – 001
k = 1.52263826552E + 000 l = 1.59877864528E – 004
m = 6.54574758515E – 001.
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Figure 7. Plot of the model with four components for the station 
Guwahati.

The first component is the Mandelbrot law (in 
physics) y = a exp(–bx) of the exponential decrease 
in the mean monthly temperature. This formula 
shows a natural trend from 1902 to 2021 of a slow 
decrease in temperature. The reason for this decrease 
is cosmic cold.

But it turned out that the influence of the Him-
alayas gives an increase in the average monthly 
temperature according to the second component for 
120 years according to the law of “double” growth 
according to the formula of the anomalous biotech-
nical law y = axb exp(cxd). It is this formula that has 
sharply raised the temperature according to the graph 
in Figure 7 in recent decades.

The first fluctuation in the formula (6) of the an-
nual constant cycle also continuously decreases in 
amplitude. But, because of the negative sign before 
the third component, its influence will favorably af-
fect the climate around the Guvahati station.

The second fluctuation in formula (6) with a 

semi-annual cyclicity is typical not only for air tem-
perature, but also for the concentrations of various 
greenhouse gases, especially for CO2. The negative 
sign before the fourth component is affected by 
tropical evergreen forests around Guvahati station. 
However, according to Mandelbrot’s law, the ampli-
tude decreases over the years. That is, forests have 
an increasingly less favorable effect (this only means 
that people simply destroy their vegetation cover).

The standard deviation of the model (6) in Figure 
7 is 0.8030 °C and it is significantly less in compari-
son with other weather stations Srinagar (1.4043 °C), 
Jolhpur (1.2283 °C) and New Delhi (1.1852 °C). At 
the same time, the correlation coefficient of 0.9819, 
as well as at other stations (Srinagar 0.9778, Jolhpur 
0.9845, New Delhi 0.9847), is above the adequacy 
level of 0.95 (super strong connection).

Relative errors of dynamics models
Table 5 shows the values of the relative modeling 

error for models containing four components each.

Table 5. Relative error (%) of the dynamics of the average 
monthly temperature.

Month Srinagar Jolhpur New Delhi Guvahati
Jan 167.17 5.38 5.26 3.48
Feb 146.88 5.69 5.92 3.33
Mar 15.84 4.43 4.83 3.33
Apr 8.19 3.63 3.80 3.32
May 7.19 2.60 3.18 2.32
Jun 4.96 2.79 3.57 1.66
Jul 3.72 2.59 3.10 1.47
Aug 2.72 3.36 2.51 1.30
Sep 4.54 3.29 2.81 1.52
Oct 7.09 3.40 2.71 1.93
Nov 9.58 4.13 3.30 2.67
Dec 44.18 4.49 4.82 2.85

It can be seen from the data in Table 5 (Figure 
8) that the model for the Guvahati station has the 
smallest error of 1.30%. At the same time, August 
is the most accurate for the models of three weather 
stations. Only Jolhpur station receives the most ac-
curate model in July.
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Figure 8. Diagrams of the relative error of three weather stations.

The Guwahati meteorological station has the low-
est values of relative error.

5. Temperature forecast by months
Forecasting capabilities decrease with an increase 

in the number of wavelets in the general model (1) 
due to the fact that new micro-oscillations appear 
in the near future, which can dramatically change 
forecasting trends for the distant future. To verify 
the forecasts, it is enough to wait only one year (12 
months) to obtain the actual average monthly tem-
perature. Then, a predictive model is re-identified, 
which contains wavelets that affect the future. From 
the predictive model, those components are exclud-
ed, after identifying the wavelets according to for-
mula (1), which are inside the basis of the forecast. 
This is how the forecasts are refined in the iterative 
forecasting mode every year.

5.1 Monthly average temperature forecast at 
Srinagar station

After calculations in the Excel software environ-
ment using formula (3), graphs (Figure 9) of the 
average monthly temperature for each month from 
1892 to 2150 were obtained.

The charts for all 12 months narrow over time. 
Due to this behavior of the local climate, the temper-
ature, for example, in January, the monthly tempera-
ture rises more rapidly than in August. For 260 years, 
the surface layer of air at a height of 2 m at Srinagar 
station receives more warming in winter and autumn.

For forecasts in the month of August from Table 

5 with a minimum relative error (Figure 10).

Figure 9. Srinagar monthly average temperature forecasts to 2150.

Figure 10. Temperature forecasts for Srinagar in August until 2150.

The first component of the influence of cosmic 
cold from 1892 to 2150 decreases. That is, the de-
cline in the natural tendency will occur by 12.43 – 
2.78 = 9.65 °C. But, for the same period of time in 
260 years. According to the second component in the 
form of an anomalous biotechnical law, the average 
August temperature will increase from 0.09 °C to 
19.83 °C. That is, the increase in heat will be 19.74 °C.  
This growth was influenced by two major reasons: 
Firstly, the anthropogenic reduction of the vegetation 
cover of India in favor of agricultural plants; second-
ly, the increasing geophysical influence of the Hima-
layas on plugging and isolating India’s climate.

The annual cycles had a significant decrease in the 
dynamics of the August temperature from 10.07 °C  
to 6.06 °C, or the decrease occurred by 4.01 °C. This 
decrease, of course, was influenced by the breath of 
the local mountain forests. However, their produc-
tivity and quality are declining due to anthropogenic 
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influence.
For the fourth component of the semi-annual cy-

cle, there will be a slight increase in the August tem-
perature from 0.31 °C to 1.07 °C, that is, an increase 
of 0.76 °C.

The critical thermal wave is created by the second 
component (3).

The total temperature at Srinagar station will in-
crease from 22.91 to 29.75 over 260 years, or the 
increase in heat flow will be 6.84 °C. In 2021, the 
temperature was actually 23.3, theoretically 23.91, so 
the growth over the next 130 years will be 5.84 °C.

5.2 Average monthly temperature forecast at 
Jolhpur station

The graphs in Figure 11 show that the Thar Desert 
ecosystem has become stable and therefore the monthly 
heat fluxes remain roughly the same for 250 years.

Figure 11. Jolhpur monthly average temperature forecasts up to 
2145.

According to Table 5, July has the minimum rel-
ative error (Figure 12).

Figure 12. Temperature forecasts for Jolhpur in July until 2145.

The first component according to the law of ex-
ponential growth (Mandelbrot’s law) from 1897 
to 2145 in July increases from a temperature of 
27.10 °C to 27.50 °C, that is, according to the glob-
al warming scenario predicted in the IPCC report 
CMIP5 for the entire land of the Earth, there will be 
an increase of 0.40 °C. But, for the same period of 
time in 250 years. According to the second compo-
nent in the form of a negative biotechnical law, there 
will be a change in the July temperature along a 
concave curve from 0.00 to 0.00 with a minimum of 
–0.89 °C in 1963-1967.

The annual cycles affected the July temperature 
dynamics by a slight decrease from 5.60 to 5.06, or 
the decrease occurred by 0.54 °C.

For the fourth component of the semi-annual cycle, 
there will be a slight increase in the July temperature 
from 1.83 to 2.25, that is, an increase of 0.42 °C.

The critical thermal wave is created by the first 
component (4).

The total temperature at Jolhpur station will in-
crease from 34.53 to 34.82 over 250 years, or the 
increase in heat flow will be 0.29 °C. In 2021, the 
temperature was actually 32.3, theoretically 31.94, so 
the growth over the next 125 years will be 2.88 °C.

5.3 Monthly average temperature forecast at 
New Delhi station

As can be seen from Figure 13, all 12 graphs 
continue smoothly, but at the same time there will be 
an increase in the average monthly temperature.

Figure 13. New Delhi monthly average temperature forecasts to 
2110.
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Further, for August, we consider separately the 
changes in the average monthly temperature for four 
components over the time interval from 1931 to 
2110.

Figure 14 shows graphs for August, built accord-
ing to formula (5).

Figure 14. Temperature forecasts for New Delhi in August until 
2110.

The first component of the effect of cosmic cold 
from 1931 to 2110 decreases from a temperature of 
23.94 °C to 13.51 °C, that is, the decline in the natu-
ral tendency will occur by 23.94 – 13.51 = 10.43 °C. 
But, over the same period of 180 years, according to 
the second component in the form of an anomalous 
biotechnical law, the average August temperature 
will increase from 0.61 °C to 16.31 °C. That is, the 
increase in heat will be 15.70 °C. This growth was 
influenced by two major reasons: firstly, the anthro-
pogenic reduction of the vegetation cover of India in 
favor of agricultural plants and the formation of the 
Thar Desert; secondly, the strengthening of the geo-
physical influence of the Himalayas on the blockage 
and isolation of the climate of the foothill regions of 
India.

The annual cycles affected the August tempera-
ture dynamics by a slight decrease from 6.93 to 6.63 
or a decrease of 0.30 °C.

For the fourth component of the semi-annual 
cycle, there will be a slight decrease in August’s 
temperature from –1.47 °C to –1.60 °C, that is, a de-
crease of 0.13 °C.

The critical thermal wave is created by the second 
component (5).

The total temperature at the New Delhi station 

will increase from 30.01 to 34.85 over 180 years, or 
the increase in heat flow will be 4.84 °C. In 2021, the 
temperature was actually 30.9, theoretically 30.68, 
so the growth over the next 90 years will be 4.17 °C.

5.4 Average monthly temperature forecast at 
Guvahati	station

Despite the presence of tropical evergreen forests, 
the area around Guvahati station is expected to ex-
perience strong warming in the future. The article [14]  
shows a map of the types of vegetation in India, 
which clearly shows a strong mosaic of the vege-
tation cover. The fragmentation of forest land plots 
indicates a strong anthropogenic influence by the 
transformation of forests into agricultural land.

Figure 15 shows graphs of strong warming. At 
the same time, the rate of warming is much higher 
compared to the rate of the global warming scenario 
predicted in the IPCC report CMIP5 for the entire 
land mass of the Earth.

The graphs show an even change within the 
months of the year, but at the same time, all months 
begin to rise steeply in the direction of increasing 
temperature.

Figure 15. Guvahati monthly temperature predictions until 2080.

Due to a sharp increase in temperature, the fore-
cast was stopped until 2080. Indian specialists will 
find ways to radically stop the sharp warming in the 
area around the Guvahati station.

According to Table 5, August has the minimum 
relative error (Figure 16).

The first component according to the law of ex-
ponential growth (the Mandelbrot law modified by 
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us) from 1902 to 2080 in August at the Guvahati 
station increases from a temperature of 24.10 °C to  
24.50 °C, that is, according to the global warming 
scenario predicted in the IPCC CMIP5 report for the 
entire land mass of the Earth, growth by 0.40 °C.

However, over the same time period of 180 years, 
according to the second component in the form of a 
positively directed anomalous biotechnical law, there 
will be a sharp increase in the August temperature 
from 0.00 to 21.70. At the same time, the zero value 
continued until 1956, that is, for 55 years. Therefore, 
climatologists in India can compare these years with 
the events that were taken during this period. The av-
erage rate of warming will be equal to 21.70 / 125 = 
0.174 °C.

Figure 16. Temperature forecasts for Guvahati in August until 2080.

The annual cycles had a slight decrease from 5.10 
to 4.70 on the dynamics of the August temperature, 
or a decrease of 0.40 °C. For the fourth component 
of the semi-annual cycle, there will be a constant 
value of the August temperature –0.19 °C.

The critical thermal wave is created by the second 
component (6).

The total temperature at the Guvahati station will 
increase from 29.02 to 50.78 over 180 years, or the 
increase in heat flow will be 21.80 °C. In 2021, the 
temperature was actually 29.3, theoretically 30.69, so 
the growth over the next 60 years will be 20.09 °C.

5.5 Comparison of monthly average tempera-
ture forecasts

For 2080, a comparison was made (Table 6, Fig-
ure 17) of weather stations.

Table 6. Predicted temperature values for 2080.

Month Srinagar Jolhpur New Delhi Guvahati
Jan 7.09 17.49 16.6 38.98
Feb 9.69 19.95 19.44 40.88
Mar 13.56 25.92 25.63 44.21
Apr 17.15 31.85 31.80 47.13
May 20.14 34.62 35.14 48.74
Jun 22.78 33.87 35.30 49.47
Jul 24.94 31.83 34.03 49.47
Aug 25.45 30.60 32.82 50.15
Sep 23.04 30.08 31.44 50.78
Oct 17.85 28.40 28.49 50.33
Nov 11.77 24.41 23.53 47.96
Dec 7.70 19.70 18.58 40.87
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Figure 17. Diagrams of temperature forecasts up to 2080.

From a climatic point of view, the Guwahati sta-
tion becomes the most dangerous.

6. Conclusions
Using the identification method [7-11], according to 

the actual data of the average monthly temperature, 
asymmetric wavelets of dynamics were identified as 
fractal quanta of the behavior of the surface air layer 
at a height of 2 m, on the territory of four weather 
stations in India (Srinagar, Jolhpur, New Delhi and 
Guvahati), an analysis of wave patterns was carried 
out.

The maximum temperature for each weather sta-
tion is different. For example, for Srinagar station, 
the maximum for all years is observed in July, for 
Jolhpur and New Delhi stations, the maximum shifts 
to June, and for Guvahati station, it shifts to August.

With a high correlation coefficient of 0.9659, 
0.8640 and 0.8687, a three-factor model of the form 
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was obtained αβ 18818.016343.00083426.016459.45 −−−= ht  = 45.16459 – 0.0083426h – 0.16343β –  
0.18818α. For this formula, the maximum relative 
error of 1.99% was obtained for the Jolhpur weather 
station. As a result, the three-factor model receives a 
relative error of less than 5%. That is, the geograph-
ical location of weather stations greatly affects the 
overall average monthly temperature. Then a new 
direction opens in the geographic modelling of the 
parameters of global and regional climatic and mete-
orological processes.

The hottest month for Srinagar station over a peri-
od of 130 years at an altitude of 2 m is in July. At the 
same time, the temperature increased from 23.4 °C 
to 24.2 °C (an increase of 3.31%). A noticeable de-
crease in the intensity of heat flows in June occurred 
at Jolhpur stations (over 125 years, a decrease from 
36.2 °C to 33.3 °C, or by 8.71%) and New Delhi 
(over 90 years, a decrease from 35.1 °C to 32.4 °C, 
or by 7.69%). For almost 120 years, the Guvahati 
weather station has experienced complex climate 
changes: In 1902, the hottest month was July, but in 
2021 it has shifted to August. However, at the same 
time, the maximum average monthly temperature 
decreased from 29.4 °C to 29.3 °C, or by 0.34%.

The increase in temperature at various stations is 
considered. At Srinagar station in 2021, compared to 
1892, there was an increase in the average monthly 
temperature in June, September and October. At Gu-
vahati Station, the 120-year increase occurred in De-
cember, January, March, and April. In the remaining 
months, there was a slight increase in temperature. 
At Jolhpur weather station, temperatures have risen 
in February, March and April for over 125 years, but 
at New Delhi, for over 90 years, temperatures have 
risen in February and March.

Despite the presence of tropical evergreen forests, 
the area around Guvahati station is expected to ex-
perience strong warming in the future. At the same 
time, the rate of warming is much higher compared 
to the rate of the global warming scenario predicted 
in the IPCC report CMIP5 for the entire land area of 
the Earth.

The first component of the model of four compo-
nents according to the law of exponential growth (the 

Mandelbrot law modified by us) from 1902 to 2080 
in August at Guvahati station increases from a tem-
perature of 24.10 °C to 24.50 °C, that is, according 
to the global warming scenario predicted in the IPCC 
report CMIP5 for the entire land of the Earth, there 
will be an increase of 0.40 °C.

However, over the same period of 180 years until 
2080, according to the second component in the form 
of a positively directed anomalous biotechnical law, 
there will be a sharp increase in the August temper-
ature from 0.00 to 21.70. At the same time, the zero 
temperature value lasted from 1902 to 1956, that is, 
for 55 years. Climatologists in India can compare 
these years with the events that took place during 
this period. The average rate of warming until 2080 
will be equal to 21.70 / 125 = 0.174 °C.

The annual cycles had a slight decrease from 5.10 
to 4.70 on the dynamics of the August temperature at 
Guvahati station, or a decrease occurred by 0.40 °C. 
For the fourth component of the semi-annual cycle, 
there will be a constant value of the August temper-
ature –0.19 °C. The critical heat wave is created by 
the second component. The total temperature at the 
Guvahati station will increase from 29.02 to 50.78 
over 180 years, or the increase in heat flow will be 
21.80 °C. In 2021, the temperature was actually 
29.3, theoretically 30.69, so the growth over the next 
60 years will be 20.09 °C.
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Deep	Learning	Methods	Used	in	Remote	Sensing	Images:	A	Review
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2 Data Reception, Analysis and Receiving Station Division, National Authority for Remote Sensing and Space Science, 
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ABSTRACT
Undeniably, Deep Learning (DL) has rapidly eroded traditional machine learning in Remote Sensing (RS) and 

geoscience domains with applications such as scene understanding, material identification, extreme weather detection, 
oil spill identification, among many others. Traditional machine learning algorithms are given less and less attention 
in the era of big data. Recently, a substantial amount of work aimed at developing image classification approaches 
based on the DL model’s success in computer vision. The number of relevant articles has nearly doubled every year 
since 2015. Advances in remote sensing technology, as well as the rapidly expanding volume of publicly available 
satellite imagery on a worldwide scale, have opened up the possibilities for a wide range of modern applications. 
However, there are some challenges related to the availability of annotated data, the complex nature of data, and 
model parameterization, which strongly impact performance. In this article, a comprehensive review of the literature 
encompassing a broad spectrum of pioneer work in remote sensing image classification is presented including network 
architectures (vintage Convolutional Neural Network, CNN; Fully Convolutional Networks, FCN; encoder-decoder, 
recurrent networks; attention models, and generative adversarial models). The characteristics, capabilities, and 
limitations of current DL models were examined, and potential research directions were discussed.
Keywords: Deep Learning (DL); Satellite imaging; Image classification; Segmentation and object detection
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1. Introduction
The swift development in remote sensing (RS) 

platforms and instruments have increased the acces-
sibility of earth observation to help Earth’s surface 
measuring feature. Satellite platforms accumulate im-
ages at frequent intervals which results in a growing 
exponential volume of data. In the digital era, data be-
come not only valuable but also intelligent. Big Data 
(BD) term has been introduced in mid-2011 to de-
scribe a broad set of heterogeneous large volumes of 
data that can hardly be managed and processed using 
conventional approaches. Technically, the five main 
dimensions that characterize BD [1] are: A massive 
amount of data, speed of data generation and delivery, 
structured and unstructured data sources, veracity, and 
value [2]. BD and open-source RS data open the door 
to improving DL approaches by extracting insights 
from the collected RS data to help establish more ro-
bust and effective models for RS applications. 

Meanwhile, several attempts to use DL in RS 
have been made [3]. Scientists use contemporary tech-
nologies and different RS data sources to improve 
context-based feature learning and exploit the po-
tential classification for massive volumes of remote 
sensing imageries.

Modern RS applications [4] rely basically on image 
classification techniques. Typically, image classifica-
tion in the remote sensing domain is grouped into su-
pervised, non-supervised, and object-based approach-
es. Other criteria to group image classification are by 
a number of labels per image: Single and multi-label 
classification. RS classification pipeline [5] is com-
posed of four main steps namely: Pre-processing, fea-
ture engineering, classification, and post-processing 
(see Figure 1a) whereas each step may include sub-
tasks. A solid breakdown of the process into sub-tasks 
with specific assumptions helps develop standalone 
sub-problems with solutions or models that can be 
integrated into the classification pipeline task. The 
preparation process includes correcting, de-noising, 
and synchronizing data to increase the process perfor-
mance. The feature engineering process involves re-
moving noisy data from the input image, lowering di-
mensionality, and establishing a collection of suitable 

representations (features) for the input from which the 
Machine Learning (ML) model may utilize to predict 
the target classes. The adopted model is built based on 
the training samples in order to recognize the associa-
tion between the training data features/representation. 
After training, testing, and validation, the adopted mod-
el predicts fresh data. Finally, in pixel-level classifica-
tion, post-processing is a collection of procedures used 
to improve the final classified image [6]. 

Recently, the increased capability of DL has led to 
its use in a wide spectrum of applications in the RS 
domain. End-to-end architecture generalizes (Figure 
1b) hierarchical rich feature learning. The current fo-
cus of the DL model was improved due to computing 
capability in new processor generations. In this con-
text, object detection, image segmentation and scene 
understanding were considered typical tasks where 
classification approaches were empowered.

The main contributions can be summarized as 
follows:

● This survey analyzes the most recent publi-
cations with respect to image classification, 
object detection, and image segmentation 
problems in the remote sensing domain.

● Different DL aspects were reviewed including 
network architectures, loss functions, training 
strategies, and key contributions.

● Drawing from the latest progress by the com-
puter vision community, several promising 
future directions for future research were de-
scribed and how they can be integrated to val-
ue-add existing and inspire RS applications. 

The rest of this article is organized as: Section 3 
provides histories of remote sensing imageries. The 
history of deep learning architectures is summarized 
in Section 4. Section 5 discusses the recent efforts 
of deep learning in remote sensing classification, 
segmentation, and object detection tasks. In Section 
6, the main challenges were discussed. Section 7 
illustrates future directions for DL-based classifica-
tion methods for Earth Observation (EO) imageries. 
DL-based image classification applications were 
highlighted in Section 8. Finally, conclusions were 
presented in Section 9. 
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2. Overview of remote sensing imageries
Remote sensing accumulates information about 

an object, area, or phenomenon with no contact with 
it [7]. Data collection and data analysis are consid-
ered two key processes in Figure 2, which displays 
the generalized processes and elements involved in 
remote sensing. The data collection process includes 
a) energy sources, b) energy propagation through the 
atmosphere, c) energy interactions with earth sur-
face features, d) energy retransmission through the 
atmosphere, (e) and (f) airborne and/or spaceborne 
sensors monitor changes in the way earth surface 
features reflect and emit electromagnetic energy. g) 
To analyze the collected data, various viewing and 
interpretation equipment is used. When available, the 
reference data (such as soil maps, crop statistics, or 
field-check data) are used to aid in data analysis and 
help in determining the extent, location, and condi-
tion acquired by the sensors. Finally, (h) and (i) the 
data are compiled, usually as maps, tables, or digital 

spatial data. Finally, the obtained information is de-
livered to users who utilize it to make decisions.

The latest generation of sensors produces ex-
plosion volumes of different resolution images for 
Earth, which created a new processing challenge. 
The development of an efficient image classification 
method for massive remote sensing imagery is criti-
cal for modern applications.

Earth observation technology is not limited to 
traditional platforms but extended to Light Detection 
and Ranging (LiDAR), and Unmanned Aerial Ve-
hicle (UAV). As shown in Figure 3, the sensors are 
categorized as active and passive. The sun provides a 
convenient source of energy for remote sensing. The 
sun’s energy is reflected, as it is for visible wave-
lengths, or absorbed and then re-emitted. Remote 
sensing instruments measure the energy that is nat-
urally available and is called passive sensors. Some 
examples of passive sensors include panchromatic, 
multi-spectral, hyperspectral imagery. Alternatively, 
active sensors provide their own energy source for 

a)

b)
Figure 1. Comparison between the common steps of a) the typical machine learning approaches, and b) the modern end-to-end DL 
structure.
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illumination. The sensor emits radiation which is di-
rected toward the target to be investigated.

The radiation reflected from that target is detect-
ed and measured by the sensor. Some examples of 
active sensors are LiDAR and Synthetic Aperture 
Radar (SAR).

Table 1 demonstrates the spatial, spectral, and 
temporal resolution of several common RS satellites. 
The spectral capabilities of the Landsat (7,8) and 
Sentinel (1,2) satellite missions complement each 
other, and with their open and cost-free access ar-

chives. The spatial resolution of images can be clas-
sified into three categories in this review: 1) High 
Resolution (HR) sensors (5-30 m), 2) Very High 
Resolution (VHR) sensors (4-m multispectral pixel 
size), and 3) medium to coarse resolution sensors  
(> 60 m multispectral pixel size). Spatial resolution 
is important for various applications. Coarse-resolu-
tion sensors are suitable for large-scale observation, 
but not for characterizing urban in compact zones. 
Very high- and high-resolution sensors help obtain 
more details.

Figure 2. Remote Sensing (RS) processes and elements.

                                                                       a)                               b)
Figure 3. A graphical representation of a) passive versus b) active sensing.

Table 1. Specification of the common remote satellites/sensors’ specifications [8].

Mission Properties Sentinel-2 Landsat 7 Landsat 8 MODIS
Spatial resolution (m) 10, 20, 60 (15), 30, 60 (15), 30, 100 250, 500, 1000
Temporal resolution (days) 2-3 16 16 1-2
Spectral resolution 13 bands 8 bands 11 bands 25 bands
Radiometric resolution 12-bit 8-bit 16-bit 12-bit
Swath width (km) 290 185 185 2330
Wavelength range (nm) 442-2186 450-12,500 433-12,500 459-2155
Supported study area scale local, national national, regional national, regional national, regional
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3. History of deep learning
This section discusses the most frequently DL 

architectures, including Convolutional Neural 
Networks (CNNs) [9], Recurrent Neural Networks 
(RNNs), Long Short-Term Memory (LSTM) [10], En-
coder-Decoders (EDs) [11], and Generative Adversar-
ial Networks (GANs) [12]. Numerous upgrades have 
been proposed in response to the sudden popularity 
growth of DL, including capsule networks, atten-
tions, and deep belief networks. It is worth noting 
that in some instances, DL models are trained from 
scratch on new datasets (given the appropriate qual-
ity and amount of labelled data). However, transfer 
learning [13,14] is frequently employed to deal with in-
completely labelled datasets. As illustrated in Figure 
4, DL-based architectures were classified into eight 
groups based on their primary technical contribu-
tions.

Figure 4. Deep learning architecture taxonomy.

3.1 CNN architectures

CNN family has grown since 2012, AlexNet [15] 
was presented at the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC). A standard CNN 
composes of three types of layers: i) convolutional 
layer, where filter (kernel) of weights is convolved 
to extract feature maps; ii) nonlinear layers, which 
apply an activation function on feature maps (usually 
elementwise) to enable the modeling of non-linear 
functions by the network; and iii) pooling layers, to 
reduce feature map spatially based on statistical in-
formation (mean, max, etc.) of a neighborhood.

Convolutional layer [16]: The input (image) is 
convolved then the result is passed to the next layer. 
Convolutional layers require four main pieces of 
information (filter size, number of filters, stride, and 

padding). The obtained result is a number of abstract 
feature maps equal to the number of used filters.

Pooling layer: A spatial reduction to the feature 
maps to minimize CNN parameters. The pooling 
layer has no impact on volume depth [9]. The most 
frequent approaches are max and average pooling [10]. 

Fully Connected Layer: A typical Multilayer per-
ceptron (MLP) that transfers 2-D feature maps to 
1-D vectors [11]. Figure 5 shows that adding more pa-
rameters does not always improve precision [12]. The 
following sections investigate CNNs from a broader 
perspective.

Figure 5. Summary of deep learning in terms of architecture, 
parameters, top-1 accuracy [12].

Vintage CNN architectures
Vintage CNN architectures include: AlexNet [15],  

ZFNet [17] and VGGNet [18] named after Alex 
Krizhevsky, Zeiler and Fergus, Visual Geometry 
Group [13], as shown in Figure 6. AlexNet is regard-
ed as the root of CNN architectures family. The three 
vintage networks share a similar architecture called 
“template”: Stacking convolution with non-linear 
activation followed by pooling layers to extract hi-
erarchical features from an input image and ending 
with a fully connected classifier head [14]. The model 
provides and predicts the probability for each possi-
ble class based on the extracted features. To sum up, 
the main contribution of vintage architectures can be 
summarized as follows:

● Consisting of multiple convolutions to boost 
feature depth and scaling methods such as 
pooling with stride 2 to reduce the resolution.

● Activating the ReLU after convolutional lay-
ers speeds up backpropagation using stochas-



38

Journal of Environmental & Earth Sciences | Volume 05 | Issue 01 | April 2023

tic gradient descent.
● A wide range of deep networks were created 

by repeated building blocks such as VGG-19.

Inception family
In 2015, Google introduced a novel architecture 

called GoogLeNet which considered a starting point 
of the Inception Family and sometimes called Incep-
tion-V1. The network was built on VGG architecture 
in which, the Inception modules (see Figure 7a) with 
occasional max pooling to reduce the dimension (see 
Figure 7b) are stacked after the stem of the first con-
volutions. A typical Inception module is composed of 
parallel convolutions of various kernel sizes and max 
pooling which results in a variety of different feature 
maps (see Figure 7b). Various updated Inception 
versions were proposed [19-21] to boost performance 
using the revised sparsely connected topologies. To 
sum up, the Inception Family proposed a significant 
update to classical CNN as follows:

● Bottleneck designs and complex building 
block structures.

● Batch normalization to enable faster training 
via stochastic gradient descent.

● Factorization of convolutions in space and 
depth.

ResNet family 
Despite their better representational ability, deep-

er neural networks are hard to train due to the van-
ishing gradient problem. As a result, the network’s 
performance degrades dramatically as it becomes 
deeper. ResNet [22] was designed to facilitate training 
deeper neural networks and overcome the vanishing 
gradient problem. As shown in Figure 8, the primary 
idea of ResNet is to introduce an “identity shortcut 
link” that bypasses one or more layers (see Figure 
8a). ResNet adheres to the VGG design principles 
while adding an identity shortcut in the residual 
module. Tuning a hyper-parameter is pointless be-
cause there isn’t one. The pros of ResNet [23] include 
a) Training speed up, b) Improving the performance 
of classification. c) Release the power of a deeper 
neural network.

                                  a)                                                                      b)                                                                   c)

Figure 6. Conceptual overview of the three Vintage Architectures: a) AlexNet [15], b) ZFNet [17], c) VGG-16 [18].

                            a)                                                                                          b)

Figure 7. Conceptual overview of a) Inception module and b) Inception V-1 architecture.
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The architecture of ResNet has been widely in-
vestigated due to its popularity among researchers. 
A slew of innovative ResNet-based architectures 
has been revealed such as ResNeXt [23], SENet [24], 
SKNet [25] and ResNeSt [26].

Recent convolutions architecture
Despite their computational overhead, Vintage 

CNNs have shown exceptional performance in RS 
applications [19]. CSPNet was developed by Wang 
et al. [27] to reduce duplicate gradient information in 
the network and hence reduce inference costs. The 
CSPNet design reduces parameter count, increases 
CPU use, and reduces memory footprint [20]. CSPNet 
was adopted in many generic architectures such as 
ResNet [21], ResNeXt [24], DenseNet [23], and Scaled-
YOLOv4 [26]. The CSPNet network reduces compu-
tations by 10%-20% while preserving or boosting 
accuracy in various recent detector types, mobile and 
edge devices.

Typically, the modification of the network in any of 
the three dimensions (depth, width, and resolution) im-
pacted its performance. For example, increasing model 
depth helps capture more complex characteristics, but 
the model tends to become harder to train. Similarly, 
increasing network width captures fine-grained data but 

not high-level information. EfficientNet [28] is a simple 
architecture that uses a compound coefficient to uni-
formly scale all three dimensions. Table 2 compares 
different deep learning models in terms of a number of 
parameters, accuracy.

3.2 Recurrent Neural Networks (RNNs) and 
Long Short-Term Memory (LSTM)

Recurrent Neural Networks (RNNs) [29] are exten-
sively employed to process temporal data (speech, 
text, and videos) where data at each time is depend-
ent on prior data. While CNNs were a natural fit for 
2D images, RNNs are very effective for modeling 
short/long-term pixel dependencies to enhance fea-
ture map estimation. Using RNNs, pixels may be 
linked together and processed sequentially to model 
global contexts and improve classification and seg-
mentation. RNNs are unable to connect the relevant 
information. To handle the “long-term dependencies, 
Long Short-Term Memory (LSTM) [30,31] was pro-
posed, an end-to-end Attention Recurrent Convolu-
tional Network (ARCNet) was introduced to help 
focus on important high-level features in order to 
improve classification results. 

A cascaded RNN [32] model was proposed using 

                                    a)                                                                                                                    b)

Figure 8. Conceptual overview of a) residual module and b) ResNet-50 architecture.

Table 2. A comparison of CNN architectures.

Year Model Layers Top-1 acc% Parameters (Millions)
2012 AlexNet 7 63.3 62.4
2014 VGG-16 16 73 138.4
2014 GoogLeNet 22 - 6.7
2015 ResNet-50 50 76 25.6
2016 ResNeXt-50 50 77.8 25
2019 CSPResNeXt-50 [27] 59 78.2 20.5
2019 EfficientNet-B4 160 83 19
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gated recurrent units to explore discriminative fea-
tures from Hyperspectral Images (HSIs). The RNN 
layers help in eliminating redundant information 
between adjacent spectral bands and learning com-
plementary information from nonadjacent spectral 
bands. An end-to-end trainable Recurrent Convo-
lutional Neural Network (ReCNN) [33], architecture 
was introduced for change detection in multispectral 
images. The proposed architecture combined convo-
lutional and recurrent neural networks to extract rich 
spectral-spatial feature representations and evaluate 
temporal dependency. A Siamese network based on 
a multi-layer Recurrent Neural Network (RNN) (Si-
amCRNN) [34], was designed to handle multisource 
multitemporal images to detect changes. SiamCRNN 
is an integration of three subnetworks: Deep Siamese 
Convolutional Neural Network (DSCNN), multi-
ple-layers RNN (MRNN), and Fully Connected (FC) 
layers.

A Gated Recurrent Multi-Attention Neural Net-
work (GRMA-Net) [35], was proposed to collect spa-
tial informative features sequences from multi-spec-
tral images afterward fed to a Deep-Gated Recurrent 
Unit (GRU) to capture long-range dependency and 
contextual relationship.

3.3 Fully convolutional neural network

To achieve a pixel-based classification, segmen-
tation approaches based on a Fully Convolutional 
Network (FCN) were proposed [36]. FCN, inspired 
by VGG architecture (see Figure 9a), contains three 
fundamental layers: Multi-layer convolution, decon-
volution, and fusion. The fully connected layer in 
VGG was replaced by Convolutional layers. To com-
pute a score for each class, a 1 × 1 convolution is 
adopted. The output is smaller than the input image 
due to pooling procedures after the convolutional 
layers. Deconvolution is used to bilinearly upsam-
ple these coarse outputs to regain the original image 
size. It works similarly to convolution but “enlarges” 
the input by padding the matrix and combining parts 
within a deconvolution filter. The deconvolution 
stride is inversely proportional to the upsampling 
factor. Deconvolution produces a scaled label seg-

mented image. Although deconvolution recovers the 
original image’s size, the class scores are diluted, 
and features are lost. To create the final segmenta-
tion, a skip architecture combines semantic informa-
tion collected from a deep layer with location details 
from its preceding levels. The upsampled deep layer 
is added element-by-element to the shallow layer 
output. 

3.4 Encoder-decoder and auto-encoder models

U-Net [37] (see Figure 9b) was originally designed 
to segment biological images. It consists of two 
symmetric blocks namely: the encoder and decoder. 
The encoder network is constructed on the basis of 
the FCN architecture to capture image features map. 
The decoder network, on the other hand, upsampled 
the derived feature map while lowering the number 
of filters. The encoder block of the original U-Net 
design comprises two 3 × 3 convolutions and a 2 × 
2 max pooling operation with stride 2 in the encod-
er block. As a result, the feature map is gradually 
downsampled while the number of feature channels 
is increased. Correspondingly, the decoder block 
gradually raises the spatial resolution by up-sampling 
the feature map at each step, and then applies 2 × 2 
convolution (“up-convolution”) to lower the number 
of feature channels. To further reduce information 
loss, at each step of the decoder, the up-sampled 
feature map is concatenated with high-resolution 
features from the corresponding step of the encoder 
to avoid information loss. This is followed by two 
consecutive 3 × 3 convolutions that halve the feature 
map channel dimension. Finally, a 1 × 1 convolution 
is employed in the decoder’s output to map the fea-
ture vector of each pixel to the appropriate number 
of classes, producing a pixel-wise mask. 

SegNet [38] (see Figure 9c) incorporates two 
sub-networks: encoder and decoder. The encoder 
network uses convolution and max pooling to extract 
features, similar to FCNs. This network’s deeper 
layer extracts semantic meanings. SegNet maintains 
the element index (i.e., the location of an element 
within the filter window) and uses it in the decoder 
network’s upsampling process. Like the encoder net-
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work, the decoder network is symmetric. It translates 
low-resolution features to higher-resolution ones 
using convolutions and guided upsampling with the 
encoder network’s pooling index. For example, a 
2 × 2 low-resolution feature map becomes a 4 × 4 
zero-filled matrix. This reuse of the pooling index 
improves boundary precision and recovers spatial 
information. Unlike U-Net, SegNet does not feed ex-
tracted features to decoders, which are then concate-
nated into upsampled feature maps.

DeepLab [39] (see Figure 9d) applies “Atrous 
convolution” with upsampled filters for dense fea-
ture extraction. Furthermore, Atrous spatial pyramid 
pooling encodes objects and visual context at many 
scales. The authors used deep convolutional neural 
networks and fully connected conditional random 
fields to yield semantically correct predictions and 
comprehensive object segmentation maps.

3.5 Deep belief network

The Deep Belief Network (DBN) [40], shown in 
Figure 10, is a subtype of Deep Neural Network 
made up of stacked layers of Restricted Boltzmann 
Machines (RBMs). It is a generative model that 
Geoffrey Hinton introduced in 2006 [41]. DBN may 
be used to solve unsupervised learning problems in 
order to reduce the dimension of features, as well 
as supervised learning tasks in order to construct 
classification or regression models. Two phases are 
required to train a DBN: Layer-by-layer training 
and fine-tuning. The terms “layer-by-layer training” 
relate to the unsupervised training of each RBM, 
while “fine-tuning” refers to the employment of error 
back-propagation techniques to fine-tune the parame-
ters of the DBN following the unsupervised training. 

Hinton suggested stacking RBMs on top of each 
other to train DBN quickly. During training, the low-
est level RBM learns the data distribution. By sam-
pling the previous hidden layer’s hidden units, the 
following RBM block learns high-order correlation 
between them. This is done for each concealed layer 
up to the top. 

a)

b)

c)

d)

Figure 9. Fully CNN architecture a) FCN-8, b) UNet, c) SgNet, 
and d) DeepLab.

Figure 10. Graphical abstract of deep belief neural network.



42

Journal of Environmental & Earth Sciences | Volume 05 | Issue 01 | April 2023

3.6 Graph	Neural	Network	(GNNs)

Graph, a data structure, represents a set of objects 
(nodes) and their connections (edges). Recent studies 
on graphs with machine learning have gained popu-
larity due to their ability to represent a wide range of 
systems in different fields such as social science, nat-
ural science (physical systems) and protein-protein 
interaction networks [42]. Graph analysis is adopted 
for non-Euclidean data format in machine learning. 
Typical CNNs operate only with standard Euclidean 
data like images (2-D grids) and text (1-D sequenc-
es). Therefore, Geometric DL is the extension of 
deep neural models to the non-Euclidean setting. Re-
cently, Graph Neural Network (GNNs) has recently 
gained popularity due to their superior performance.

Conventional CNNs are inefficient at handling 
spatial vectors. However, it can only be modeled as 
graph structures. First graph Fourier transform and 
convolution theorem [43], were adopted to convert 
vector data from the vertex domain into a point-
wise product in the Fourier domain. Then, a Graph 
Convolutional Neural Network (GCNN) model was 
introduced for building pattern classification. The 
obtained results confirmed a satisfactory result in 
identifying regular and irregular building patterns. 
A further improvement could be considered in the 
potential analysis of graph-structured spatial vector 
data. In their pioneer work [44], a novel two-stream ar-
chitecture combining global visual and object-based 
location features is established to enhance feature 
representation capabilities. First, CNN was used to 
extract visual features from a scene image. To learn 
spatial position attributes of ground objects based on 
GCN. The proposed architecture examines object de-
pendencies in remote sensing scene classification for 
hyperspectral data. 

An attempt to tackle multi-label RS image classi-
fication. This research provides a revolutionary DL-
based framework called MLRSSC-CNN-GNN [45]. 
Basically, CNN is used to learn visual perception and 
create high-level appearance attributes. Each scene 
graph is built using the trained CNN, with nodes rep-
resenting super-pixel portions of the scene. The mul-
ti-layer-integration Graph Attention Network (GAT) 
model is proposed to handle Multi-Label Remote 
Sensing Image Scene Classification (MLRSSC), 
where the GAT is one of the latest advancements in 
GNN. Extensive trials on two public MLRSSC da-
tasets show that the proposed approach outperforms 
other approaches. 

Several Graph Convolutional Networks (GCNs) [46], 
were investigated to analyze RS images to better 
understand their semantics which could be effective 
in land cover mapping. The simplification of the 
complexity, and the optimal control of the number of 
influential neighbors of the nodes were serious chal-
lenges. 

High-order graph convolutional network was 
adopted for remote sensing scene categorization 
(H-GCN) [47]. During CNN feature learning, the pro-
posed method incorporates an attention mechanism 
to focus on critical image components. An advanced 
graph convolutional network is used to analyze class 
dependencies (see Figure 11). An attentive CNN 
feature from each semantic class describes each node 
in the graph. It is possible to obtain a more inform-
ative representation of nodes by blending neighbour 
information of nodes in different orders. The dis-
criminative feature representation for scene classi-
fication eventually combines H-GCN and attention 
CNN node representations. A summary of the current 
application of GNN in the RS domain is illustrated 
in Table 3.

Table 3. A summary of GNN for image analysis applications.

ApplicationArchitectureSummary

Object detectionGraph Attention NetworkIn object detection, and region classification. GNNs are used 
to calculate interested features, and region classification 
respectively.

Object detectionGraph Neural Network
ClassificationGraph CNN
Semantic 
Segmentation

Graph LSTM/Gated Graph Neural Network /
Graph CNN/Graph Neural Network

In Semantic segmentation, GNN is utilized to handle regions in 
images which are often not grid-like and need non-local information

https://www.sciencedirect.com/topics/computer-science/convolution-theorem
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3.7 Generative	Adversarial	Networks	(GANs)

Generative adversarial networks (GANs) [48], 
were presented as a novel technique for general 
data samples that simulate the original data distribu-
tion. Typically, GAN network is comprised of two 
sub-networks: Generative (G) and Discriminative 
(D). The Generative Network (G) maps a nonlinear 
function between random vectors and the desired 
image space. Under other conditions, the Discrimi-
native Network (D) differentiates whether the pro-
duced data belong to the probability distribution of 
real data. Theoretically, GANs are built upon a game 
theoretical scenario whereas the generator had to 
compete against a discriminator [40].

Figure 12 depicts a GAN general structure. The 
generator network (G) directly generates samples 
shares training data distribution using random noise 
(v). The discriminator network (D) seeks to distin-
guish between samples from the training data and 
those from the generator. While the discriminator D is 
taught to maximize 
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Figure 12. A typical GAN architecture in classification context.

To tackle hyperspectral challenges, the authors 
presented the Caps-TripleGAN framework [49], that 
integrated generative adversarial and CapsNet. The 
proposed end-to-end framework utilized a 1-D struc-
ture for sample generation. Another work introduced 
adversarial learning and the Variational Autoencoder 
(VAE) [50] was integrated to effectively classify hy-
perspectral imagery. The proposed method employed 
a conditional variational autoencoder with an adver-
sarial training process to produce a spectral sample.

Since the introduction of GANs different types 
had been proposed such as conditional GAN. The 

Figure 11. Scene classification framework of [47] method.
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authors offer new sample weighting and class adver-
sarial training algorithms that combine SAR comple-
mentary characteristics [51]. A distribution and struc-
ture match auxiliary classifier generative adversarial 
network (DSM-ACGAN) was built. In DSM-AC-
GAN class adversarial training, statistical distribu-
tion and spatial structure are concurrently explored. 
DSM-ACGAN, on the other hand, uses real SAR 
image features to train generative models for each 
category. However, it also instructs the discrimina-
tor to capture both statistical and structural aspects. 
Class adversarial processing increases discriminative 
feature learning and adds to classification. It is also 
possible to generate class-balanced samples.

An improved GAN framework incorporated 
with Autoencoder (AE) to extract features advances 
semi-supervised and unsupervised learning [52]. The 
extracted features are combined with Multi-Clas-
sifier (MC) for better context classification. SAR 
multi frequency bands (L, C and X-bands) were ef-
fectively classified demonstrating the superiority of 
the proposed framework in terms of training stability 
and mode preservation. The authors presented GAN 
for land cover classification for different sources. 
The proposed GAN utilized FCN network for pixel 
classification of land covers [53]. A sea fog detection 
approach using Super-Pixel-Based Fully Convolu-
tional Network (SFCNet) [54], named SFCNet was 
introduced. A fully connected Conditional Random 
Field (CRF) model was integrated to map the pixels’ 
dependencies. 

3.8 Attention-based models

Recently, attention has become a key term in DL 

architectures thanks to its ability to simulate human 
biological systems by focusing on distinct sections 
when processing enormous volumes of data. This 
section provides an overview of recent attention 
models. So far, DL has been difficult to interpret due 
to the lack of interpretability in practical and ethical 
concerns. The attention mechanism [55,56] helps to 
give distinct information with varying weights. Giv-
ing larger weights to important data draws the DL 
model’s attention to it. Typically, existing attention 
models can be categorized based on four criteria: 
Softness of attention, input feature types, input rep-
resentation, and output representation (see Figure 
13). 

Accordingly, attentions are grouped in the RS 
domain [57] into two main types namely: Channel and 
spatial, as shown in Figure 14. A new deep learning 
framework, named aTtentive weAkly Supervised 
Satellite image time sEries cLassifier (TASSEL) [58], 
was introduced to tackle time series land cover map-
ping. The proposed framework utilizes multifarious 
information instead of aggregating item statistics 
via the integration of graph attention mechanism 
and self-attention mechanism. A Spectral-Spatial 
Self-Attention Network (SSSAN) for HSI classifi-
cation was proposed [59]. The proposed architecture 
is composed of two subnetworks namely spatial and 
spectral. The spatial self-attention module is integrat-
ed into the spatial subnetwork to enrich patch-based 
contextual information about the center pixel. On 
the other hand, a spectral self-attention module was 
integrated into the spectral subnetwork to take use 
of long-range spectral correlation over local spectral 
features. 

Figure 13. Several typical approaches of attention mechanisms [56].



45

Journal of Environmental & Earth Sciences | Volume 05 | Issue 01 | April 2023

Figure 14. A simple illustration of the channel and spatial atten-
tion types/networks, and their effects on the feature maps [57].

3.9 Deep learning optimization techniques

Traditional machine learning has traditionally 
avoided the general optimization complexity by 
carefully crafting the objective function and con-
straints to ensure the convexity of the problem of 
optimization. In training neural networks, the gener-
al no-convex situation had to be addressed. This sec-
tion outlines the most influential challenges involved 
in optimizing deep model learning such as:

Local Minima: The grandfather of all optimi-
zation problems. The local minima is a permanent 
challenge in the optimization of any deep learning 
algorithm. The local minima problem arises when 
the gradient encounters many local minimums that 
are different and not correlated to a global minimum 
for the cost function. 

Inexact Gradients: Many deep learning models in 
which the cost function is intractable force an inexact 
estimation of the gradient. In these cases, the inexact 
gradients introduce a second layer of uncertainty in 
the model.

Flat Regions: In deep learning optimization mod-
els, flat regions are common areas that represent 
both a local minimum for a sub-region and a local 
maximum for another. That duality often causes the 
gradient to get stuck.

Local vs. Global Structures: Another very com-
mon challenge in the optimization of deep learning 

models is that local regions of the cost function don’t 
correspond with its global structure producing a mis-
leading gradient.

The most popular optimization method for deep 
learning is Stochastic Gradient Descent (SGD) [60]. 
The gradient estimates downwards. The learning rate 
is an important element in SGD. The learning rate 
must be decreased gradually in practice. The learn-
ing rate is one of the most difficult hyperparameters 
to establish in neural networks since it affects model 
performance. It uses a heuristic method to modify in-
dividual model parameter learning rates during train-
ing [61]. The concept is simple: If the partial deriva-
tive of the loss is positive, the learning rate should 
be positive. This should slow learning if the partial 
derivative changes sign. Examples include Adaptive 
Gradient Algorithm (AdaGrad), Root Mean Square 
Propagation (RMSProp), and Adaptive Moment Es-
timation (Adam). 

The AdaGrad algorithm individually adapts all 
model parameters to their learning rates by inversely 
proportionally scaling them to the square root of the 
sum of all the squared historical gradient values [62].  
The parameters with the largest partial derivatives 
of the loss decreased their learning rate rapidly 
while the parameters with small partial derivatives 
decreased their learning rate slowly. The RMSProp 
algorithm [63] modifies AdaGrad to improve non-
convex performance by changing the accumulation 
of gradients to an exponentially weighted moving 
average. In a convex function, AdaGrad is designed 
to converge rapidly. Empirically, RMSProp has been 
shown to be an efficient and practical optimization 
algorithm for deep neural networks. Another adap-
tive algorithm for optimizing the learning rate is 
Adam [64].

4. Deep learning in remote sensing
As mentioned before, RS image classification is 

not limited to classification approaches, but extended 
to image segmentation, and object detection. This 
section discusses the recent efforts introduced by RS 
scientists.



46

Journal of Environmental & Earth Sciences | Volume 05 | Issue 01 | April 2023

4.1 Image classification

Recent efforts had successfully generalized to 
boost the performance of vintage CNNs in remote 
sensing classification problems. However, the insuf-
ficient number of labelled remote sensing and the 
complex nature of remote sensing imageries are still 
considered a limitation to supers the CNN perfor-
mance in the remote sensing domain. Transfer learn-
ing, fine-tuning and ensemble learning were popular 
strategies to alleviate this limitation. 

Xie et al. presented a scale-free CNN (SF-CNN) 
model for remote sensing scene classification [65]. 
The proposed architecture effectively overcomes the 
problem of fixed-size input images for pre-trained 
CNN architecture. The proposed model contains two 
main components: Fully Convolution Layers (FCLs) 
and an extra Global Average Pooling (GAP) layer. 
Experiments conducted on real data sets showed the 
superior performance of the proposed model com-
pared with other classification methods. 

In an end-to-end Feature Aggregation CNN 
(FACNN) was presented that utilized the interme-
diate features. The pre-trained VGG-16 model was 
adopted as a backbone to extract the intermediate 
features and then fed to the feature encoding module. 
To obtain discriminative scene representation, the 
classic SoftMax classifier is employed to obtain the 
semantic labels from the scene representations. An 
end-to-end learning model called Skip-Connected 
Covariance (SCCov) network was introduced for 
scene classification [66]. Skip connections and covari-
ance pooling are embedded into the traditional CNN 
model. To achieve a more representative feature, 
skip connections architecture allows multi-resolution 
feature maps to combine together, and the covariance 
pooling to fully exploit the second-order information 
contained in such multi-resolution feature maps. The 
proposed architecture has only 10% of the param-
eters used by its counterparts. Experimental results 
demonstrate the effectiveness of the proposed model 
compared with the state-of-the-art techniques. 

Fang et al. [67] introduced a feature representation 
method that incorporates frequency domain with 
traditional space domain. A weight spatial pyramid 

matching scheme was investigated to improve the 
performance of classification [68]. Several experi-
ments on benchmark datasets demonstrate the superior 
performance of the proposed algorithm. Liu et al. intro-
duced Siamese CNN, which combined the identifi-
cation and verification models of CNNs. In addition 
to a metric learning regularization term imposed 
through CNNs to enforce more robust with the Sia-
mese networks [69]. 

A bidirectional adaptive feature fusion strategy 
was investigated [70]. Deep features and the SIFT fea-
tures were extracted using CNN and SIFT filters re-
spectively, then fused both features to obtain a more 
discriminative representation and overcome the scale 
and rotation variability with the usage of the SIFT 
feature. Zhang et al. [71] proposed a new architecture 
named CNN-Caps Net. The proposed architecture 
has two parts. The first part is a pre-trained VGG-16 
whose intermediate convolutional layer is utilized as 
a primary feature extractor. In the second part, the 
extracted features are fed into CapsNet. To overcome 
the scarcity of labelled samples, unsupervised learn-
ing-based generative adversarial networks [72] were 
introduced to generate training samples instead of 
augmentation techniques.

4.2 Image segmentation

Various efforts had been conducted to integrate 
the recent DL semantic segmentation techniques in 
the RS domain. DL image segmentation models in 
computer vision have been on the rise since 2014, as 
seen in Figure 15. An adaptive mask Region-based 
Convolutional Network (Mask-RCNN) [73] is devel-
oped for multi-class object detection in remote sens-
ing images. Data augmentation, and transfer learning 
were used to address a variety of scales, sizes, and 
densities of remote-sensing objects. Another effort 
was developed [74], to extract crops from satellite im-
ageries based on Mask RCNN. A road segmentation 
approach based on DeepLab v3 [75] was proposed by 
incorporating Squeeze-and-Excitation (SE) module 
in order to apply weights to different feature chan-
nels and performs multi-scale upsampling to pre-
serve and fuse shallow and deep information. Unbal-



47

Journal of Environmental & Earth Sciences | Volume 05 | Issue 01 | April 2023

anced road samples problem in RS images, different 
loss functions and backbone network modules were 
evaluated during training. 

Acone karst landscape identification based on 
DeepLab V3+ network [76] was proposed for mul-
ti-source data. Optical images and DEM data were 
used to generate the training samples. The input 
module of DeepLab V3+ network was altered in or-
der to handle a four-channel image. 

4.3 Object detection

Extensive studies have been devoted to studying 
object detection in optical and SAR images [79]. Figure 
16 illustrated the history of DL image object detection 
models in computer vision since 2014. Many research-
ers in the RS domain are using the R-CNN pipeline to 
recognize various geographical items in remote sensing 
imageries due to its superior performance in detecting 
natural scene image objects [77-79]. 

The authors [66,80] integrated a rotation-invariant 
CNN within the R-CNN framework for effective 
multi-class geospatial object detection. To further boost 
state-of-the-art of object detection. A novel strategy 
to train the CNN model called (RIFD-CNN) [81], was 
proposed by applying a rotation-invariant regularizer 
and a fisher discrimination regularizer. To accom-

plish precise localization of geospatial objects in HR 
images. Long et al. proposed an RCNN-based Un-
supervised Score-Based Bounding Box Regression 
(USB-BBR) technique [78]. Despite the fact that the 
aforementioned strategies have shown to be effective 
in the RS community, they are nonetheless time-con-
suming since these methods rely on human-designed 
object  proposal-generating methods, which con-
sume the majority of running time. Furthermore, the 
quality of region suggestions developed based on 
hand-engineered low-level characteristics is poor, 
resulting in poor object identification performance.

Several studies extended the architecture of Fast-
er R-CNN to the earth observation community [82-88]. 
For instance, Li et al. [84] developed a rotation-insen-
sitive Region Proposal Network (RPN) by inserting 
multi-angle anchors into the existing RPN based on 
the Faster RCNN pipeline.

A double-channel feature combination network 
is also meant to learn local and contextual properties 
to address appearance uncertainty. Zhong et al. [85] 
used PSB to improve the quality of generated region 
proposals. For object detection, the suggested PSB 
framework featured FCN [36] based on the residual 
network [22]. The authors proposed a deformable 
CNN to model object changes in which non-maxi-
mum suppression [88,89] bound was established by as-

Figure 15. Timeline of representative DL-based image segmentation algorithms.
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pect ratio to eliminate misleading region proposals. 
To increase vehicle detection accuracy, the au-

thors presented a Hyper Region Proposal Network 
(HRPN) to locate vehicle-like regions [90]. Although 
applying region proposal-based methods such as 
R-CNN, Faster R-CNN, and its variations to rec-
ognize geographical objects in Earth observation 
photos shows tremendous promise, amazing efforts 
have been made to explore other deep learning-based 
methods [91-95]. To determine object centroids, a ro-
tation-invariant method [95] was employed based on 
super-pixel segmentation to build local patches, deep 
Boltzmann machines to construct high-level feature 
representations of local patches, and finally a series 
of multi-scale Hough forests to cast rotation-invari-
ant votes. To detect ships, Zou and Shi [96] employed 
a singular value decompensation network to create 
ship-like regions, followed by feature pooling and a 
linear support vector machine classifier. While this 
detection approach is intriguing, the training method 
is cumbersome and slow. 

Recently, some studies have attempted to trans-
late regression-based object detection approaches de-
veloped for natural scene images to remote sensing 
images. Tang et al. [94] used a regression-based object 
detector to detect vehicle targets. Specifically, the de-
tection bounding boxes are generated by adopting a 
set of default boxes with different scales per feature 
map location. Moreover, for each default box the 
offsets are predicted to better fit the object shape. Liu  
et al. [92] adopted a single-shot multi-box detector 

(SSD) framework but replaced the traditional bound-
ing box with a rotatable bounding box from [97], in 
order to help to estimate objects despite their orien-
tation angles. Liu et al. [93] developed an effective 
approach to detect arbitrary-oriented ships based on 
YOLOv2 architecture. 

In addition, hard example mining [90,94], transfer 
learning [83], multi-feature fusion [98], and non-maxi-
mum suppression [89] are widely designed for geospa-
tial object detection and enhance the performance of 
computer vision deep learning-based approaches [82]. 
The current stream of deep learning-based methods 
(e.g., R-CNN, Faster R-CNN, SSD, etc.) has prov-
en substantial achievement in detecting geospatial 
objects. Earth observation photographs vary con-
siderably from natural scene images, particularly in 
terms of rotation, scale variation, and complex and 
cluttered backgrounds [87]. 

4.4 Training strategies 

A deep Convolutional Neural Network (CNN) 
can be challenging to train from scratch since it 
requires a significant quantity of labelled training 
data and much skill to guarantee that the network 
converges properly. Typically, feature extraction and 
fine-tuning of an already pre-trained network are po-
tential options to be considered in RS (Figure 17).

Feature Extraction: The pre-trained CNN is em-
ployed as a feature generator. Specifically, an input 
image is fed to the pre-trained CNN, which then ex-

Figure 16. Timeline of progress of deep learning object detection methods.
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tracts features from a specific layer of the network. 
The features are utilized to train a new pattern clas-
sifier. In another word, to transfer knowledge from 
one model to another with no training involved, the 
feature extraction technique is considered the key to 
learning features from a pre-trained model and train-
ing another (much smaller model) in order to achieve 
an outstanding result in a short amount of time.

Fine-Tuning: The weights of the early convolu-
tion layers are freezing while fully connected layers 
may be replaced with a new logistic layer relative to 
the application in hand. A labeled dataset is adopted 
to train the model while lowering the learning rate.

Figure 17. A comparison between feature extraction and 
fine-tuning training strategies.

4.5 Loss functions

Typically, the loss functions applied in image 
classification problems are categorized into distribu-
tion-based losses (minimize dissimilarity between 
two distributions), and region-based losses (minimize 
the mismatch or maximize the overlap regions be-
tween the two images) [99,100]. A common practice is 
to evaluate a small subset of the available loss func-
tion to avoid the impracticability of experimenting 
with all available loss functions. 

Several studies compared the performance of 
different loss functions namely: Cross-entropy loss, 
focal loss, Tversky loss, dice loss, and contrastive 
loss to evaluate their performance in RS datasets. 
One can conclude that contrastive loss and weighted 
combined loss are widely used in RS applications 
due to the complex distribution of objects and their 
imbalance nature. Figure 18 depicted the famous 

distribution-based, region-based, and compound loss 
functions adopted in DL for the RS domain.

Figure 18. The famous distribution-based, region based, and 
compound loss functions.

4.6 Performance evaluation

Typically, the preparation of training examples 
is generally challenging as it requires significant 
labor and time to evaluate the DL performance mod-
el. Various evaluation metrics were employed that 
are commonly used in classification problems as 
described in Table 4. Typically, True positive (TP), 
False Negative (FN), False Positive (FP) and True 
Negative (TN).

Table 4. Classification evaluation metrics.

Evaluation metric Value

True Positive Rate (TPR)
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5. Deep learning challenges in remote 
sensing domain

Undoubtedly, RS image classification has bene-
fited tremendously from DL models. DL approaches 
have suppressed human-level accuracy. This section 
discusses the exciting challenges to tackle.
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5.1 Uncertainty	and	balance between accuracy 
and efficiency

Models should establish their trustworthiness. The 
proposed models in the RS domain should utilize 
Bayesian/probabilistic inference to explicitly describe 
and propagate uncertainty. Identifying and treating ex-
trapolation is also important. The contradiction between 
the accuracy and efficiency obtained from the models 
is considered a major challenge. The models with good 
efficiency (e.g., SegNet and ENet) fail to provide suffi-
ciently accurate results in the RS domain. 

5.2 Dependency on high-quality training data

To achieve acceptable accuracy, high-quality 
training datasets are required. However, collecting 
high-quality training data (sufficiently labeled on 
pixel-level annotation) is considered a hard and 
time-consuming task that depends on human labor.

5.3 Domain gap across different datasets

A domain gap is derived from the fact that typi-
cal deep learning models were introduced for vision 
tasks. The complexity of RS data impacts model per-
formance in almost all RS applications. Since differ-
ent datasets are created for different RS applications, 
they may differ in class number, scene look, dataset 
size, object size, etc. In this case, the discrepancies 
widen the distance between heterogeneous areas. 
Therefore, RS are encouraged to consider different 
techniques (transfer learning, data augmentation, 
etc.) to overcome the domain gap issue when apply-
ing DL models in their applications.

6. Recent deep learning advances in 
remote sensing domain

This section introduces several promising re-
search directions to advance RS image classification 
algorithms.

6.1 Reinforcement learning

Reinforcement learning (RL), is an area of Ma-

chine Learning, which involves taking suitable ac-
tion to maximize reward in a given scenario. It is 
employed by various software and machines to find 
the best possible behavior or path it should take in 
a specific situation. Reinforcement learning differs 
from supervised learning in a way that in supervised 
learning the training data has the answer key with 
it, so the model is trained with the correct answer 
itself whereas in reinforcement learning, there is no 
answer but the reinforcement agent decides what 
to do to perform the given task. In the absence of a 
training dataset, it is bound to learn from its expe-
rience. Combining HR images with machine learn-
ing [101], enables the scientist to address the poverty 
mapping problem. However, HR images come with 
costs and limits of scalability. RL may be utilized in 
combination with free low-resolution photography 
to dynamically identify where to gather expensive 
HR imagery, before doing deep learning on the HR 
images. Another work was introduced to utilize rein-
forcement learning in searching optimized parame-
ters of deep learning model [102].

6.2 Knowledge distillation

Deep neural network shows a staining perfor-
mance at the research level. However, its deploy-
ment is troublesome to utilize in limited hardware or 
in real-world environments due to the high computa-
tional cost and the required massive volumes of labe-
led data in training. To address the above problems, 
several model compression methods were studied 
to transfer the knowledge from complex architec-
ture neural networks to compact lightweight models 
while sustaining performance [103]. 

Neural network compression is categorized into 
four main groups: Pruning and quantization [104], 
low-rank factorization [105], compact convolution fil-
ters [106], and Knowledge Distillation (KD) (Hinton 
et al., 2015). Pruning demands a massive number of 
iterations to converge to eliminate the nonessential 
parameters of the performance. Low-rank factoriza-
tion utilized the matrix decomposition to estimate 
relevant parameters and remove the rest using tensor 
decomposition. Compact convolution filters sub-
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stitute extensive parameter convolution filters with 
lightweight blocks. Finally, KD [103] is a simple yet 
effective approach to transfer or distill the repre-
sentative knowledge from the large neural network 
(teacher) into the thin compressed network (student). 
The main objective of the KD is minimizing the di-
vergence of the probabilistic outputs of teacher and 
student networks. The student network is trained to 
capture the teacher network’s significant representa-
tion. Knowledge distillation [107] has been widely 
adopted by different architectures [108] and learn-
ing tasks [109]. Adversarial methods also have been 
utilized for modeling knowledge transfer between 
teacher and student [108]. 

6.3 More challenging datasets

Several large-scale RS image datasets have been 
created for object-based and pixel-based classifica-
tion. However, more challenging datasets for differ-
ent types of RS images are still required. Datasets 
containing a large number of overlapping objects of 
varying spatial resolutions would be very valuable. 
This can improve training models that are better at 
handling common scenarios in the real-world. Large-
scale 3D RS image collections are in high demand 
because of the increasing popularity of 3D RS image 
datasets. These datasets are more difficult to create 
and effectively annotated compared with their low-
er-dimensional counterparts. Most 3D datasets are 
typically too small, and some are synthetic, therefore 
larger, and more challenging 3D image datasets can 
be extremely valuable.

6.4 Interpretable deep models

Despite the encouraging performance of DL 
modes, several concerns remain. For example, how 
and what do deep models learn? What is a minimal 
neural architecture that can accurately classify da-
tasets? While methods exist to visualize the learned 
convolutional kernels, a detailed analysis of their be-
havior/dynamics is missing. A better understanding 
of the conceptual and theoretical aspects of the mod-
els may lead to improved models tailored to specific 

classification scenarios.

6.5 Weakly-supervised and unsupervised learning

Unsupervised learning and weakly supervised 
(few-shots) are currently hot research topics. Col-
lecting labelled samples for RS pixel-based classifi-
cation is difficult in many application areas. Transfer 
learning, which adopted a trained model on a large 
number of labelled examples (from a public bench-
mark), then fine-tuned on a few samples from a tar-
get application. Self-supervised learning is gaining 
popularity in several areas. Self-supervised learning 
can collect features to train efficient classification 
models with significantly fewer training data. Re-
inforcement learning models may potentially be a 
future approach for RS image classification. 

6.6 Real-time models

Accuracy is considered a significant factor in 
model performance, however many applications 
(autonomous driving, disaster management, and 
land cover mapping) require running in real or near 
real-time. Also, some applications may be installed 
in limited memory and processing setting (mobile 
applications), but to fit them into specific devices, 
such as mobile phones, the networks must be sim-
plified. Dilated convolution models, simpler models, 
and knowledge distillation approaches help speed up 
segmentation models, but there is always room for 
improvement.

6.7 Zero-shot learning

Zero-Shot Learning (ZSL) [110] uses the derived 
intermediate semantic knowledge to detect objects 
that have not been observed during training, which 
potentially extends the ability of machine learning 
algorithms in problem-solving skills. ZSL transmits 
semantic knowledge, making it an excellent comple-
ment to supervised learning. Thus, ZSL may learn to 
detect novel unseen classes that have no training ex-
amples by connecting them to see classes that were 
previously learnt. A Generalized Zero-Shot Learning 
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(GZSL)-based PolSAR land cover classification sys-
tem is proposed [111]. Initially, basic semantic features 
were gathered to define typical land cover categories 
in PolSAR images. In the training stage, latent em-
bedding may be used to get the projection between 
mid-level polarimetric information and semantic 
characteristics. Semantic relevance and mid-level 
polarimetric characteristics form the GZSL model 
for PolSAR data. Finally, the test instances’ labels 
may be anticipated for some unknown classes. 

6.8 UAVS,	drones, and LiDAR

UAVs, as well as drones, deliver images and 
videos with very high-resolution amenable to be uti-
lized in various applications [112] such as live-stock 
monitoring, crop production, yield prediction, and 
soil mapping [113]. Many sensors can be embedded in 
a UAV or drone, such as weather sensors, cameras, 
and LiDAR sensors. The obtained sensor data can be 
integrated into real-time decision-making in many 
fields [114]. LiDAR technology can create detailed 
topography maps and Digital Elevation Models 
(DEMs) necessary for land segmentation, and crop 
analysis field management. LiDAR technology is 
highly valuable in the geospatial community, with 
the massive data amounts amenable to utilization in 
a diversity of applications. Point clouds are 3D un-
structured data that present many challenges for clas-
sic CNN settings. Few studies have focused on 3D 
point clouds. However, the 3D point cloud is gaining 
popularity in many applications in 3D modelling 
(self-driving and building modelling). Graph-based 
deep models may be considered as a potential area 
for point-clouds classification.

7. Recent deep learning in remote 
sensing application

This article briefly compares different deep-learn-
ing methods in the field of RS. Typically, one can 
observe that CNN is the most popular DL model to 
study and spectral-spatial features of earth observa-
tion images in classification, and object detection. 
The following sections review the most frequent RS 

applications.

7.1 Agriculture applications

Agriculture researchers have introduced some ap-
proaches, such as Transformation Learning (TL) [26]  
and Low Batch Learning (FSL) [27], so that deep 
learning models are not dependent on datasets [115]. 
The TL has been successfully used to identify herbs 
and diseases [30]. Also, FSL was found to be use-
ful in identifying plant diseases [31-33]. The research 
estimates the growth stage of wheat and barley by 
classifying nearby images using Convolutional 
Neural Networks (ConvNets), and the classification 
was done using three different machine learning 
methodologies: A 5-layer ConvNet model, a transfer 
learning based on a VGG19 pre-trained network, and 
a support vector machine with conventional feature 
extraction [116]. Regarding the growth classification, 
the ConvNet learning transfer network has a much 
smaller training time than the built-in ConvNet mod-
el from scratch. The objectives of the research are to 
develop raw image-based deep learning methods for 
predicting the outcome in the field, and to study the 
sharing of multi-time images for grain quantities pro-
duced using handcrafted features and WorldView-3 
and PlanetScope images, respectively [117]. 

7.2 Oceanography and sea ice mapping

Ocean remote sensing has reached the five-V 
(volume, variety, value, velocity, and veracity) age 
with the continual advancement of space and sensor 
technology over the previous 40 years. Globally, 
ocean remote sensing data archives top tens of peta-
bytes, and satellite data is gathered regularly. It’s dif-
ficult to harvest meaningful information from ocean 
remote sensing data sets. Its advantage over tradi-
tional physical or statistical-based methods for im-
age extraction in several industrial fields has sparked 
interest in ocean remote-sensing applications. Two 
deep-learning frameworks were examined for the 
classification of ocean internal-wave/eddy/oil-spill/
coastal-inundation/sea-ice/green-algae, and ship/
coral-reef mapping [118]. SAR images were analyzed, 

https://www.mdpi.com/2072-4292/14/3/559/htm#B30-remotesensing-14-00559
https://www.mdpi.com/2072-4292/14/3/559/htm#B31-remotesensing-14-00559
https://www.mdpi.com/2072-4292/14/3/559/htm#B33-remotesensing-14-00559
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ice charts as labelled data, and neural networks could 
efficiently classify ice kinds [119]. The SAR pictures 
were cropped into sub-regions based on the Canadi-
an Ice Service (CIS) image analysis ice chart’s lati-
tude and longitude coordinates, and each sub-region 
was handled as an independent sample. Two neural 
networks namely: A modified U-Net and a DenseNet 
were adopted on the three-class dataset with dual-pol 
HH and HV setup, DenseNet obtained the greatest 
overall accuracy of 94.02 percent and ice accuracy 
of 91.75 percent. 

For sea-ice image classification, the architecture 
of the SAR & optical images deep learning network 
was designed by extracting features and merging het-
erogeneous data at the feature level [120]. For the SAR 
images, the enhanced Spatial Pyramid Pooling (SPP) 
network was used and texture information about sea 
ice was extracted at different scales depending on 
the depth. As for the optical data, multilevel feature 
information about sea ice such as spatial and spec-
tral information of different types of sea ice was 
extracted using Path Aggregation Network (PANet), 
which allowed the use of low-level features due to 
the feature of incremental extraction by the convo-
lutional neural network. An advanced deep learning 
(DL) model was introduced to classify sea ice and 
open water from synthetic aperture radar (SAR) 
images [121]. U-Net was used as a backbone model 
for pixel-level segmentation. A DL-based feature 
extraction model, ResNet-34, was used as an U-Net 
encoder. To increase the accuracy of classifications, 
the original U-Net is combined with the dual atten-
tion mechanism, so as to obtain a better representa-
tion of the features, and also to form a dual attention 
U-Net (DAU-Net) model. The MobileNetV3 deep 
learning model is used as the backbone network [122], 
and the input samples are multi-scales, and merge 
the backbone network with multiscale feature fusion 
methods to develop a deep learning model named 
Multiscale MobileNet (MSMN). The MSMN accu-
racy was about 95% classification using SAR sea ice 
images and results show that dual-polarization data 
achieve better classification accuracy. For compar-
ison, other classification models were trained using 

the training data of this paper, and the average ac-
curacy of MSMN was found to be higher than that 
obtained from the model made using Convolutional 
Neural Networks (CNNs) and ResNet18 models. To 
improve classification performance, a framework for 
raindrop removal was introduced [123]. Images of sea 
ice are categorized into ice, water, ship and sky [86], 
by training three deep learning semantic segmenta-
tion networks, they are VGG-16, FCN, and pyramid 
scene parsing network. To make the training process 
better, transfer learning is done in addition to data 
augmentation. The results showed that data augmen-
tation operations improved the performance of the 
three models. Also, the raindrop removal framework 
improves performance, the average intersection is 
higher than that of the VGG-16 Union.

7.3 Disaster and environmental monitoring

There is no doubt that the era of big data and 
deep learning has opened new options for disaster 
management, thanks to the diverse capabilities it 
provides in visualizing, analyzing, and predicting 
disasters. The integration of big data and DL has 
completely altered the strategies followed by human 
societies and disaster management agencies to re-
duce human suffering and economic losses resulting 
from disasters. In our world which is now mainly 
dependent on information technology, the main 
goal of computer experts and decision-makers is to 
make the best of model by gathering information 
from different sources and formats and storing it 
in effective ways to be used effectively in different 
stages of disaster management. The availability of 
various big data sources such as satellite imageries, 
Global Positioning System (GPS) traces, mobile Call 
Detail Records (CDRs), social media posts, etc., in 
conjunction with the enhancements in data analytic 
techniques (e.g., data mining, machine learning, and 
deep learning) can facilitate geospatial information 
extraction, that is crucial for immediate and effective 
disaster response. The research [124] introduced a deep 
neural network approach for detecting submerged 
stop signs in images of flooded roads and intersec-
tions, as well as detecting Canny and probabilistic 

https://www.sciencedirect.com/topics/social-sciences/neural-network
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Hough transform for estimating pole length and 
floodwater depth. They developed a classification 
model using deep neural networks that successfully 
identified affected areas using grounded images [125]. 
These areas were removed from social media plat-
forms that were downloaded immediately after the 
disaster. Thus, this can facilitate the acceleration of 
the recovery process, by marking the areas where the 
disaster has a greater impact than other areas.

7.4 Archaeology applications

Geospatial data and imageries are the most ac-
tive field for archaeologists utilizing deep learning. 
Rarely can archaeology create the vast volumes of 
systematically coded data required for ML [126]. As a 
result, the increased availability of large-scale lidar, 
satellite, and aerial photography is changing archae-
ology globally, notably the finding and mapping of 
ancient sites. DL algorithms can analyze geograph-
ical data to find locations in various contexts. This 
method can determine the contribution of different 
variables that predict where sites are found across 
landscapes. Its many sizes enable archaeologists to 
better manage and investigate heritage at a global 
level. These historic landscape ML methods can help 
mitigate some of the challenges of predictive model-
ling for cultural resource management. This covers 
ways to assess the ML predictions’ internal coher-
ence and to investigate the factors that influence 
the presence or absence of archaeological sites in a 
landscape. This is essential in places where archaeo-
logical sites are difficult to access [127]. Two artificial 
intelligence approaches are introduced [128] over two 
areas of interest in the image processing field. They 
implemented a random forest classifier in their paper 
using the cloud platform of the Google Earth Engine 
data and a Single Shot Detector neural network is de-
veloped too. The final results show that this approach 
can be used in the future to detect scattered pottery 
pieces during the pedestrian archaeological survey, 
even if there is a great spectral similarity between 
the pottery and the surface of the earth. The U-Net 
neural network has been made to perform semantic 
segmentation of the data derived from airborne laser 

scanning cameras for the extraction of archaeological 
features in the Białowieża Forest in Poland [129]. The 
evaluation of the U-Net segmentation model is done 
using a pixel-level similarity measure between the 
ground truth and the predicted segmentation masks. 
The results indicated that the U-Net deep learning 
model is very good at a semantic segmentation of 
images.

7.5 Interferometry applications

While CNNs have shown high object identifi-
cation accuracy in aerial pictures, few researchers 
have used deep-learning techniques and CNNs to 
identify landslides. Yu et al. [130] utilized a CNN and 
an enhanced region growth algorithm (RSG-R) to 
detect landslides. They used the RSG-R algorithm 
to extract discriminant information such as the area 
and border of landslides and determined that their 
CNN approach had excellent detection accuracy for 
detecting landslide features. Landslide identification 
using GF-1 images with four spectral bands and 8 
m spatial resolution for Shenzhen was assessed [131]. 
Their automated landslide detection technique has a 
72.5% detection rate, a 10.2% false positive rate, and 
a 67% overall accuracy. This review indicates the 
potential of employing CNNs for landslide detection 
has not yet been completely explored. CNN was 
adopted to identify landslides using optical satellite 
images from the Rapid Eye sensor (see Figure 19) 
then the obtained results were compared to state-of-
the-art ML techniques, ANN, and SVM [132].

In Wenchuan Baoxing in Sichuan Province, 
China, images of areas where the landslide disaster 
occurred are captured using low-altitude unmanned 
aerial vehicles (UAV) for research [133]. A landslide 
extraction approach based on Transfer Learning (TL) 
model and object-oriented image analysis (TLOEL) 
was introduced; the TLOEL results were compared 
with those of the object-oriented nearest neighbor 
classification (NNC). It is approved that the accu-
racy of the TLOEL method is better than the NNC 
method, which helps to detect and extract finely dis-
tributed medium and small landslides, not just large 
landslides.

https://www.sciencedirect.com/topics/computer-science/hough-transforms
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Another work introduced [134] for volcano defor-
mation detection. The CNN is trained on simulated 
data and is later used to detect phase gradients and 
a decorrelation mask from input-wrapped interfero-
grams to locate ground deformation caused by vol-
canoes. The paper [135] proposes the use of self-super-
vised contrastive learning to learn high-quality visual 
representations within interferometric synthetic 
aperture radar (InSAR) data. A SimCLR framework 
is achieved to find a solution based on a specialized 
architecture or a large classified or synthetic data-
set. The self-supervised pipeline has been shown to 
give higher accuracy compared to the state-of-the-

art methods and shows good generalization for the 
out-of-distribution test data also. The approach is 
approved for its high potential for detecting unrest 
episodes prior to the recent Icelandic volcanic erup-
tion.

7.6 Climate and environmental applications

The remarkable flexibility and adaptability of 
deep learning models enable scientists to identify, 
classify and localize extreme weather events under 
various climate change scenarios. Several attempts 
had been conducted to adopt DL models to study cli-
mate and environment. ClimateNet [136] is pioneer re-

Figure 19. Landslides identification using deep learning framework [132].
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search introduced to analyze a pixel-based detection 
for tropical cyclones (TCs) and atmospheric rivers 
(AC). Another study was conducted to develop the 
Optimized Ensemble Deep Learning (OEDL) frame-
work [137] to forecast waves. 

Reiersen et al. have developed a database named 
ReforesTree that includes data on carbon stocks in 
some forests in Ecuador [138]. The project aims to 
overcome the carbon deficiency in some interested 
forests. A comprehensive deep learning-based model 
that detects trees individually in RGB drone images 
has demonstrated that the forest carbon stocks can 
be professionally calculated according to the official 
standards of carbon offset certification. 

Researchers [139] proposed a deep learning-based 
approach (i.e., U-Net) using the landscape pattern 
using Sentinel-1 data to produce forest harvesting 
maps per month within three years. The variable har-
vest pattern was obtained from Sentinel-1 data using 
the U-Net bottleneck block as the integrated entities. 
This modern approach is an important step in the 
mapping of forest harvesting at monthly intervals of 
forest harvesting as well as in the development of a 
sustainable forest management strategy to assist the 
beneficiaries.

The collection of remote sensing and social sens-
ing data was studied [140] to make informational maps 
showing the extent of the flood. That is why deep 
learning methods are used to deal with heteroge-
neous data. Regarding remote sensing data, it turns 
out that the given deep learning models predict flood 
water much better. In the case of social sensing, two 
layers of data were used as related tweet text and 
images for the case study areas, thus heterogeneous 
data sources could be combined to complement each 
other. After analyzing the results of this study, three 
types of signals are defined: (1) definite signals from 
the two sources, which confirm that water has flood-
ed a specific area, (2) complementary signals that 
give multiple information in a context such as re-
quirements and needs, disaster outcomes or reports, 
and (3) New signals in the event that the two sources 
do not overlap and their information is not repeat-

ed. (4) Novel signals when both data sources do not 
overlap and provide unique information.

8. Conclusions
This article conducted a comparative review to 

inspect the recent cutting-edge research of DL in the 
remote sensing field. DL can help remote sensing 
scientists overcome several challenges in real-world 
applications, such as urban planning, natural hazards 
detection, environment monitoring, vegetation map-
ping, and geospatial object identification. However, 
it required a hefty investment to be integrated. This 
context introduced reviews in DL in RS classifica-
tion, indicating DL’s prominent role in tackling the 
RS challenges. Therefore, ample conclusions were 
drawn:

● The up-raising trend in adopting DL architec-
tures in different applications, the availability 
of free satellite imagery, and the massive com-
putational capabilities and efficient learning 
algorithms help researchers gain insights and 
recommend solutions to several modern chal-
lenges.

● Freely available satellite imageries were em-
ployed effectively in agriculture applications 
and change maps, especially Landsat and Sen-
tinel-2 imagery.

● Extensive studies adopted different machine 
learning methods for RS data processing. In 
the last five years, DL had been adopted in 
several studies, especially in crop mapping 
and Interferometry applications.

● The use of the recent CNN advances (attention, 
GNN, uncertainty) for various applications 
has significantly increased since 2018. This in-
creased rate in modern architectures in RS im-
age classification highlights its effectiveness 
and popularity.
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ABSTRACT
In order to investigate the source, contamination, and risk of heavy metals such as Pb, Zn, Cu, Ni, Co, Fe, Mn, 

and Cr, twelve (12) stream sediments and ten (10) rock samples were collected from pegmatite mining sites at Olode 
and its environs inside Ibadan, Southwestern Nigeria. The average values and order of abundance obtained followed 
the pattern: Mn (595.09) > Ba (80) > Cr (50.82) > V (45.09) > Zn (29.73) > Cu (13.82) > Co (13.82) > Sr (10.46) >  
Ni (9.73) > Pb (9.09) > Fe (1.59). These were greater than the background values, indicating that mining has a 
negative impact on the study area, as indicated by the high coefficient of variation and correlation values (> 0.6) for 
Copper-Lead (0.929), Copper-Vanadium (0.970), Copper-Chromium (0.815), Lead-Vanadium (0.884), and others. On 
the basis of the enrichment factor (EF), the Olode sediments show extremely high enrichment for Mn and Ba in the 
research region. Cu and Ni are most likely to blame for the elevated contamination levels, according to CF values. The 
degree of contamination (CD), pollution load index (PLI), pollution index (PI), and modified pollution index (MPI) 
all revealed high levels of contamination in all stream sediment samples, whereas Igeo shows that the Olode stream 
sediments are “practically uncontaminated to extremely contaminated by Ni, Co, and Mn”. Ni and Cu are the major 
regulating factors that are most likely causing the possible Eri. As a result, these findings give important information 
for conducting appropriate ecological management research.
Keywords: Olode; Heavy metals; Stream sediments; Risk assessment; Contamination indices
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1. Introduction
River sediments are a primary transporter of 

heavy metals in the aquatic environment all over 
the world. Sediments are the mixture of mineral 
and organic debris that act as a final sink for heavy 
metals released into the environment. Due to their 
consistency, non-degradability, and toxic nature, the 
presence of these heavy metals in stream sediments 
has been shown to be a significant environmental 
problem [1,2]. According to Lei [3], the most harmful 
toxic metals in the environment are Cr, Cu, Cd, Pb, 
and As. These metals enter the environment through 
anthropogenic processes (e.g. mining and indiscrimi-
nate dumping of mine wastes) or geogenic processes 
(e.g. weathering of parent rocks) [4-7]. While some of 
these metals are necessary for individual survival, 
only minute amounts are required, according to in-
ternational organizations such as the World Health 
Organization (WHO) and the Environmental Pro-
tection Agency (EPA) [8,9]. Sediment quality has re-
cently been regarded as a key indicator of pollution 
because it is a major sink for a variety of pollutants [8]. 
Heavy metals are carried by contaminated sediments 
into the water body, resulting in a reduction in water 
quality [10-13].

Several researchers, including but not limited to: 
Atgin [14]; Salah et al. [12]; Adamu, et al. [15]; Oyebami-
ji, et al. [16]; Kolawole, et al. [17]; Boroumandi, et al. [18];  
Madukwe, et al. [19]; Adewumi and Laniyan [13] have 
carried out extensive research into heavy metal con-
tamination in sediments. The findings revealed the 
accumulation of heavy metals in sediments from 
various environments and places around the globe. 
Despite this, there is a paucity of published studies 
on the distribution and sources of heavy metals in 
stream sediments near the Olode mining area, and 
Nigeria has yet to adopt a strategic policy aimed at 
coordinating and monitoring environmental manage-
ment and long-term development [20,21]. The study is 
aimed at assessing the degree of heavy metal con-
centrations in stream sediments of the study area in 
order to identify the level of metal pollution, source 
of heavy metal contamination and appraise the risks 
associated with heavy metals.

2. Materials and methods

2.1 Study area

Within the Ibadan sheet 261 S.E., the research 
area is located in the south-western section of Nige-
ria, between latitudes 7° 08’N and 7° 13.30’N and 
longitudes 3° 55’E and 3° 59’E. In the area, there 
are two significant mining operations [22]. They are in 
the Oluyole Local Government Area of Oyo State, 
in the Gbayo and Falansa localities (Figures 1A and 
1B). The terrain is undulating, with elevations vary-
ing from 300 to 500 feet above sea level. Pegmatites 
and associated rocks are usually found as flat tabular 
masses and are found in low-lying areas. The ma-
jority of the streams flow south, but tributaries flow 
southeast and southwest, draining into the Omi and 
Opedi rivers, respectively. The majority of streams 
and their tributaries dry up during the dry season, 
with the exception of a few perennial streams. The 
climate of the research region is tropical rainforest, 
with a wet season that lasts from March to October 
and a dry season that lasts from November to March. 
Annual rainfall varies from 788 mm to 1844 mm [23]. 
Temperatures range from 23 to 32 degrees Celsius, 
indicating a high-temperate climate [22].

2.2 Sample collection and geochemical analysis

In total, 12 stream sediment samples were col-
lected, with a geochemical sampling of active stream 
sediments using the natural drainage system in the 
study area at an interval of about 1 km (Figure 1A 
and 1B; Table 1), with samples taken at meanders 
and from the center of stream courses to obtain more 
recent and active sediments. A Global Positioning 
System (GPS) Margillean 315, 2000 model was used 
to appropriately locate the sample sites on the topo-
graphical map. To avoid particle loss when the flow 
velocity was high, sediment samples were collected 
in a plastic cup.

Hand trowels were utilized to collect at each spot 
where the flow velocity was low. Organic materials 
and bank sediments were strictly avoided. The bed-
rock and its surroundings were also recorded. The 
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texture of the samples was characterized in hand 
specimens, with the majority of the samples being 
fine and medium-grained (Table 1). The pH of the 
streams where the sediment samples were taken was 
measured in situ using a pH indicator paper with a 

pH range of 1 to 11 (Table 1). The samples were col-
lected in thick polythene bags and labelled.

Air-dried stream sediment samples were deseg-
regated, sieved, and divided into size fractions with 
sieve size fractions of 1180 m, 1000 m, 850 m, 600 m, 

Figure 1. Map of the study area showing: A) Different sampling (media) points and B) Drainage patterns (Adapted from Okonkwo et al. [22]). 

Table 1. Stream sediments description (hand specimen) and sample locations.

Sample	Numbers	↓ Co-ordinates Sample Description pH Bedrock
Latitude Longitude Grain Size Colour

SS01 7°12’07”N 3°57’06”E gritty Dark-brown 7 Pegmatite
SS02 7°12’05”N 3°57’28”E Smooth to fine Dark brown 8 Pegmatite
SS03 7°11’51”N 3°58’10”E Smooth to fine Greyish-white 8 Pegmatite
SS04 7°11’27”N 3°58’40”E Smooth to fine Brown 7 Pegmatite
SS05 7°10’40”N 3°58’20”E Smooth to fine Brownish-white 7 Pegmatite
SS06 7°11’05”N 3°56’15”E gummy to sticky Dark –grey 8 Pegmatite
SS07 7°09’59”N 3°57’50”E Smooth to fine Brown 8 Pegmatite
SS08 7°09’48”N 3°58’15”E Smooth to fine Brown 7 Pegmatite
SS09 7°09’21”N 3°58’11”E Smooth to fine Greyish white 7 Pegmatite
SS10 7°08’50”N 3°57’50”E Smooth to fine Grey 8 Pegmatite
SS11 7°08’41”N 3°57’43”E gritty Brown 7 Pegmatite
SS12 7°11’42”N 3°55’51”E gummy to sticky Greyish-white 8 Pegmatite
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425 m, 300 m, 212 m, 180 m, 150 m, 100 m, and 63 m.  
Aqua regia was used to digest 0.5 g of crushed 
stream sediment samples (100 m) (3 part HCl and 1 
part HNO3) and the trace elements (Pb, Ba, V, Sr, Zn, 
Cu, Ni, Co, Fe, Mn, and Cr) were determined using 
the Inductively Coupled Plasma- Atomic Emission 
Spectrometry (ICP AES) in the ACME Laboratory 
(Bureau Veritas Mineral Laboratories) in Canada, 
following a near-total inclusion by hydrofluoric-per-
chloric acid. The analytical methods were performed 
with precision in accordance with Dulski’s recom-
mendations [24]. These data produced acceptable 
results, with precision values for various elements 
ranging from 1% to 10%.

In eight sample locations (Olode, Gbayo, Osonde, 

Onipede, Sanku, Falansa, Moleke, and Olojuoro), 
ten rock samples were obtained (Figures 1A, 2 
and Table 2). The major research area, pegmatites 
mining regions, are Falansa and part of Gbayo, 
whereas non-mining areas are Olode, part of Gbayo, 
Olojuoro, Onipede, Osonde, and Moleke, despite 
the fact that these areas were blasted for gemstone 
(Beryl) but were later abandoned because nothing 
was discovered [22]. The rock samples were pulver-
ized and placed in cellophane paper, which was then 
carefully sealed, tagged, and packaged for trace el-
emental (Pb, Ba, V, Sr, Zn, Cu, Ni, Co, Fe, Mn, and 
Cr) analysis in ACME Laboratory (Bureau Veritas 
Mineral Laboratories) utilizing Inductively Coupled 
Plasma-Atomic Emission Spectrometry (ICP AES).

Table 2. Rock descriptions (hand specimen) and sample locations.

Serial Numbers Co-ordinates Texture Mineralogy Rock type Location

LO 1=
(RR01)

Lat. 7°12’25”N 
Long. 3°56’46”E 
Elevation 541 ft

Medium coarse 
grained

Quartz, feldspar, 
muscovite, and biotite Pegmatite Olode

LO 2=
(RR02)

Lat. 7°11’47”N 
Long. 3°58’01”E 
Elevation 451 ft

Medium grained Quartz, biotite, and 
feldspar Granite gneiss Ori-Oke Olojuoro

LO 3=
(RR03)

Lat. 7°11’40”N 
Long. 3°58’04”E 
Elevation 461 ft

Medium grained Quartz, biotite, and 
feldspar Granite granite Ori-Oke Olojuoro

LO 4=
(RR04) & (RR05)

Lat. 7°9’40”N Long. 
3°57’25”E Elevation 
365 ft

Course grained

Quartz, muscovite, 
biotite, beryl, 
feldspar(mica) dark-
brown, specks of 
garnet

Pegmatite and mica 
schist Falansa Mine

LO 5=
(RR06) & (RR07)

Lat. 7°11’27”N 
Long. 3°55’36”E 
Elevation 443 ft

Course grained

Quartz, muscovite, 
feldspar(mica), brown 
pitches of garnet with 
very limited amount 
of biotite

Pegmatite and mica 
schist

Gbayo (Active and 
abandoned mine)

LO6= (RR08) & 
(RR09)

Lat. 7°11’44”N 
Long. 3°55’50”E 
Elevation 448 ft

Medium to course 
grained

Quartz, feldspar, 
biotite, and medium 
grained size 
muscovite

Pegmatite and mica 
schist

Gbayo ( an abandoned 
mine)

LO 7
Lat. 7°10’30”N 
Long. 3°55’59”E 
Elevation 459 ft

Medium grained Quartz, biotite and 
feldspar Granite gneiss Sanku

LO 8=
(RR10)

Lat. 7°10’06”N 
Long. 3°55’25”E 
Elevation 437 ft

Medium grained Quartz, biotite, and 
feldspar Granite gneiss Onipede
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2.3 Assessment of metal contamination

Single-element pollution indices 
Single pollution indices are employed in the as-

sessment of metal contamination because they show 
how concentrated an element is in a certain location 
in comparison to a background. As an example:

Contamination factor (Cf) is a quantitative eval-
uation of the contaminant’s level and sources. The 
following is how CF is assessed:

Cf = CmSample/CmBackground
where CmSample = concentration of a given metal in 
the sediment, CmBackground = Background value of 
the metal of interest at a site [25,26]. The following four 
classes were established (Table 3).

Table 3. Contamination factor (CF) and level of contamination [27].

Contamination Factor (CF) Contamination Level
CF < 1 Low contamination
1 ≤ CF < 3 Moderate contamination
3 ≤ CF < 6 Considerable contamination
CF > 6 Very high contamination

Enrichment factors (Ef) are a useful indicator of 

contamination status and level in the research environ-
ment [28]. As seen below, the EF computation compares 
each value to a certain (control sample) background 
level in order to identify possible sources:

EF = (Me/Fe)Sample/(Me/Fe)background

where (Me/Fe)sample = the metal to Fe ratio in the 
sample under study; (Me/Fe)background is the natural 
background value of metal to Fe ratio. We used met-
al background values from roughly 4.5 kilometers 
away for this study. Iron was chosen as a normali-
zation factor since its natural sources (1.5 percent) 
have a significant influence on its input [29]. Table 4 
shows the many types of enrichment factors.

Table 4. Enrichment factor (EF) categories [30].

Enrichment factor (EF) Enrichment factor (EF) Categories
EF < 2 Deficiency to minimal enrichment
2 ≤ EF < 5 Moderate enrichment
5 ≤ EF < 20 Significant enrichment
20 ≤ EF < 40 Very high enrichment
EF ≥ 40 Extremely high enrichment

The Igeo index is used to classify and identify 
environmental control exerted by anthropogenic 

Figure 2. Geological map of the study area (Adapted from Okonkwo et al. [22]).
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activities. Igeo was determined using the following 
formula:

Igeo = Log2 [CmSample/(1.5×Cm Background)] [26]

where CmSample = measured concentration of an el-
ement in the sediment sample and CmBackground =  
geochemical background value. To account for pos-
sible fluctuations in baseline values for a specific 
metal in the environment as well as very modest an-
thropogenic influences, a factor of 1.5 was utilized. 
Muller [31] recognized seven levels of qualification 
(Table 5).

Table 5. Muller’s classification for geo-accumulation index (Igeo).

Igeo Values Class Sediment Quality

≤ 0 0 Unpolluted

0-1 1 From unpolluted to moderately 
polluted

1-2 2 Moderately polluted

2-3 3 From moderately to strongly polluted

3-4 4 Strongly polluted

4-5 5 From strongly to extremely polluted

> 6 6 Extremely polluted

Multi-element pollution indices
Due to some inherent limitations that single-ele-

ment pollution indices have, multi-element pollution 
indices were also used [32]. The followings are the 
most common and regularly used:

The contamination degree (Cd) is calculated as 
the sum of contamination factors (CF of the study re-
gion) for all elements examined, as shown below [27].

 =
=1


Cf i∑

 =
(Cfaverage)2 + (Cfmax)2

2

This is intended to establish a standard of overall 
effluence intensity in surface layers in a specific area.

Pollution Index (PI) equation derived by Hakan-
son [27] and Nemerow [33] is as follow:

 =
=1


Cf i∑

 =
(Cfaverage)2 + (Cfmax)2

2

where Cfaverage = average of contamination factor and 
Cfmax = maximum contamination factors. Categories 
for PI are: PI < 0.7—Unpolluted, 0.7 < PI < 1—

Slightly polluted, 1 < PI < 2—Moderately polluted, 
2 < PI < 3—Severely polluted, PI > 3—Heavily pol-
luted.

Modified Pollution Index (MPI): In their cal-
culation, Brady et al. [25] used enrichment factors in-
stead of contamination factors.

 =
(Efaverage)2 + (Efmax)2

2

where Efaverage = average of enrichment factors and 
Efmax = maximum enrichment factor.

Categories for MPI are: MPI < 1—Unpolluted,  
1 < MPI < 2—Slightly polluted, 2 < MPI < 5—Mod-
erately polluted, 3 < MPI < 5—Moderately-heavily 
polluted, 5 < MPI < 10—Severely polluted and  
MPI > 10—Heavily polluted.

PI and MPI are both used in the same way. This 
takes into account background concentrations as well 
as the sediments’ complex, non-conservative behav-
iour [27,33,25].

The pollution load index (PLI) provides a 
simple but relative method of evaluating an area’s 
suitability for human well-being. Tomlinson et al. [34] 
devised this method, and the degree of metal pollu-
tion in the research area was determined using the 
formula below:

PLI = (CF1 X CF2 X CF3 X .........CFn)
1/n

where Cf1 = CF, n = number of metals. According to 
Brady et al. (2015), the degree of heavy metal risk 
assessed by PLI is mainly divided into PLI < 0.7—
Unpolluted; 0.7 < PLI < 1—Slightly polluted; 1 < 
PLI < 2—Moderately polluted; 2 < PLI < 3—Se-
verely polluted; PLI > 3—Heavily polluted.

The ecological risk index (ERI) is a useful tech-
nique for determining heavy metal pollution in soil 
and its ecological and environmental consequences. 
The ecological risk factor (Eri) can be stated mathe-
matically using the following equation:

Er = Tri * CiF
where Tri = toxic-response factor for a given ele-
ment; Hakanson [27] defined a “toxic-response factor” 
(Tr) for a specific substance and found values of 30, 
5, 5, 5, 2, 1, 1 for Cd, Cu, Pb, Ni, Cr, Zn, and Mn, 
respectively; Cif = contamination factor.
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The potential ecological risk index (PERI) is 
expressed after Wang et al. [35] as:

11 | P a g e

6

R.I = ∑ Eri
i=1

where R.I = requested potential ecological risk index 
for the environment and Eri is the ecological risk 
factor for a given element i to semi-quantitatively 
determine the pollution level in an area. 

3. Results and discussion

3.1 Heavy metals concentration in the stream 
sediments

Table 6 shows the results of the geochemical 
analysis of stream sediment. Copper (Cu), lead (Pb), 
zinc (Zn), nickel (Ni), cobalt (Co), manganese (Mn), 
strontium (Sr), vanadium (V), cadmium (Cd), chro-
mium (Cr), barium (Ba), and iron (Fe) were among 
the heavy metals evaluated in this work (Fe). For the 
most part, the concentrations of heavy metals were 
found to have a relatively wide range of values.

Table 7 shows the descriptive statistics for the ob-
tained data set relating to the stream sediments under 
research in Olode and its environs, as well as back-
ground geochemical data. Cu, Pb, Zn, Ni, Co, Mn, 
Sr, V, Cr, and Ba have mean concentrations of 16.25, 

10.60, 27.83, 9.00, 13.90, 553, 9.83, 42.08, 47.42, 
74.5, respectively. Heavy metal mean values were 
higher than background values (samples collected 4 
km away from the mining site at Ayorinde), indicat-
ing that mining activities had an impact on the study 
area. Although the abundance of these heavy metals 
analysed in stream sediments was Mn > Ba > Cr > 
V > Zn > Cu > Co > Pb > Sr > Ni > Fe, the highest 
metal concentrations were found in rock and stream 
sediment samples from the mine area, particularly 
from abandoned mines in Gbayo. The coefficient of 
variation (CV), a powerful tool for measuring rel-
ative variability, was used in this work to compare 
the degree of variation from one data sequence to 
the next [12-14,18,19,22]. Sr had the lowest CV of 6.12, 
followed by V and Cr with 85.08 and 92.13 percent, 
respectively. Pb, Ni, Cu, and Ba had CVs of 110.30, 
111.1, 114.58, and 119.79 percent, respectively, 
while Zn Mn and Co had CVs of 124.69, 148.00, 
and 171.22 percent. Cr, Pb, Ni, Cu, Ba, Zn, Mn, and 
Co exhibited a CV of over 90%. Although sampling 
methods and preparations with analytical techniques 
may be responsible for the large coefficient variation 
across the area under investigation, the obtained CV 
(CV < 90%) values of heavy metals dominated by 
anthropogenic sources are generally greater than  
(CV > 90%) dominated by geogenic sources [19,13,22] 
(Table 7).

Table 6. Concentration (ppm) of heavy elements in the stream sediment samples around Olode Pegmatite Mine.

Locations Gbayo Gbayo Olojuoro Olojuoro Akinbode Olojuoro Falansa Adeoro Agbeja Elerin Gbayo
Sample Numbers SS01 SS02 SS03 SS04 SS05 SS06 SS07 SS08 SS10 SS11 SS12
Cu 12 33 7 6 8 17 14 8 14 59 15
Pb 7 13 5 3 8 5 12 5 3 40 8
Zn 19 36 16 13 13 18 88 16 16 55 37
Ni 11 48 3 3 2 4 11 3 7 9 6
Co 6 85 1 4 3 3 13 4 8 22 3
Mn 121 4330 36 188 148 76 690 157 193 447 160
Sr 17 31 6 4 4 12 10 5 8 13 5
Cd 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
V 28 90 21 13 27 65 43 15 24 135 35
Cr 46 161 18 12 29 36 54 14 34 113 42
Ba 91 354 21 25 23 53 75 24 71 107 36
Fe 0.97 4.29 0.42 0.52 0.89 1.32 1.51 0.57 0.91 4.98 1.08

All values are in part per milliom (mg/kg) except Fe in %.
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3.2 Spatial distribution/variation of heavy 
metals 

In order to evaluate the likely sources of enrich-
ment and identify possible hotspot sections of the 
study area with high metal concentrations, the spatial 
distribution/variation of heavy metals was investi-
gated for both stream sediment and rock samples [36,22] 
(Figure 3).

Copper concentrations in rock and stream sed-
iment samples are 30 and 16.25 ppm on average, 
respectively (Figure 3A). Falansa (122,1 ppm) and 
Gbayo (122,1 ppm) have high copper values in their 
rocks (95.6 ppm). All of these were collected in the 
research region near the operating and abandoned 
mines of Falansa and Gbayo.

Lead concentrations in rock samples average 
2.81 ppm, whereas stream sediment samples average 
10.60 ppm (Table 7 and Figure 3B). The highest 
Lead concentration in rock samples (10.7 ppm) was 
found in the Onipede area, implying that the concen-
tration of Lead in the research area is due to anthro-
pogenic sources such as waste dumps, incineration 
point leaching, atmospheric deposition, and the use 
of agrochemicals [13,22].

Zinc concentrations of 72 ppm were found in 
rocks at Gbayo and 88 ppm in sediments near Fa-
lansa (Table 7 and Figure 3C). Many of the high 
zinc concentrations were found in rock and stream 
sediment samples taken near abandoned mines. The 
existence of high zinc values in the studied area 

could possibly be due to an anthropogenic source [22].
Nickel concentrations were moderately high in 

the area of the mine and the abandoned Falansa 
mines (Table 3 and Figure 3D). Nickel concentrations 
in rock samples average 58.67 ppm, while stream sed-
iment samples average 9.00 ppm (Table 7).

Cobalt concentrations in rocks and stream sedi-
ment samples average 9.67 and 13.91 ppm, respec-
tively (Table 7 and Figure 3E). The locations with 
high Cobalt concentration values in the sediment in 
Gbayo have the highest with 85 ppm, which could 
be caused by anthropogenic sources such as waste 
dump sites, leaching from incineration points, dis-
charge from domestic waste, agro-chemicals, and 
others, but these are evidently very low in the rock 
samples of the areas, limiting the sources to litho-
genic sources (Figure 3E).

Extraordinarily high manganese concentration 
values were found in stream sediments from Gbayo, 
with the highest concentration of (4330 ppm). The 
occurrence of extremely high manganese concen-
trations in the area is likely due to run-off from the 
habitats (Table 3 and Figure 3F).

In rock and stream sediment samples, the average 
levels of strontium were found to be 221.12 ppm 
and 9.83 ppm, respectively (Table 7). The amount of 
strontium in the rocks in the research area is higher 
than in stream sediment samples, indicating that the 
metal derives from a natural (geogenic) source in the 
rock types studied [18].

Furthermore, substantial strontium concentrations 

Table 7. The summary of chemical parameters of the stream sediment samples of Olode area.

Elements Min. Max. Mean STD Coefficient	of	variation	(%) Background value WHO
Cu 2 59 16.25 18.62 114.58 2 25
Pb 3 40 10.6 9.61 110.30 3 ----
Zn 7 88 27.83 22.32 124.69 7 123
Ni 1 48 9 8.10 111.1 1 20
Co 2 85 13.90 23.80 171.22 2 ---
Mn 36 4330 553 33.82 148 90 ---
Sr 3 31 9.83 7.57 6.12 3 ----
V 9 135 42.08 35.80 85.08 9 ----
Cr 10 161 47.42 43.69 92.13 10 25
Ba 14 354 74.5 89.24 119.79 14 ---
Fe 0.42 4.98 1.59 0.33
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were found in rock samples collected in Onipede 
(864.7 ppm), Gbayo (685.8 ppm, 213.5 ppm), and 
Falansa (222.3 ppm). It’s worth noting that the levels 
of strontium in all of the stream sediment samples 
are modest (Figure	3G).

Vanadium concentrations of 193 ppm, 173 ppm, 
and 170 ppm were found in rock samples, while 135 
ppm, 90 ppm, and 65 ppm were found in stream 
sediment samples from the research area, indicating 
a natural (geogenic) contribution of this metal from 
the rock types to the environment (Figure 3H).

High chromium concentration levels were found 
to be centered around the stream sediment samples, 
with high concentration values in Gbayo (161 ppm) 
and Elerin (113 ppm) (Table 7 and Figure 3I). Chro-
mium compounds attach to soil and are unlikely to 
travel to groundwater, but they persist in water sedi-
ments.

Barium levels were found to be high in rock and 

stream sediment samples collected in the Falansa, 
Gbayo, Ayominde, Olojuoro, Onipede, and Ajibode 
locations. The rock samples had high concentration 
levels of 737 ppm, 594 ppm, 437 ppm, 412 ppm, 
308 ppm, and 209 ppm, whereas the stream sediment 
samples had 107 ppm and 354 ppm (Table 7 and 
Figure 3J). Vomiting, abdominal cramps, diarrhea, 
difficulty breathing, elevated or lowered blood pres-
sure, numbness around the face, and muscle weak-
ness can all be symptoms of exposure to this metal. 
High blood pressure, heart rhythm abnormalities, 
paralysis, and death are all possible side effects of 
consuming large doses of barium [13].

The stream sediments showed a low concentra-
tion of Fe (Table 6).

3.3 Heavy metal sourcing

To determine the contribution of various factors 

Figure 3. Map of the study area showing distribution of : (A) Copper, (B) Lead, (C) Zinc, (D) Nickel, (E) Cobalt, (F) Manganese, 
(G) Strontium, (H) Vanadium, (I) Chromium and (J) Barium in the stream sediment and rock samples within the study area (Modified 
after Okonwo et al. [22]).
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to the concentrations of metals in the samples and 
so infer the sources of metal pollution, the data were 
subjected to Pearson’s correlation statistical anal-
ysis [13,22] (Table 8). High positive and significant 
correlation values (> 0.65) were discovered in the 
acquired data for stream sediment samples from 
Olode and its vicinity; Copper-Lead (0.929), Cop-
per-Vanadium (0.970), Copper-Chromium (0.815), 
Lead-Vanadium (0.884), Lead-Chromium (0.660), 
Nickel-Cobalt (0.978), Nickel-Manganese (0.979), 
Nickel-Strontium (0.925), Nickel-Chromium (0.875), 
Nickel-Barium (0.989), Cobalt-Manganese (0.986), 
Cobalt-Strontium (0.884), Cobalt-Chromium 
(0.905), Cobalt-Barium (0.982), Manganese- Chro-
mium (0.838), Manganese-Barium (0.961), Stron-
tium-Chromium (0.878), Strontium-Barium (0.950), 
Vanadium-Chromium (0.840), and Chromium-Bar-
ium (0.917) (Table 8). These significant correlation 
values indicate that the origin of metals in the stud-
ied area is strongly linked to abandoned mine water, 
mining activities, and emissions from fossil fuel 
combustion, among other things [22].

Nickel, Manganese, Copper, Lead, Chromium, 
Vanadium, Barium, and Cobalt have high correla-
tion values, indicating that these metals were an-
thropogenically added to stream sediment samples. 
However, the strong correlations between Nick-
el-Cobalt (0.978), Nickle-Manganese (0.979), Nick-
el-Strontium (0.925), Nickel-Barium (0.989), Man-
ganese-Barium (0.961), Strontium-Barium (0.950), 
Chromium-Barium (0.917) imply a natural (geogen-
ic) contribution of metals from the rock types ob-

served in the research area [36,13].
Zinc, Copper, Cadmium, and Lead are frequently 

found together in geochemical research [37,38]. Lead 
had weak positive correlation values with Zinc, Co-
balt, and Manganese, indicating that these metals 
may have contributed to the stream sediment sam-
ples from various undefined sources, both naturally 
and anthropogenically, whereas Lead had high cor-
relation values with Copper, Vanadium, and Chro-
mium, indicating that these metals may have come 
from a natural source.

3.4 Single-element indices

To determine the environmental effects, a quan-
titative analysis of heavy metal pollution estimation 
surrounding the pegmatite mining site in Olode and 
its vicinity was conducted using single-element indi-
ces [13]. These indices used include: 

Contamination factor
The result for this index, as shown in Table 9, 

was calculated by comparing the measured heavy 
metal concentration with background values for 
stream sediments collected in an uninterrupted area 
inside the research area at Ayorinde, about 4 kilo-
meters from the Falansa mine. On average, the CF 
values found were in the following order: Cu > Co > 
Mn > V > Ba > Cr > Zn > Pb. The results for these 
metals ranged from extremely low to very high con-
tamination (CF = CF1; 1CF > 6) (Table 4), indicat-
ing that their prevalence was anthropogenic [18].

Table 8. Correlations matrix for heavy metals in stream sediment samples of Olode area.

Cu Pb Zn Ni Co Mn Sr V Cr Ba
Cu 1
Pb 0.929 1
Zn 0.497 0.575 1
Ni 0.450 0.235 0.296 1
Co 0.537 0.334 0.287 0.978 1
Mn 0.402 0.200 0.250 0.979 0.986 1
Sr 0.552 0.333 0.285 0.925 0.884 0.853 1
V 0.970 0.884 0.515 0.499 0.580 0.463 0.619 1
Cr 0.815 0.660 0.487 0.875 0.905 0.838 0.878 0.840 1
Ba 0.548 0.323 0.290 0.989 0.982 0.961 0.950 0.593 0.917 1
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The enrichment factor (EF)
Table 10 shows the heavy metal concentrations 

found in the Olode stream sediments.
EF is a tool that can be used to compare areas 

by providing a concise assessment of geochemical 
trends [39]. The computed enrichment factor for all 
heavy metals was EF < 2, showing a lack of minimal 
enrichment in diverse places.

The geo-accumulation index (Igeo)
The obtained calculated Igeo values, based on 

background values are listed in Table 11. The Igeo 

values for each heavy metal are: Cu (−1 to 3), Pb (−1 
to 3), Zn (−1 to 3), Ni (−1 to 5), Co (−1 to 5), Mn 
(−1 to 6), Sr (0-3), V (0-3), Cr (0-4) and Ba (−1 to 4) 
(Figures 4-8). The Igeo values for the Olode stream 
sediments were in the following sequence of abun-
dance: Mn > Co > Ni > Cr > Ba > Sr > Ba > Pb > 
Zn. Obtained values for Cu, Pb, Zn, Sr, V, Cr and Ba 
revealed practically uncontaminated to “moderately 
to heavily” contaminated except values for Ni, Co 
and Mn that indicated practically uncontaminated to 
extremely contaminated [31,26] (Table 11).

Table 9. Contamination factor (CF) for the heavy metals of Olode stream sediments.

Cu Pb Zn Ni Co Mn Sr Cd V Cr Ba
SS01 6 2.33 2.71 11 3 1.34 5.67 1 3.11 4.6 6.5
SS02 16.5 4.33 5.14 48 42.5 48.11 10.33 1 10 16.1 25.29
SS03 3.5 1.67 2.89 3 0.5 0.4 2 1 2.33 1.8 1.5
S004 3 1 1.86 3 2 2.09 1.33 1 1.44 1.2 1.79
SS05 4 2.67 1.86 2 1.5 1.64 1.33 1 3 2.9 1.64
SS06 8.5 1.67 2.57 4 1.5 0.84 4 1 21.67 3.6 3.79
SS07 7 3 12.57 11 6.5 7.67 3.33 1 4.78 5.4 5.36
SS08 4 1.67 2.28 3 2 1.74 1.67 1 1.67 1.4 1.71
SS10 7 1 2.29 7 4 2.14 2.67 1 2.67 3.4 5.07
SS11 39.5 13.33 7.86 9 11 4.97 4.33 1 15 11.3 7.64
SS12 7.5 12.33 5.29 6 1.5 1.78 1.67 1 3.89 4.2 2.57
Range 3-39.50 1-13.33 1.86-12.57 2-48 0.5-42.5 0.4-48.11 1.33-10.33 1 1.44-21.67 1.2-16.10 1.5-25.29
CD 106.5 45 47.32 107 76 72.72 38.33 11 69.56 55.9 62.86

*CD = Degree of contamination.

Table 10. Calculated enrichment factors of heavy metals in Olode stream sediments.

Sample Numbers SS01 SS02 SS03 SS04 SS05 SS06 SS07 SS08 SS10 SS11 SS12
Unit (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm) (ppm)
Cu 2.04 1.3 2.75 1.9 1.48 2.13 1.53 2.32 2.54 1.96 2.29
Pb 1.19 3.03 1.96 0.95 1.48 0.63 1.31 1.45 0.54 1.3 1.22
Zn 3.23 1.38 6.29 4.13 2.41 2.25 9.62 4.63 2.90 1.85 5.65
Ni 1.87 1.85 1.18 0.95 0.37 0.5 1.2 0.87 1.27 0.3 0.92
Co 1.01 3.27 0.39 1.27 0.57 0.38 1.42 1.16 1.45 4.42 0.46
Mn 20.58 166.56 14.14 59.66 27.44 9.5 75.4 45.45 35 14.81 24.45
Sr 2.89 1.19 2.36 1.27 0.74 1.5 1.09 1.45 1.45 0.43 0.76
Cd 0.09 0.02 0.02 0.2 0.09 0.06 0.05 0.14 0.09 0.02 0.08
V 4.76 3.46 8.25 4.12 5.01 8.13 4.67 4.34 4.35 4.47 5.35
C r 7.83 6.20 7.07 3.80 5.38 4.5 5.9 4.05 6.17 3.74 6.42
Ba 15.48 13.62 8.25 7.93 4.26 6.63 8.20 6.94 12.87 3.55 5.5
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Table 11. Geo-accumulation index of Olode sediments.

Metals Igeo range in the Sediments Interpretation
Cu –1 to 3 Practically uncontaminated to “moderately to heavily” contaminated
Pb –1 to 3 Practically uncontaminated to “moderately to heavily” contaminated
Zn –1 to 3 Practically uncontaminated to “moderately to heavily” contaminated
Ni –1 to 5 Practically uncontaminated to extremely contaminated
Co –1 to 5 Practically uncontaminated to extremely contaminated
Mn –1 to 6 Practically uncontaminated to extremely contaminated
Sr 0-3 Practically uncontaminated to “moderately to heavily” contaminated
V 0-3 Practically uncontaminated to “moderately to heavily” contaminated
Cr 0-4 Practically uncontaminated to “moderately to heavily” contaminated
Ba –1 to 4 Practically uncontaminated to “moderately to heavily” contaminated

Figure 4. Igeo maps of : A) Lead and B) Zinc within the study area.

3.5 Multi-element pollution indices

The following indices were employed due to 
some inherent limitations that single-element pollu-
tion indices [32]. 

The degree of contamination (CD)

The degree of contamination (CD) is obtained by 
adding all of the computed CFs for each metal (Table 
9), ranging from moderate to extremely high, signi-
fying a significant human influence. With the excep-
tion of Cd, which is moderately contaminated, all of 
the heavy metals tested exhibited very high levels of 

contamination, indicating a worrying anthropogenic 
input as a result of mining and probably increased 
agricultural activity in the studied area.

Pollution load index (PLI)
The pollutant load index (PLI) was used to 

properly assess the level of environmental contam-
ination caused by mining activity [34,40,22]. All of the 
PLI values obtained for the Olode stream sediments 
were more than one (Table 12). This indicates that 
the sampling site is significantly polluted/degraded, 
implying anthropogenic contamination. This index 
(PLI), which gives a simple, comparative approach 
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Figure 5. Igeo maps of A) Nickel and B) Cobalt within the study area.

Figure 6. Igeo maps of A) Manganese and B) Strontium within the study area.
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Figure 7. Igeo maps of A) Vanadium and B) Chromium within the study area.

Figure 8. Igeo maps of Barium within the study area.

to measuring the degree of heavy metals contamination 
in a site, states that PLI = 0 indicates perfection, PLI = 
1 indicates just baseline levels of pollutants, and PLI > 
1 indicates progressive site deterioration [34,40].

Pollution Index (PI)
The Olode stream sediments can be classified 

according to the PI categories. SS03 and SS04 were 
moderately polluted (1PI2), SS05 and SS08 were 
severely polluted (2PI3), while the remaining eight 
samples (8) were significantly polluted (PI > 3) (Ta-
ble 12). Thus, PI appeared to have an advantage over 
other underestimating indices, as it easily classifies 
high-risk sediments within a specific area/site of 
habitation [26,13].

Modified Pollution Index (MPI)
The MPI clearly distinguishes between three lev-

els of pollution: moderately contaminated (2MPI5; 
SS 06), “moderately-heavily polluted” (Severely 
polluted; SS 03), and the other ten samples heavily 
polluted [27,33,25] (MPI > 10; S7, S10, S13, and S19; 
Table 12). This shows that 83.33% of the area under 
investigation was heavily polluted implying great 
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anthropogenic contribution. 

Table 12. Pollution Load Index (PLI), Pollution Index (PI) and 
Modified Pollution Index values for heavy metals in Olode 
stream sediments.

Sampling sites PLI PI MPI
SS01 85.14 5.91 10.66
SS02 39.48 20.18 83.78
SS03 1.02 1.98 7.46
S004 3.25 1.75 30.09
SS05 6.13 2.27 13.89
SS06 40.34 52.33 2.01
SS07 30.96 7 38,02
SS08 2.93 2.24 22.96
SS10 30.96 3.91 17.78
SS11 29.66 20.55 7.57
SS12 2.46 6.53 12.46

Pollution Load Index: PLI < 0.7—Unpolluted; 0.7 < PLI < 1—Slightly polluted; 

1 < PLI < 2—Moderately polluted; 2 < PLI < 3—Severely polluted; PLI > 3—

Heavily polluted.

Pollution Index: PI < 0.7—Unpolluted, 0.7 < PI < 1—Slightly polluted, 1 < PI < 

2—Moderately polluted, 2 < PI < 3—Severely polluted, PI > 3—Heavily polluted.

Modified	Pollution	Index: MPI < 1—Unpolluted, 1 < MPI < 2—Slightly polluted, 

2 < MPI < 5—Moderately polluted, 3 < MPI < 5—Moderately-heavily polluted,  

5 < MPI < 10—Severely polluted and MPI > 10—Heavily polluted.

Ecological risk evaluation

Table 13 displays the value of the ecological risk 
index. The results demonstrated that the potential Eri 

for heavy metals in Olode stream sediments followed 
a pattern of heavy metal contamination: Cu > Ni > 
Cd > Pb > Mn > Zn (Table 8). For all of the heavy 
metals in the sediment, the obtained potential Eri val-
ues indicated a low to moderate ecological danger.

4. Conclusions
In Olode and its environs, southwestern Nigeria, 

a combination of geochemical tests, statistical ap-
proaches, and eight indices were utilized to identify 
heavy metal sources and assess pollution in stream 
sediments inside an active and abandoned mining 
site. The goal of this study was to determine the 
distribution of heavy metals in stream sediments, as 
well as the level of pollution, ecological danger, and 
potential sources of heavy metals. In order to inves-
tigate the source, contamination, and risk of heavy 
metals such as Pb, Zn, Cu, Ni, Co, Fe, Mn, and Cr, 
twelve (12) stream sediments and ten (10) rock sam-
ples were collected from pegmatite mining sites at 
Olode and its environs inside Ibadan, Southwestern 
Nigeria. The average values and order of abundance 
obtained followed the following pattern: ppm Mn 
(595.09) > Ba (80) > Cr (50.82) > V (45.09) > Zn 
(29.73) > Cu (13.82) > Co (13.82) > Sr (10.46) > Ni 
(9.73) > Pb (9.09) and Fe (1.59). The mean values 

Table 13. Ecological risk index of heavy metals in the Olode stream sediments.

Sample Cu Pb Zn Ni Mn Cd Cr RI

SS01 30 11.65 2.71 55 1.34 30 9.2 139.9

SS02 82.5 21.65 5.14 240 48.11 30 32.2 459.6

SS03 17.5 8.35 2.89 15 0.4 30 3.6 77.74

S004 15 5 1.86 15 2.09 30 2.4 71.35

SS05 20 13.35 1.86 10 1.64 30 5.8 82.65

SS06 42.5 8.35 2.57 20 0.84 30 7.2 111.46

SS07 7 3 12.57 11 7.67 1 5.4 47.64

SS08 20 8.35 2.28 15 1.74 30 2.8 80.17

SS10 35 5 2.29 35 2.14 30 6.8 116.23

SS11 197.5 66.65 7.86 45 4.97 30 22.6 374.58

SS12 37.5 61.65 5.29 30 1.78 30 8.4 174.62

Average 45.86 19.36 4.30 44.64 6.61 27.36 9.67 157.81

Category: Eri < 40—Low potential ecological risk; 40 ≤ Eri ≤ 80—Moderate potential ecological risk; 80 ≤ Eri ≤ 160—Considerable potential ecological risk; 160 ≤ Eri ≤ 

320—High potential ecological risk; Eri > 320—Very high ecological risk at hand for the substance in question. 
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for the heavy metals were higher than the back-
ground values, indicating that mining activities have 
a negative impact on the study area, as evidenced by 
the high coefficient of variation and correlation val-
ues (> 0.6). Copper-Lead (0.929), Copper-Vanadium 
(0.970), Copper-Chromium (0.815), Lead-Vanadium 
(0.884), Lead-Chromium, Nickel-Cobalt, Nick-
el-Manganese, Nickel-Strontium.

Based on the enrichment factor (EF), the Olode 
sediments show exceptionally significant enrichment 
for Mn and Ba when compared to other sediments in 
the research area. Cu and Ni are most likely respon-
sible for the high contamination, according to con-
tamination factor (CF) values. According to Igeo, the 
Olode stream sediments are practically uncontami-
nated to extremely contaminated by Ni, Co, and Mn, 
as measured by the degree of contamination (CD), 
pollution load index (PLI), pollution index (PI), and 
modified pollution index (MPI). Ni and Cu are the 
major regulating factors that are most likely causing 
the possible Eri. Even though the results for the dif-
ferent indices varied, the combined eight (8) indices 
supplied us with an all-encompassing picture of 
heavy metal dangers in the Olode stream sediments. 
This aids in the development of an appropriate eco-
logical management strategy for reducing the impact 
of heavy metal contamination from active and aban-
doned mining sites in Nigeria and other similar plac-
es.
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1. Introduction
This paper reports a study of the features of radio 

wave propagation in the equatorial ionosphere of 
the Earth. The relevance of the work is determined 
by the wide use of decameter and decimeter radio 
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waves to provide long-range radio communication, 
radio navigation, and radar, as well as to study the 
structure of the Earth’s upper atmosphere. It should 
be noted that, despite numerous studies conducted 
by Ishimaru, Tatarskii, Gershman and Rytov [1-4], 
second-order statistical moments of scattered elec-
tromagnetic waves in the equatorial anisotropic ion-
osphere have not yet been studied enough and need 
both the development of new methods for modeling 
the propagation of electromagnetic radiation.

The ray theory is the main theoretical tool for 
describing the propagation of short radio waves in 
the Earth’s equatorial ionosphere. It is based on the 
integration of stochastic differential equations, which 
describe the trajectories of rays in an in-homogene-
ous magnetized plasma. In addition, the calculation 
of the ray trajectories allows you to calculate the 
phase and take into account the absorption along the 
trajectories.

In the study by Jandieri et al. [5-10], peculiarities 
of the spatial power spectrum (SPS) of radio waves 
in the polar ionosphere were investigated by apply-
ing ray approximation. It has been established that 
randomly varying electron density and the ambient 
magnetic field and the anisotropy and dip angle of 
elongated inhomogeneities relative to the ambient 
magnetic field may increase the intensity of the fre-
quency fluctuations of propagating radio waves in 
the terrestrial ionospheric plasma. Multiple scattered 
effects of waves are revealed more strongly at large 
scales with slowly varying time irregularities when 
secondary waves with close frequencies propagate in 
a narrow spatial angle near the direction of an initial 
wave.

The equatorial region of the terrestrial ionosphere 
is of great interest. Plasma bubbles, with a concen-
tration greatly reduced relative to the background, 
are regularly observed in the equatorial region. These 
are relatively stable and rather large structures, the 
transverse size of which can reach hundreds of kilo-
meters. When they rise, they stretch strongly along 
the magnetic force line, relying on their bases for the 
maximum of layer F2. The transverse dimension of 
the bubble measured along the parallel is about 450 

km. The concentration inside the bud was reduced 
by about four times relative to the background. Sta-
tistical characteristics of propagating and scattered 
radio waves in the conductive equatorial ionosphere 
were not considered till now.

In reality, inhomogeneous media randomly vary 
both in space and in time. Harmonic waves scattered 
by the irregularities become nonharmonic. Spec-
tral lines broaden. Generally, the propagation of a 
wave with a complex spectral structure continuously 
changes its spectrum. The features of the temporal 
spectrum in the polar ionosphere have been consid-
ered in the study by Jandieri et al. [11].

Important aspects of scattered ordinary (O-wave) 
and extraordinary (E-wave) radio waves propagating 
in the equatorial ionosphere, which vary slowly with 
position and time, are considered using the ray ap-
proximation. We will investigate the influence of the 
absorption on the second-order statistical moments 
of scattered radio waves in the collision-conductive 
ionospheric turbulent plasma using the stochastic 
transfer equation for the complex frequency based 
on the WKB (Wentzel-Kramers-Brillouin) method. 
Evaluation of the temporal (broadening and displace-
ment of maximum) contains: the homogeneous ex-
ternal magnetic field, velocity of plasma flow; Hall, 
Pedersen, and longitudinal conductivities, anisotropy 
factor of electron density irregularities and the dip 
angle of prolate plasmonic structures with respect to 
the geomagnetic lines of forces. 

Section 2 considers the ray approximation, spa-
tial-temporal geometric optics (STGO), and ST rays 
in the equatorial ionospheric plasma. Expression 
of the complex refractive index of equatorial con-
ducting magnetized plasma is obtained. A stochastic 
differential transfer equation for complex frequency 
fluctuation is given, describing the propagation of 
radio waves in plasma; statistical moments of the 
temporal spectrum describing scattering features 
of both ordinary and extraordinary radio waves are 
investigated. Numerical calculations are presented 
in Section 3 using the anisotropic spatial-temporal 
spectrum of electron density inhomogeneities and 
the velocity of turbulent plasma movement, applying 
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the experimental data. Some conclusions and discus-
sions are made in Section 4.

2. Materials and methods
Asymptotic and integrated methods are tradition-

al instruments for studying radio waves’ propagation 
in random media. Currently, the most developed 
and justified both theoretically and experimentally 
method of describing the mechanism of propagation 
of short (2-40 MHz) electromagnetic waves in the 
Earth’s ionosphere is geometric optics—a meth-
od of approximate representation of wave fields in 
smoothly inhomogeneous media. The field of the 
monochromatic wave in a medium with a refractive 
index ( )N r  in a scalar approximation is described by 
the Helmholtz equation which is given by Ishimaru, 
Tatarskii, Kravtsov et al. [1,2,12].

In the case of ionospheric propagation, the fol-
lowing inequality is usually satisfied: l λ>>  ( λ  is 
the wavelength of the wave). This inequality im-
plies that only forward scattering is important in the 
random scattering process and the WKB solution is 
valid for the wave propagation. The phase satisfying 
the eikonal equation for each normal wave can be 
written as 2 2 2 2 ( , , )c k N nω ω= k , where ( , )t ϕ= −∇k r , 

( , ) /t tω ϕ= ∂ ∂r  are the local wave vector and the 
frequency, respectively, are spatial-temporal slow-
ly-varying functions; ( , )n tr  is a fluctuating compo-
nent of the electron density of a turbulent plasma at 
the point r; 2 ( , )N ω k  is the complex refractive index, 
c is the speed of light. 

Statistical analysis of a phase and its derivatives 
applying the WKB method is generally difficult, es-
pecially in a non-stationary medium when ( , )tω r  is 
one of an unknown quantity. In quasi-monochromat-
ic small-angle approximation, at smoothness electron 
density fluctuations 0 1( , ) ( , )n t n n t= +r r , 1 0n n<< , first 
term is a homogeneous component, the second one is 
spatial-temporal stochastic function describing elec-
tron density random variations. For complex refrac-
tive index 0 1( , ) ( , ) ( , )N t N t iN t= −r r r , we investigate 
statistical characteristics of the frequency fluctua-
tions of electromagnetic waves propagating and scat-
tering in the equatorial ionosphere. The imaginary 

component of the refraction index in inhomogeneous 
anisotropic conductive plasma within the frame-
work of the ray approximation is connected with a 
complex wave vector. The real part of this vector is 
connected with both turbulent plasma inhomogeneity 
and refraction of waves, whereas the complex part 
of the inhomogeneous wave (Im 0)≠k  describes the 
evolution of inhomogeneous waves including dif-
fraction.

Let the ambient magnetic field is directed along 
the Y-axis. Components of the complex permittiv-
ity tensor in this case are: ( )xx zz i sgε ε ε σ⊥ ⊥= = − +   , 

æ +i( æ)xz Hsε δ σ= − +  , 0( ) ( )yy p u i svε ε σ⊥= + − +


  , xx zzε ε=  , 

zx xzε ε= −  , 0xy yx yz zyε ε ε ε= = = = ; here: 0 / (1 )p v u= − ,  
0 (1 ) / (1 )g p u u= + − , 2 / (1 )uδ = −  1 (3 ) / (1 )g u u= − − , 

0æ p u= 

0æ p u= .  Plasma parameters 2 2( ) ( ) /pv ω ω=r r  and 
2

0( / )eu eH m cω=  contains the plasma frequency 
1/22( ) 4 ( ) /p e eN e mω π =  r r  and the cyclotron frequen-

cy. Normalized conductivity tensor 0ˆ4 / k cσ πσ=  of 
ionospheric turbulent plasma for equatorial latitude 
was given in the study by Aydogdu et al. [13] contains 
the Hall’s Hσ , Pedersen σ⊥  and longitudinal σ


 

conductivities:

2
2 2 2 2( ) ( )

e i
H e

e e e i i i
e n

m v m v
ω ω

σ
ω ω

 
= −  + + 

, 

2
2 2 2 2( ) ( )

e i
e

e e e i i i

v v
e n

m v m v
σ

ω ω⊥
 

= +  + + 
, 

2 1 1
e

e e m i
e n

m v m v
σ

 
= + 

 


Here, 0 0 /k cω= , e and em  are the charge and 
mass of an electron, ve,i is the electron or ion colli-
sional frequency with neutral molecules; eω  and iω

are the angular gyrofrequency of an electron and ion, 
respectively, mi is the mass of ion.

Complex refractive index N of the conductive 
collision equatorial ionospheric plasma at 0s ≠ , 

0ijσ ≠
 and ,ij ijs ε σ<<   is as follows: 

2
0 0 1( , ) ( , ) ( , )N n n i nω ω ω= Γ + Γ , (1)

where: 2 2
0 1 0 2 2 1 21 2 ( ) / ( )T T T T TβΓ = − − + , 

2 2
1 2 0 1 2 1 22 ( ) / ( )T T T T TβΓ = + + ,

1 1T A D= ± , 2 1 2T R D= ± , 1 1( ) / 2D r B= + , 2 2
1r B C= + ,  
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2 1( ) / 2D r B= −  
0 0 1v (1 v)T p β= − + , 2 2

1 1 || || ||(sin ) (1 cos 2 )β θ ε σ σ θ ε ε⊥ ⊥= Λ − + + −  , 
6 8 ,C β β= − 2 2 2 2

2 || 2 || || 1sin cos 2 ( æ ),β σ θ σ θ ε ε σ σ ε⊥ ⊥ ⊥ ⊥= + − Λ + + − − Λ     
      2 2 2 2

2 || 2 || || 1sin cos 2 ( æ ),β σ θ σ θ ε ε σ σ ε⊥ ⊥ ⊥ ⊥= + − Λ + + − − Λ   

2 2
1 2 æ ,H Hσ σ σ⊥Λ = + +    2 2

3 1 ||sin (1 cos )β θ σ σ θ⊥= Λ + +  ,  
2

01 (1 cos )a p u θ= − −
2 2

2 || ||2 sin ( ) (1 cos ),ε σ θ ε σ ε σ θ⊥ ⊥ ⊥ ⊥Λ = + + +    
     2 2

2 || ||2 sin ( ) (1 cos ),ε σ θ ε σ ε σ θ⊥ ⊥ ⊥ ⊥Λ = + + +  

2(1 v) [ (1 v) ] / (1 )c u u= − − − − ,
2 2 12 (1 v) 2 v (1 cos ) (1 )b u u uθ − = − − + + −  , 2

0 [ 2 (1 v) sin ]A p u θ= − −  

     2
0 [ 2 (1 v) sin ]A p u θ= − − ,

2 2
4 2 ||2 ( sin cos ),β σ θ σ θ⊥= Λ − + 

2 2
6 2 1 ||2 sin (1 cos ) bβ θ σ σ θ⊥ = Λ Λ + + −   ,

2 2 4 2 2
5 7 0( ) sin 4 (1 v) cos ,B p u uβ β θ θ = − + + − 

2 2 2 2
3 || || || 1( sin cos ) 2 ( æ )σ θ σ θ ε ε σ σ ε⊥ ⊥ ⊥ ⊥ Λ = + + − − Λ     ,

2 4 2 2 2 2 2 2 2
5 1 || 2 1 ||sin (1 cos ) 2 sin (1 cos )bβ θ σ σ θ θ σ σ θ⊥ ⊥ = Λ + + − Λ − Λ + + +      

       2 4 2 2 2 2 2 2 2
5 1 || 2 1 ||sin (1 cos ) 2 sin (1 cos )bβ θ σ σ θ θ σ σ θ⊥ ⊥ = Λ + + − Λ − Λ + + +    

2 2
1 ||2 sin (1 cos ),σ σ θ θ⊥+ Λ ⋅ +   

7 3 || 1 ||4 ( 2 ) ,aβ ε ε σ σ⊥ ⊥ = Λ + Λ +     
2 2

8 || || 12 ( æ )aβ ε ε σ σ ε⊥ ⊥ ⊥ = + − − Λ +  

2 2
|| || 1 ||( sin cos ) ( 2 )cσ θ σ θ ε ε σ σ⊥ ⊥ ⊥ + + − Λ +     

       2 2
|| || 1 ||( sin cos ) ( 2 )cσ θ σ θ ε ε σ σ⊥ ⊥ ⊥ + + − Λ +    

The upper sign is devoted to the O-wave, low-
er sign to the E-wave; θ is the angle between the 
wave vector k0 and the applied magnetic field H0. 
The refracting index of the equatorial ionosphere is 
complex. The absorption is always dissipative and 
represents a conversion of the wave energy into heat 
through the collision process. The presence of the 
geomagnetic field leads to birefringence and anisot-
ropy. For collisionless and nonconductive turbulent 
plasma we obtain the well-known formula given in 
the study by Ginzburg et al. [14]. 

As is well known from the studies of Ishimaru, 
Tatarskii, Gershman, Rytov et al. [1-4], radio signals 
propagate in a non-stationary, turbulent plasma, the 
Doppler shift is small compared with the transmitter 
frequency, and the spectrum broadens. Quantitative 
estimation of the frequency fluctuations is important, 
as the broadening of a spectrum limits the resolution 
of a Doppler method studying the structure of the re-
ceiving signal. On the other hand, by measuring the 
width of the Doppler spectrum, it is possible to solve 

the reversal tasks by receiving information on statis-
tical properties of turbulent plasma. The ratios con-
necting changes in frequency with the parameters of 
moving turbulent plasma irregularities make the ap-
plication of statistical methods as a tool for solving 
direct and reverse problems of radio wave propaga-
tion in a non-stationary turbulent plasma necessary.

Neglecting polarization effects, in the geometrical 
optics approximation, the frequency of the radio wave 
satisfies the stochastic differential transport equation 
which is given in the study by Gavrilenko, Kravtsov  
et al. [15,16] for an arbitrary spatial-temporal dispersion: 

( ) i
gr

i

pu N
t c p t

ωω
∂∂ ∂ + ∇ = − ∂ ∂ ∂  ∑u  (2)

where: ( ), /iN p ckω ω=  is the complex refractive 
index, ( )/

ipd dω=u k  is the group velocity of the 
wave; ip  is an arbitrary parameter characterizing 
turbulent plasma. We assume that an incident plane 
wave propagates in the y direction. The eikonal 
equation describes virtual ray trajectories, which 
can be measured experimentally. Ray paths deviate 
toward an increase in the index of refraction. Radio 
waves propagating in the lower ionosphere, the ray 
path deviates towards the Earth; at the propagation 
of these waves through the upper ionosphere ray 
path deviates to the opposite direction.

Second-order statistical moment: the variance 
of the frequency fluctuations of radio signals is one 
of the important spectral characteristics that can be 
found by the measurement of random variations of 
a phase. It describes the broadening of the temporal 
spectrum in the ionospheric plasma. Applying equa-
tion (2) in a first approximation frequency fluctuation 
satisfies the stochastic transport differential equation:

01 1 1
0 0 1 2(1 ) ( )q ni k i

y c t t
ω ω∂ ∂ ∂

+ + Λ = − Λ + Λ
∂ ∂ ∂ , (3)

where: 0 0 0 0 /q N Nω ω= + ∂ ∂ , 1
0 1 0

0 0

1 NN
q

ω
ω

 ∂
Λ = + ∂ 

, 

0
1

0

N
n

∂
Λ =

∂
, 1

2
0

N
n

∂
Λ =

∂
,

0 0 1
1 1

0 1 0 1 0

1 11
4 N r n r n

  Γ ∂Γ ∂Γ
Λ = + + Γ    ∂ ∂   

, 
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0 0 1
2 1

1 1 0 1 0

1 11
4 N r n r n

  Γ ∂Γ ∂Γ
Λ = − + Γ    ∂ ∂   
is the group velocity of an unperturbed wave prop-
agating along the y-axis in a conductive absorptive 
turbulent ionospheric magnetoplasma. In the aniso-
tropic absorbing turbulent plasma, the direction of 
group speed and a wave vector cannot coincide. The 
energy flux of a wave propagating along the ray path 
at each point coincides with the group velocity vgr. In 
the absence of the spatial dispersion, it also coincides 
with the direction of an average Poynting vector. 
However, the conductivity of turbulent plasma can 
lead to the opposite directions of Poynting’s vector 
and a wave vector, and, hence, the group velocity 
will become negative. 

For the solution of equation (3) we will apply the 
Fourier transform:

( ) ( )1 , , exp( )t dv v ivtω
∞

−∞

= Ω∫r r  .

Let a plasma slab having thickness L ( 0 y L< < )  
contains electron density inhomogeneities with the 
linear scale l ; a vacuum is at 0y <  and the observa-
tion point is located out of a plasma slab 0y > . We 
obtain:

0 2 1 0 0 1
0

( , , ) ( ) exp ( ) ( , , )
L

y k i q i y d n
c
     
          ρ ρ

0 0exp ( )q i
c
      

,

0 2 1 0 0 1
0

( , , ) ( ) exp ( ) ( , , )
L

y k i q i y d n
c
     
          ρ ρ

0 0exp ( )q i
c
      

,0 2 1 0 0 1
0

( , , ) ( ) exp ( ) ( , , )
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,

{ },x z⊥ =ñ . Spatial-temporal fluctuations of an 
instantaneous local frequency are caused by mul-
tiple scattering of radio waves propagating in a 
turbulent ionospheric plasma with a group velocity 

0 0(1 ) /grV c i q= − Λ .
Non-stationarity is caused by moving turbulent 

plasma flow and spatial-temporal variations of elec-
tron density fluctuations. Monochromatic waves 
scattered on the electron density fluctuations become 
nonmonochromatic. Spectral lines broaden. Gener-
ally, waves with a complex spectral structure con-
tinuously change the spectrum. The spectrum of the 
receiving signal broadens and reaches its maximum 

during the Doppler shift due to irregularities and 
temporal fluctuations in electron density.

Statistical characteristics of the frequency fluctu-
ation of radio waves propagating and scattering in a 
weakly absorptive 0 1q <  equatorial ionosphere plas-
ma at 1L >>  can be written as:  
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where the asterisk means complex conjugation, 
( , )x zk k⊥ =k .
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is an arbitrary spatial-temporal autocorrelation func-
tion of electron density fluctuations, 0 /yk vq c= . 
Temporal spectrum is calculated by the formula:

1 2∆ = ∆ + ∆ , (7)
Broadening of the temporal power spectrum 

2 2
1 0/ω ω∆ ≡< >  is an experimentally measurable pa-

rameter; * 2
1 1 1 0/2ω ω ω∆ ≡< > , 2

2 1 1 0Re /2ω ω ω∆ ≡ < > ; the  
pointed brackets indicate the ensemble average. Co-
herency impairment of the field of the receiving sig-
nal caused by phase fluctuations in the ionospheric 
plasma with large-scale inhomogeneities allows us 
to suggest that variance of the frequency fluctuations 

2
1ω< >  is also applicable at diffraction. At strong ab-

sorption the second term of equation (6) is much less 
than the first one.

Diffraction effects have a substantial influence on 
this second-order statistical moment only in Fraun-
hofer’s zone 2

0( / ) 1y k l >> .
This means that radio waves scattered under a big 

angle attenuate faster along the y axis.
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3. Results
Experimental measurements of artificial large-

scale electron density inhomogeneities generation in 
the ionospheric F2 region by “SURA” heating facil-
ity by powerful radio waves were given in the study 
by Frolov et al. [17]. Transverse scale of these irreg-
ularities l⊥ varies from a few meters up to tens of  
a hundred kilometers. Large-scale turbulent plasma 
irregularities along the sight beam on the satellite can  
have the sizes 30l =



 km, the drift velocity 30 35÷  m/s. 
Observations of drift small-scale field-aligned in-

homogeneities in the F ionosphere have shown in the 
study by Kvavadze et al. [18] that they have elongated 
shape, anisotropy factor varies from 1 to 3 moving 
with the drift velocity 40-100 meter/sec S-W direc-
tion. Small-scale irregularities with Gaussian spec-
trum are responsible for polarization fluctuations at 
the frequency band of 20-50 MHz.

Experimental measurements at Kingston, Jamaica 
show that field-aligned electron density inhomoge-
neities in the F-ionosphere are existing between al-
titudes 153 km and 617 km. Defiant scintillations of 
signals from the moving earth satellites were given 
in the study by Chen et al. [19]. Dip angle of these in-
homogeneities relative to the ambient magnetic field 
was about 16°. Electron density irregularities are de-
scribed by anisotropic Gaussian and power-law spec-
tral functions. For F region large-scale sizes irreg-
ularities ( ~ 10  km) become unstable, and dissipate 
their energy by generating small-sized irregularities, 
as is the case in turbulence. In the equatorial region 
the large-scale irregularities are most likely produced 
by a convective electric field.

Analytical calculations are carried out using a 
spatial-temporal spectral function of electron density 
irregularities given in the study by Jandieri et al. [20]:
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where: 2 2
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Diffusion processes in the ionosphere along and 
across directions relative to the external magnetic 
field lead to the anisotropy of elongated plasmonic 
structures. These inhomogeneities can be character-
ized by two anisotropy parameters: Anisotropy coef-
ficient /l lχ ⊥=



, which is the ratio of characteristic 
linear scales along and across the ambient magnetic 
field; and inclination angle 0γ  of electron density 
irregularities relative to the lines of forces of geo-
magnetic field; /T l V=  is the characteristic temporal 
scale of electron density fluctuations, 0 1 / Tν =  is 
the frequency of the ionospheric irregularities. Drift 
velocity exceeds the velocity of the shape changes of 
the inhomogeneities themselves. If 0 0V =  we obtain 
studies given by Jandieri et al. [8-10,20].  

Substituting (8) into equations (5) and (6) we 
obtain the broadening of the temporal spectrum of 
scattered ordinary and extraordinary waves in the 
equatorial ionosphere:
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where: 
1/22 2

1 2 1 0( / ,n n nδ  = −   [ ]2
2 0 0 ||2 ( / ) 1 ( / ) ,q L l y Lδ ζ= Λ −  

[ ]2
2 0 0 ||2 ( / ) 1 ( / ) ,q L l y Lδ ζ= Λ − 2 4 2 2 2

2 1 0 0( / ) ( / )m n n qζ χ= + ,  L is slab 
thickness.

Analyses show that frequency fluctuations grow 
faster than in nonabsorbing medium given in the 
studies by Gavrilenko, Kravtsov et al. [15,16] if dis-
tance travelling by wave in the turbulent plasma ex-
ceeds the distance of weak attenuation even at y L> .

It is essential to emphasize that second-order 
statistical moment (9) does not depend on a sign of 
the parameter 0ψ . So, the obtained result is valid for 
both absorbing, and active media. The reason for this 
effect is that, frequency perturbations in a medium 
with complex refractive index not only are trans-
ferred along Y axes with a group velocity given in 
the study by Kravtsov et al. [16], but also amplify. A 
similar effect can take place for an incident frequen-
cy-modulated wave in a homogeneous medium with 
a complex refractive index. The modulator in our 
case is a turbulent plasma layer.

Figures 1 and 2 illustrate ray trajectories of ra-
dio wave propagation in the turbulent anisotropic, 
inhomogeneous, non-stationary ionospheric plasma. 
Two groups of curves are highlighted. For higher 
frequencies propagating through the ionosphere, ab-
sorption is low. Lower frequencies are reflected from 
the layer. The characteristic maximum on curves is 
the reflection point. These rays spend a lot of time in 
the lower ionosphere and test active absorption. Ab-
sorption increases inversely in proportion to the fre-
quency. Comparing the figures extraordinary wave is 
absorbed more than the ordinary one.

Figure 3 illustrates the behavior of the spec-
trum for different anisotropy factor. Analyses show 
that varying anisotropic parameters in the interval 
3 18χ≤ ≤  maximum, spectrum broadening increases 
and its maximum shifts to the left.

Curves describing the broadening of the temporal 
spectrum of O-wave scattered in the turbulent iono-
spheric plasma at an anisotropy factor 3χ =  varying 
distance 0 ( / ) 10.5y L≤ ≤  are plotted in Figure 4. 
Numerical calculations show that at 0

0 17γ =  two 

humps arise; broadening of the first hump is very 
small. At 0

0 19γ =  these humps have the same widths. 
Increasing the inclination angle up to 0

0 21γ =  the 
second hump is disappeared. The same behavior of 
the curves is observed at 6χ = , but the broadening 
of a second curve becomes substantially small at 

0 9γ = . Precursor in the temporal spectrum does not 
arise for E-wave.

Numerical calculations show that the broadening 
of the temporal spectrum of both O- and E-waves 
increases in proportion to the temporal parameter 

0 0/ν ω  and the distance propagating by radio waves 
in the equatorial ionosphere.

Figure 1. Altitude-absorption
diagram for O-wave.

Figure 2. Altitude-absorption
diagram for E-wave.

Figure 1. Altitude-absorption diagram for O-wave.

Figure 1. Altitude-absorption
diagram for O-wave.

Figure 2. Altitude-absorption
diagram for E-wave.

Figure 2. Altitude-absorption diagram for E-wave.



92

Journal of Environmental & Earth Sciences | Volume 05 | Issue 01 | April 2023

Figure 3. /y L∆ − diagram showing
spectrum broadening for different
anisotropy factor.

Figure 4. /y L∆ − diagram showing evaluation of
the spectrum at different inclination angle of O-
wave.

Figure 3. /y L∆ −  diagram showing spectrum broadening for 
different anisotropy factor.

Figure 3. /y L∆ − diagram showing
spectrum broadening for different
anisotropy factor.

Figure 4. /y L∆ − diagram showing evaluation of
the spectrum at different inclination angle of O-
wave.

Figure 4. /y L∆ −  diagram showing evaluation of the spectrum at 
different inclination angle of O-wave.

4. Discussion
When constructing a uniform asymptotic theory 

describing the processes of propagation and diffrac-
tion of electromagnetic waves (for example, radio 
pulses) in inhomogeneous anisotropic media in a 
short-wave approximation, geometric optics is the 
traditional method. Mathematical modeling of the 
features of the propagation of radio waves in the ion-
ospheric plasma in the decameter range was carried 
out, taking into account artificial and natural inhomo-

geneities. The refractive index, one of the important 
parameters characterizing the equatorial ionosphere, 
has been derived for the first time. Second-order 
statistical moments of the temporal spectrum (broad-
ening and displacement) of scattered ordinary and 
extraordinary radio waves propagating and scattering 
in the conductive turbulent plasma are investigated 
in the geometrical optics approximation.

Second-order statistical moments of the temporal 
spectrum: Correlation function and variance of the 
frequency fluctuations describing the broadening 
and shift of its maximum have been obtained for the 
arbitrary autocorrelation function of electron density 
fluctuations.

Numerical modeling was carried out for the spa-
tial-temporal spectrum of electron density fluctua-
tions containing anisotropic parameters characteriz-
ing turbulent ionospheric turbulent plasma: turbulent 
plasma velocity, anisotropy coefficient, and dip angle 
of stretched plasmonic structures relative to the lines 
of forces of the geomagnetic field. Investigations 
show that the anisotropy coefficient and dip angle of 
electron density inhomogeneities have a substantial 
influence on the broadening of the temporal power 
spectrum and the displacement of its maximum in 
scattered O- and E-waves in the equatorial iono-
sphere. A new double-humped effect has been re-
vealed in the temporal spectrum of scattered O-waves 
in the equatorial ionosphere, contrary to the polar 
ionosphere. Diffraction effects have a substantial in-
fluence on the variance of the frequency fluctuations 
in the nonstationary turbulent plasma at longitudinal 
propagation, when the absorption is essential.

The relevance of the problem of studying the 
propagation of electromagnetic waves in the upper 
atmosphere is determined by the need to solve the 
problems of long-distance radio communication, 
radio navigation, radar location, as well as the prob-
lems of diagnosing the structure of the ionosphere 
propagation medium and also studying of the struc-
ture of an ionosphere—the upper atmosphere of 
Earth by methods of remote sensing and a radio to-
mography. Measurements of the statistical character-
istics of scattered electromagnetic waves by satellite, 
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ground-based radar systems, or meteorological-ion-
ospheric stations give information about ionospheric 
turbulent plasma irregularities. Relevance of research 
is defined by the active use of electromagnetic waves 
of a short-wave band in the antenna equipment, for 
providing long-distance radio communication, radio 
navigation, a radar location, and also studying of the 
structure of an ionosphere—the upper atmosphere 
of Earth by methods of remote sensing and a radio 
tomography.
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ABSTRACT
Landfilling is one of the most effective and responsible ways to dispose of municipal solid waste (MSW). Identifying 

landfill sites, however, is a challenging and complex undertaking because it depends on social, environmental, technical, 
economic, and legal issues. This study aims to map the optimal sites that were environmentally suitable for locating a 
landfill site in Butuan City, Philippines. With reference to the policy requirements from DENR Section I, Landfill Site 
Identification Criteria and Screening Guidelines of National Solid Waste Management Commission, the integration of a 
Geographic Information System (GIS) model builder and Analytical Hierarchy Process (AHP) has been used in this study 
to address the aforementioned challenges related to the landfill site suitability analysis. Based on the generated sanitary 
landfill suitability map, results showed that Barangay Tungao (1131.42967 ha) and Florida (518.48 ha) were able to meet 
and consider the three (3) main components, namely economic, environmental, and physical criteria, and are highly suit-
able as landfill site locations in Butuan City. It is recommended that there will conduct a geotechnical evaluation, involv-
ing rigorous geological and hydrogeological assessment employing a combination of site investigation and laboratory 
techniques. In addition, additional specific social, ecological, climatic, and economic factors need to be considered (i.e. 
including impact on humans, flora, fauna, soil, water, air, climate, and landscape).
Keywords: Geographic information system; Sanitary landfill; Analytic hierarchy process; Butuan City; Site suitability
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1. Introduction
Landfill site suitability assessment is a crucial 

task in solid waste management, as it involves iden-
tifying the most suitable location for a landfill site. 
The process involves considering various factors 
such as topography, geology, hydrology, and land 
use, among others. The use of Geographic Infor-
mation Systems (GIS) and the Analytic Hierarchy 
Process (AHP) has gained significant popularity in 
recent years in the assessment of landfill site suit-
ability. GIS is a powerful tool that allows for the 
visualization, analysis, and interpretation of spatial 
data, while AHP is a decision-making technique that 
facilitates the prioritization of different factors based 
on their relative importance.

Several studies have been conducted on landfill 
site suitability assessment using GIS and AHP. For 
instance, in a study by Li et al. [1], the authors used 
GIS and AHP to assess landfill site suitability in a 
rural area of China. The study identified various 
factors that were crucial in the selection of a suit-
able landfill site, including topography, distance 
to settlements, and distance to water sources. The 
results of the study indicated that GIS and AHP are 
effective tools for landfill site suitability assessment. 
In another study by Mohammadi et al. [2], the authors 
used GIS and AHP to assess landfill site suitability 
in Iran. The study identified various factors that were 
crucial in the selection of a suitable landfill site, in-
cluding distance to transportation routes, distance to 
settlements, and soil type. The study concluded that 
the use of GIS and AHP is an effective approach to 
landfill site suitability assessment.

Numerous studies have demonstrated the efficacy 
of using GIS and AHP for landfill site suitability as-
sessment. For example, Abbas and Ahamad [3] used 
GIS and AHP to assess landfill site suitability in In-
dia. The study identified several factors that played a 
significant role in the selection of a suitable landfill 
site, including land use, distance to settlements, and 
slope. The authors concluded that GIS and AHP are 
effective tools for landfill site suitability assessment.

In a study by Villanueva et al. [4], they used mul-
ti-criteria decision-making (MCDM) approach to 

evaluate and rank potential landfill sites in the mu-
nicipality of San Nicolas, Pangasinan, Philippines. 
The study identified suitable landfill sites based on 
several criteria, including distance from residential 
areas, distance from water bodies, and accessibility 
to transportation routes. The results of the study can 
assist local decision-makers in identifying suitable 
landfill sites in accordance with the guidelines set 
forth by Republic Act 9003: Ecological Solid Waste 
Management Act of 2000 [5]. The study highlights the 
importance of proper waste management in ensuring 
environmental sustainability and public health.

As Butuan City in the Philippines has become 
one of the most heavily populated cities in the 
country, there is a need for the consequent wastes 
generated to be properly disposed of and catered to 
that will prevent its possible negative impacts on 
the people and the environment. This leads to an 
area meeting certain criteria for it to be the proposed 
area for building a sanitary landfill. Because of this, 
the city will benefit from this research by achieving 
sustainable landfill standards that are acceptable to 
the surrounding community and environmentally re-
sponsive.

Generally, the study aims to map the optimal sites 
that were environmentally suitable for locating a 
landfill site in Butuan City, Philippines. Specifically, 
it aims to identify a set of criteria for siting sanitary 
landfill and utilize the analytic hierarchy process 
(AHP) in providing weights for the identified criteria 
by generating a landfill suitability map based on the 
identified criteria and its corresponding weights us-
ing a Geographic Information System (GIS) in Butu-
an City, Philippines.

2. Methodology

2.1 Study area

Butuan City (8°57’N 125°32’E) is the 1st District 
of Agusan del Norte (Figure 1). Its total popula-
tion according to the 2015 census is 337,063 with a 
density of 410/km2. It is considered to be a 1st city 
income class and was declared as a highly urbanized 
city on February 7, 1995. It has a land area of 816.62 
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km2 (315.30 sq mi) approximately considered to be 
4.1% of the total area of the Caraga region covering 
86 barangays which are categorized into 27 Urban 
and 59 Rural. Its land use involves agriculture area 
(397.23 km2), forestland (268 km2), grass/shrub/
pasture land (61.14 km2), and other uses (90.242 
km2). Production forest and protection forest areas 
cover 105 km2 and 167.5 km2 of the total forestland. 
Butuan City has a tropical rainforest climate, which 
is characterized by high temperatures and abundant 
rainfall throughout the year. The city experiences 
two distinct seasons: The wet season, which usually 
lasts from May to November, and the dry season, 
which usually lasts from December to April. During 
the wet season, Butuan City receives an average of 
300 to 400 millimeters of rainfall per month. The 
heaviest rainfall usually occurs in October and No-
vember. The high humidity and rainfall during this 
season can sometimes lead to flooding in low-lying 
areas. During the dry season, the city experiences 
warm and dry weather, with temperatures averaging 
around 28 to 32 degrees Celsius during the day and 
around 22 to 24 degrees Celsius at night. The dry 
season is also characterized by occasional thunder-

storms and occasional brief rainfall. Overall, Butuan 
City has a warm and humid climate throughout the 
year, with temperatures averaging around 26 to 28 
degrees Celsius.

2.2 Data collection 

A total of twelve (12) data sets were gathered and 
processed from various sources in the conduct of the 
study. Table 1 lists the inventory of the data require-
ments with their corresponding sources. First, dis-
tance from urban areas was generated using the pop-
ulation per barangay data from Philippine Statistics 
Authority (PSA) census in 2010 [6] by identifying the 
urban areas following the condition set by the afore-
mentioned agency. According to PSA, a barangay is 
considered urban if its population reaches 500 and 
above per square kilometer. Second, the slope was 
generated from a 30-meter resolution ASTER DEM 
data downloaded from the USGS Earth Explorer [7]. 
Third, road network distance from settlements data 
was generated from the OpenStreetMap [8] to iden-
tify the distance between the road and settlement 
areas. Fourth, the surface water or stream network 
data were digitized from the 1:250,000 topographic 

Figure 1. Location map of Butuan City, Philippines.
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maps of NAMRIA [9] and land cover maps. Fifth, 
groundwater point source coordinates were gathered 
from the Philippine Groundwater Data Bank [10] and 
were then converted into shapefile. Identification of 
cultural sites using Google Earth [11] to locate sites 
in those areas with cultural importance. Other data 
were just downloaded, projected, and then clipped 
to the administrative boundary of Butuan City in the 
Geoportal PH [12], LiPAD Portal [13], DA-BSWM [14], 
and DOST-PHIVOLCS [15].

2.3	Landfill	site	selection	criteria

After conducting a review of relevant literature, 
establishing a hierarchy of criteria and sub-criteria 
is a crucial step in any land suitability analysis. The 
selection of criteria and sub-criteria depends on the 
study’s objectives and scope based on the study by 
Ali et al. [15]. Moreover, Table 2 shows the hierarchy 
of criteria and sub-criteria consisting of three pri-
mary criteria, namely economic, environmental, and 
physical, along with twelve sub-criteria described in 
a study by Kara and Doratli [16].

This broad classification will each include various 
criteria that are necessary for the determination of 

the optimal site for a landfill. A detailed list of factors 
with their scale classification is provided in Table 2. 
The classification was revised for it to be tailor-fitted 
to local conditions, especially with the policies. The 
policy guidelines were taken from Section I. Landfill 
Site Identification Criteria and Screening Guidelines 
of NSWMC Resolution No. 64, Series of 2013.

2.4 Analytic hierarchy process

The Analytical Hierarchy Process (AHP) is a 
powerful tool that helps decision-makers tackle com-
plex decision-making challenges by assisting them in 
prioritizing options to arrive at the best decision. On 
the other hand, the Multi-Criteria Decision Analysis 
(MCDA) method supports the framework, design, 
evaluation, and prioritization of alternatives in deci-
sion problems. Among the different decision-mak-
ing techniques used by both decision-makers and 
researchers, the Analytical Hierarchy Process is one 
of the most frequently utilized techniques by Sari  
et al. [18]

Moreover, it generates a weight for each criterion 
according to the decision maker’s pairwise compari-
son of the criteria. For a fixed criterion, the AHP as-

Table 1. List of all the data requirements and their sources for landfill suitability mapping.

Main Criteria Criteria Dataset Requirement Data Source

Economic

Distance from urban areas Population Density per barangay PSA (Census 2010) [6]

Slope ASTER DEM (30 m resolution) USGS Earth Explorer [7]

Distance from roads Road Network OpenStreetMap
(as of June 2020) [8]

Environmental

Distance from surface waters Digitized stream network from 
NAMRIA topographic maps NAMRIA [9]

Distance from groundwaters Groundwater point sources Philippine Groundwater Data Bank [10]

Distance from environmentally 
sensitive areas

Taguibo watershed (listed in critical 
watersheds in the Philippines) Geoportal PH [12]

Land Cover Land cover map NAMRIA (2010) [8]

Flood Susceptibility Flood Susceptibility map
(25-year return period) LiPAD Portal [13]

Soil permeability Soil types DA-BSWM [14]

Physical

Distance from settlements Building dataset OpenStreetMap
(as of June 2020) [8]

Distance from cultural heritage POIs of cultural sites Google Earth [11]

Distance to Faults
(Seismic Conditions) Active Faults DOST PHIVOLCS [15]

Source: [16].
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Table 2. Identified landfill site selection criteria with policies/considerations, exclusionary zones and sub-criterion zones for Butuan 
City, Philippines.

Main Criteria Criteria Policies / Considerations Exclusionary 
Zones

Sub-criterion 
zones

Suitability 
Classification

Economic

Distance from 
urban areas

Urban Areas are those areas with 
at least 500 persons per square 
kilometer (PSA)

-

0-10 km
10-25 km
25-50 km
> 50 km

Low
Moderate
High
Very High

Distance from 
roads

The site shall be accessible from 
major roadways and thoroughfares 
provided that if it is not accessible 
the project design shall include 
means of access.

100 m from the 
main roads

100-250 m
250-500 m
500-750 m
> 750 m

Low
Moderate
High
Very High

Slope

Ideally, the site has a gently sloped 
topography. Areas above 18% 
slope should be avoided. The 
slope is classified according to the 
DENR-LMB classification.

Areas with above 
18%

0-8%
8-18%
18-30%
30-50%

Very High
High
Moderate
Low

Environmental

Distance from 
surface waters

The site shall not be located within 
300 meters of watershed areas or 
upgradient (point of intake) of 
any surface waters used for public 
or private drinking water supply 
irrigation or livestock.

300 m from 
surface waters

300-1000 m
1000-1500 m
1500-2000 m
2000-2500 m
> 2500 m

Low
Moderate
High
Very High
Very High

Distance from 
groundwaters

The site shall not be located on 
shallow unconfined aquifers. 
Areas in or within 500 meters 
up a gradient of groundwater 
reservoir or water supply intakes 
used for private or public drinking 
irrigation or livestock shall also be 
excluded.

500 m from 
aquifers

500-1000 m
1000-1500 m
1500-2000 m
2000-2500 m
> 2500 m

Low
Moderate
High
Very High
Very High

Distance from 
environmentally 
sensitive areas

The site shall not be located within 
500 meters of the boundaries 
of ecologically sensitive areas 
proclaimed as protected areas 
under the National Integrated 
Protected Areas System (NlPAS) 
Act.

500 m from 
environmentally 
sensitive areas

500-1000 m
1000-1500 m
1500-2000 m
> 2000 m

Low
Moderate
High
Very High

Land cover

Avoid areas with valuable mineral 
and energy resources, tourist 
destinations or across major 
transportation routes, water gas, 
electrical power or communication 
transmission infrastructures.

Inland Water, 
Fishponds
Open Forest, 
Broadleaf
Mangrove Forest

Grassland
Bare/pasture
Bare/sand/
rock
Forest scrub/

Low
Moderate
High
Very High

Flood 
Susceptibility

Avoid locating sites in areas that 
may be subject to washout or 
inundation during a major flood

Areas with 
moderate and high 
susceptibility

Not flood prone
Low 
susceptibility

Very high

Soil permeability

The site shall not be located in 
unstable, very soft, and settling 
soils (sand, coarse sand, or fine 
sand) with high potential for 
liquefaction, slumping or erosion.

-

Nearly 
impermeable
Low impermeable
Conditionally 
Permeable
Permeable

Very high
High
Moderate
Low

Physical Distance from 
settlements

The sites shall not be located in or 
within 250 meters of existing or 
proposed residential, commercial 
or urban development areas among 
other land use classes

250 m from 
settlements

250-1000 m
1000-1500 m
1500-2000 m
2000-2500 m
> 2500 m

Low
Moderate
High
Very High
Very High
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signs a score to each option according to the decision 
maker’s pairwise comparisons of the options based 
on the criterion. The AHP also combines the criteria 
weights and the options scores that determine a glob-
al score for each option and a consequent ranking. 

Table 3 shows the weights assigned for each main 
criterion with its corresponding consistency ratio 
(CR). However, this study assumed an equal weight 
for the sub-criterion zones since some of its catego-
ries are not applicable to local conditions. The calcu-
lation of the consistency ratio (CR) is an important 
step because it checks if the estimated weights were 
already acceptable or needed to be changed. The ac-
ceptable value of CR is less than 0.10, otherwise, the 

judgments were considered inconsistent and had to 
be checked and revised. Consistency Ratio (CR) and 
Consistency Index (CI) were calculated based on the 
following equations:
CR = CI/RI (1)

CI = ((λmax–n))/((n–1)) (2)
where, CI = Consistency Index; RI = Random Index.

2.5 Stepwise spatial analysis

First, eight of the twelve criteria were subjected 
to the Euclidean distance (ArcGIS toolbox > Spatial 
Analysis > Distance > Euclidean distance). This tool 
calculates, for each cell, the Euclidean distance to 

Main Criteria Criteria Policies / Considerations Exclusionary 
Zones

Sub-criterion 
zones

Suitability 
Classification

Distance from 
cultural heritage

The sites shall not be located in or 
within 250 meters of areas with 
historical, archaeological, cultural 
geological, or scientific interests 
which are more than 100 years 
old and declared by the traditional 
Commission for Culture and the 
Arts National Historical Institute 
or National Museum.

250 m from 
cultural heritage 
sites

250-500 m
500-1000 m
1000-1500 m
1500-2000 m
> 2000 m

Low
Moderate
High
Very High
Very High

Distance to 
Faults (Seismic 
Conditions)

Avoid areas within 500 meters of 
active faults or in areas with an 
average return period between 50 
to 100 years for an earthquake of 
magnitude 6 and above

500 m from active 
faults

500-1500 m
1500-2500 m
2500-3500 m
> 3500 m

Low
Moderate
High
Very High

Table 2 continued

Table 3. Assigned weights of main criteria and criteria.

Main Criteria Weight CR Criteria Weight CR

Economic 0.21

0.016

Distance from urban areas 0.54
0.008Distance from roads 0.30

Slope 0.16

Environmental 0.55

Distance from surface waters 0.31

0.007

Distance from ground waters 0.31
Distance from environmentally sensitive 
areas 0.05

Land cover 0.05
Flood Susceptibility 0.12
Soil permeability 0.16

Physical 0.24
Distance from settlements 0.68

0.002Distance from cultural heritage 0.22
Distance to Faults (Seismic Conditions) 0.10

Source: [17].
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the closest source (ArcGIS Help). This tool can be 
visualized using the illustration provided by ArcGIS 
Help. For this study, this tool was utilized for cre-
ating zones. This zone represents the degree of in-
fluence of a specific criterion in a particular zone or 
distance from the center to the determination of the 
landfill site. For this step, the software automatical-
ly creates the zones. Urban centers, road networks, 
groundwater point sources, stream networks, critical 
areas, cultural sites, built-up areas, and active faults 

are the criteria wherein this tool was executed for.

2.6 Model development

The study utilized ArcGISTM, a licensed model 
builder to develop the landfill suitability model for 
landfill site selection in Butuan City, Philippines. The 
schematic diagram generated from the model builder 
detailed the general stepwise method implemented to 
determine the optimized landfill site (Figure 2). 

Figure 2. General workflow of the landfill suitability mapping using ArcGIS model builder.
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3. Results and discussion
To minimize negative long-term environmental 

impacts, such as groundwater contamination, air and 
noise pollution, and public health risks, it is crucial 
to conduct a thorough evaluation of various criteria 
when siting a landfill. However, economic factors 
must also be considered, and sometimes it may not 
be feasible to locate the landfill far from the main 
roads due to increased transportation and collec-
tion costs. In a study conducted by Habiba et al. [19], 
thirteen criteria maps were developed based on a 
literature review and Malaysian guidelines for land-
fill siting to gain a comprehensive understanding of 
suitable landfill site criteria. A similar approach was 
taken in Butuan City, Philippines, using the Philip-
pine Guidelines for landfill sitting.

After developing a landfill suitability model using 
ArcGIS model builder, an additional requirement 
and process were conducted to compute the area 
needed for landfill site selection in accordance with 
the Solid Waste Management Guidelines of CLUP 
Guidebook Volume 2 [20]. The landfill suitability map 
for Butuan City was produced, and Tables 4, 5, and 
6 discuss the specific areas for low, moderate, high, 
and very high suitability. Figure 3 below illustrates 
the landfill site suitability of Butuan City.

3.1 Very highly suitable areas

Table 4 and Figure 3 show the areas (in hectares) 
of 4 barangays in Butuan City that have very highly 
suitable sites in Butuan City for building a sanitary 
landfill. Results show that Barangay Bugsukan has 
the highest number of areas for building a sanitary 
landfill with 26.74 hectares of very highly suitable 
areas. Barangay Nong-Nong has the lowest number 
of areas for building a sanitary landfill with 0.0956 
hectares of a very highly suitable site. However, 
none of the barangays have met the total land area 
for building a sanitary landfill. 

Land availability is one of the critical factors to 
consider when selecting a site for a sanitary landfill. 
According to Ali et al. [16], the size of the site is one 
of the most important criteria that influence the suit-
ability of a site for landfilling. It is essential to select 
a site with sufficient land area to accommodate the 
waste generation of the community for several years 
to come. However, if the land area is insufficient, the 
landfill may reach its capacity faster than anticipat-
ed, requiring the need to establish additional landfills 
or expand the existing ones, which can be costly and 
time-consuming.

Furthermore, the selection of a sanitary landfill 
site should also consider the distance from residen-
tial areas, water bodies, and transportation routes, 

Figure 3. Landfill site selection suitability map of Butuan City, Philippines.
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among other factors, to prevent adverse environ-
mental and public health impacts. The results of the 
study by Kara and Doratli [17] show that the physical, 
economic, and environmental criteria are critical in 
selecting an appropriate site for a sanitary landfill.

In conclusion, while the barangays mentioned 
in Table 4 may have very highly suitable sites for 
building a sanitary landfill, the total land area avail-
able in each barangay must also be considered. It 
is crucial to identify a site with enough land area to 
accommodate the waste generated by the community 
for an extended period while considering the neces-
sary criteria to prevent adverse environmental and 
public health impacts.

Table 4. Very highly suitable areas for landfill site selection in 
Butuan City, Philippines.

BARANGAY AREA (hectares)
Bugsukan 26.7413283
Florida 10.4310974
Nong-Nong 0.0955391
Pianing 6.9079892
Total Land Area 44.175954

3.2 Highly suitable area

The identification of highly suitable areas for 
constructing a sanitary landfill is an important aspect 
of solid waste management planning. The results 
presented in Table 5 indicate that some barangays 
in Butuan City have significant areas that are highly 
suitable for landfill construction. Barangay Florida 
is one of the barangays that have met the total land 
area requirement for building a sanitary landfill with 
518.48 hectares of the area considered to be highly 
suitable. Barangay Tungao, having 1131.43 hectares 
of the area highly suitable for building a sanitary 
landfill has the highest number of areas as compared 
to Barangay Tagabaca. It has the lowest number 
of areas with only 2.73 hectares highly suitable 
for building a sanitary landfill. This can help deci-
sion-makers to identify potential sites for building a 
landfill that would meet the criteria for proper waste 
disposal while minimizing negative environmental 

and public health impacts.
Furthermore, this finding is consistent with a 

study conducted by Ali et al. [16] which emphasizes 
the importance of identifying appropriate criteria for 
landfill suitability analysis. They highlight that the 
criteria used should vary depending on the scope and 
objectives of the study and that a review of relevant 
literature can aid in establishing a hierarchy of cri-
teria and sub-criteria. The use of such criteria can 
assist in identifying highly suitable areas for landfill 
construction while minimizing potential negative 
impacts.

Table 5. Highly suitable areas for landfill site selection in Butu-
an City, Philippines.

BARANGAY AREA (hectares)
Amparo 72.0874578
Anticala 37.2093499
Aupagan 19.4932393
Basag 3.9174409
Bilay 3.5055031
Bitan-Agan 214.537154
Bit-Os 204.32094
Bugabus 35.1679778
Bugsukan 68.9205218
Camayahan 200.730793
Dankias 34.3457281
De Oro 48.8555106
Don Francisco 105.495956
Dulag 177.908904
Florida 518.478423
Maguinda 291.998449
Maibu 216.915679
Mandamo 378.757613
Manila de Bugabus 166.081443
Nong-Nong 170.753381
Pianing 36.615961
Pigdaulan 25.6876102
Salvacion 161.070872
San Mateo 25.4985378
Sumile 186.126838
Tagabaca 2.7285528
Taligaman 71.5297566
Tungao 1131.42967
TOTAL LAND AREA 4610.16926
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3.3 Moderately suitable sites

Table 6 presents the results of the land suitability 
analysis for potential landfill sites in the study area. 
It indicates that three barangays, namely Amparo, 
Tungao, and Manila de Bugabus, have a relatively 
larger area of land that is moderately suitable for 
constructing a sanitary landfill, making them poten-
tial locations for landfill development. However, it is 
important to note that the criteria used in the analysis 
are not the only factors that should be considered 
when deciding on a landfill site. Other social and 
economic factors, such as the proximity to popula-
tion centers and the cost of transportation, should 
also be considered.

On the other hand, Barangay Basag has the small-
est area of moderately suitable land for landfill con-
struction, indicating that it may not be a viable option 
for landfill development. However, it is important to 
consider other factors that may impact the suitability 
of the site, such as its proximity to water bodies, pop-
ulation density, and land use restrictions.

Overall, the results of the land suitability analysis 
can serve as a useful tool in identifying potential lo-
cations for landfill development, but they should be 
considered in conjunction with other relevant factors 
and careful consideration of potential environmental 
and social impacts.

3.4 Suitable sites with areas greater than the 
landfill	area	requirement	of	Butuan	City

With the addition of landfill area requirements as 
a factor, no area in the municipality is categorized 
as a very highly suitable site. Barangay Tungao 
(1131.42967) and Florida with 518.48 hectares are 
highly suitable as the landfill site location. Moreo-
ver, Barangays Amparo (433.7004 ha), Manila de 
Bugabus (406.5156 ha), and Tungao (413.0025 ha) 
are moderately suitable sites. Furthermore, in a study 
conducted by Zulu et al. [21], an overlay analysis 
revealed that the current dumpsite in Banket Town 
Board, Zimbabwe is unsuitable due to various criti-
cal parameters, such as roads, hydrological network, 
and land use. The presence of a power line that runs 

Table 6. Moderately suitable areas for landfill site selection in 
Butuan City, Philippines.

BARANGAY AREA (hectares)
Amparo 433.7004
Ampayon 32.9984
Anticala 19.2062
Antongalon 60.05356
Aupagan 103.6259
Baan Km3 2.192468
Bancasi 59.80117
Baobaoan 80.76925
Basag 1.569937
Bilay 175.169
Bitan-Agan 37.82903
Bit-Os 157.1715
Bobon 0.654652
Bugabus 208.7171
Bugsukan 27.2267
Cabcabon 33.46424
Camayahan 65.06163
Dankias 157.0967
Don Francisco 25.48383
Dulag 48.54295
Dumalagan 121.5627
Florida 53.04027
Los Angeles 57.74676
Maguinda 248.7865
Mahay 35.58821
Maibu 147.8911
Mandamo 20.44589
Manila de Bugabus 406.5156
Nong-Nong 0.147941
Pianing 0.937307
Pigdaulan 183.5733
Pinamanculan 9.355365
Salvacion 6.839699
San Mateo 80.09127
Santo Nino 132.1781
Sumile 44.67656
Sumilihon 18.6711
Tagabaca 129.4023
Taguibo 1.325041
Taligaman 70.08011
Tiniwisan 10.39523
Tungao 413.0025
TOTAL LAND AREA 3922.587
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through the dumpsite further complicates the issue. 
Utilizing key environmental parameters, a map was 
created, highlighting several alternative sites that 
are potentially suitable for establishing a well-engi-
neered landfill or dumpsite. This result corresponds 
with the findings of other studies that have found the 
existing dumpsites as unsuitable possible suitable 
sites for establishing a landfill in their respective 
study areas [21-23].

4. Conclusions and recommendations
After conducting a spatial determination of an 

optimal landfill location that ensures proper environ-
mental and social acceptability of the proposed land-
fill site, several conclusions were reached. First, the 
researcher identified a set of criteria for Butuan City 
as per guidelines provided by DENR National Solid 
Waste Management Commission (NSWMC) on-site 
identification and suitability assessment procedure 
for sanitary landfills. These criteria are considered 
economic, environmental, and physical criteria. The 
utilization of the Analytical Hierarchy Process (AHP) 
helped in the identification process of potential sites 
by considering the most relevant criteria. The rela-
tive importance weights for the various criteria were 
calculated using a pair-wise comparison method that 
enabled the proper integration of various screening 
criteria.

Geographical Information System (GIS) was 
used as a decision-support system to help in finding 
suitable sites for potential landfill sites. Based on the 
site area requirement provided by DENR National 
Solid Waste Management Commission (NSWMC), 
Barangay Tungao (1131.42967) and Florida with 
518.48 hectares were identified as highly suitable for 
the landfill site location. However, constraints were 
identified in the proper integration of GIS due to the 
lack of funds, limited availability of detailed data, 
and the availability of a technical workforce with ad-
equate knowledge and training in GIS.

Limitations were also identified in terms of eval-
uation and analysis. The analysis was limited to 
the availability and accuracy of data, and a careful 

field research and evaluation process was required 
to assess the impact on local communities, the en-
vironment, the and ecology of the area. Further ge-
otechnical and hydrogeological analyses were also 
necessary for the protection of groundwater as well 
as surface water.

At the end of the analyses, suitable areas for ap-
propriate solid waste landfill sites were identified 
that generally satisfied the minimum requirements 
for new landfill site selection and fulfilled the legis-
lative and environmental obligations associated with 
site selection. The study showed that it provides a 
tool and methodology for landfill site selection to lo-
cal authorities.

To ensure proper landfill site selection, several 
steps must be taken. First, a geotechnical evalua-
tion stage must be conducted, involving rigorous 
geological and hydrogeological assessment using 
a combination of site investigation and laboratory 
techniques. Additionally, more detailed social, eco-
logical, climatic, and economic parameters should be 
considered, including the impact on humans, flora, 
fauna, soil, water, air, climate, and landscape. Objec-
tive ranking of potential sites in order of suitability 
and social acceptance is also important. This can 
be achieved through the use of household surveys 
or public consultations. The general public must 
be involved in the selection process from the start, 
through the dissemination of information, consul-
tation, and public meetings. Moreover, an Advisory 
Committee on Landfill Site Selection should be in 
place consisting of various fields of expertise and 
technical consultants who will oversee the findings 
and recommendations. They will ensure that the 
most suitable site is selected, considering all relevant 
factors.

Lastly, future research should focus on the possi-
bility of GIS with Environmental Impact Assessment 
in the location of landfills. This will help to further 
refine the site selection process and ensure that the 
environmental impact is minimized. By following 
these steps, the proper selection of landfill sites can 
be achieved, ensuring the safety and health of both 
humans and the environment.
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ABSTRACT
This research paper presented the potential of Corchuros olitorius L. as a natural coagulant in the removal of 

turbidity, total suspended solids, and biochemical oxygen demand from the domestic wastewater of the University of 
Science and Technology of Southern Philippines. Optimization of the natural coagulant and synthetic coagulant was 
employed prior to the treatment design. The jar test method was used in the optimization and lab analysis including 
the gravimetric method, dilution technique, and digital measurements. The optimization results of Corchuros olitorius 
L. using the jar test method revealed better removal at a lower dosage of 50 mg/L and a higher settling time of 90 
minutes. The characterization using FTIR analysis also suggests a functional group that influences coagulation activity. 
Using the optimum dose and optimum settling time, results with the different treatment designs showed the highest 
removal at pH 7 showed % BOD removal of 89.78% (A75C25); 85.98% (A25C75); 88.76% (A50C50). TSS removal 
measured values of 88.50% (A75C25), 85.56% (A25C75), and 87.16% (A50C50), while turbidity removal of 83.47% 
(A75C25), 80.27% (A25C75), and 80.27% (A50C50). Statistically, measured values differ between treatment designs. It is 
suggested to investigate removal efficiency in more varied pH conditions, different settling times, stirring speed, and 
other variables for future studies.
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1. Introduction
Wastewater treatment is employed as an action 

to protect the quality of limited freshwater resources 
and therefore make it more acceptable for beneficial 
reuse [1]. Various traditional and advanced technolo-
gies have been utilized to remove colloidal particles 
from wastewater; such as ion exchange, membrane 
filtration, precipitation, flotation, solvent extraction, 
adsorption, coagulation, flocculation, and biological 
and electrolytic methods [2]. Among those methods, 
coagulation/flocculation is one of the most widely 
used solid-liquid separation processes for the remov-
al of suspended and dissolved solids, colloids, and 
organic matter present in industrial wastewater [3].  
Coagulation/flocculation is a commonly used process 
in water and wastewater treatment in which com-
pounds such as aluminum sulfate, ferric chloride, 
and/or polymer are added to the wastewater to dest-
abilize the colloidal materials and cause the small 
particles to agglomerate into larger settleable flocs [4].

Alum (aluminum sulfate), has been the most pop-
ular for the treatment of water and is widely used 
in treatment plants [5] but it has been found to pose 
some health, economic, and environmental prob-
lems upon usage, among which are neurological 
diseases such as percentile dementia and induction 
of Alzheimer’s disease [6]. The use of synthetic floc-
culants like alum and iron can cause health hazards. 
Alzheimer’s disease and dementia are associated 
with the use of aluminum ions in treated waters [7]. 
As a result, several studies have explored the use of 
natural coagulants as alternatives or an aid to chem-
ical coagulants to eliminate or if not lessen their 
harmful effects. Bio-coagulants (plant materials) 
are considered a good substitute. Presently there is 
no study about Corchuros olitorius L. as a bio-co-
agulant in the treatment of domestic wastewater at 
the University of Science and Technology of South-
ern Philippines. Specifically, the study aims to: i.) 
Characterize Corchuros olitorius L.; ii.) Optimize 
pure Corchuros olitorius L. mucilage powder (C100) 
using various coagulant dosages (50 mg/L, 100 mg/L,  
150 mg/L), and settling time (30 min, 60 min, and 
90 min) at pH 5, pH 7, and pH 9; iii.) Assess the 

removal efficiency of turbidity, total suspended 
solids (TSS), and biochemical oxygen demand 
(BOD) at different treatment designs.

2. Materials and methods
The methods used in this study are descriptive 

and experimental. One-way analysis of variance 
(ANOVA) using Microsoft Excel version 2016 at a 
5% level of significance is used to determine the sig-
nificant difference between the different treatments.

2.1 Research setting

Figure 1 shows the study area. The wastewater 
sample is collected at the sump pit of the University 
of Science and Technology of Southern Philippines, 
Cagayan de Oro Campus, and brought to the labora-
tory for coagulation treatment.

2.2 Collection of water sample

A wastewater sample is collected from the sump 
pit of the University of Science and Technology of 
Southern Philippines, Cagayan de Oro Campus. It is 
characterized as grey water, which is generated from 
the buildings of the school campus. The sample wa-
ter is taken and brought to the school laboratory for 
its analysis using the coagulation process.

2.3 Preparation and characterization of 
Corchuros olitorius L. (Saluyot)

Powder preparation
Saluyot was harvested from the vacant lots of 

Barangay Iponan, Cagayan de Oro City, leaves were 
separated from the stalks, washed with distilled wa-
ter, and boiled for 30 minutes. After boiling, the liq-
uid is allowed to cool, and disintegrated and leaves 
were separated using a strainer followed by a cotton 
cloth to fully separate the slimy liquid. The extract 
that contains the viscous substance was separated 
from the leaf residue after filtration. Saluyot leaf 
extract was treated with 2-propanol in a 1:1 ratio to 
separate the viscous sediments known as the mu-
cilage. It was then dried in an oven at 40 °C for 30 
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minutes. Finally, it was ground by using a mortar 
and pestle and sieved to a size between 90-125 μm. 
The powder from the Saluyot leaf was kept in a tight 
container ready for use. Figure 2 showed the exper-

imental setup in the preparation of saluyot powder, 
and the final product is shown in Figure 3.

( ) ( )
( )

Weight of polysaccharides g
Yield of polysaccharide %  100

Weight of raw material g
= ×

Figure 1. The layout of the study area.

Figure 2. Flow chart diagram of saluyot powder preparation.
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Table 1 showed the characteristics of Corchorus 
olitorius L. (Saluyot), according to total carbohy-
drate, crude protein, crude fiber, crude lipid, and ash 
in mg/g, in both leaves and stems, as adapted from 
Ndovu and Afolayan 2008 [8].

The physical characteristics of Corchorus oli-
torius L. (Saluyot) mucilage powder (Table 1) are 
determined by its color, odor, texture, and solubility. 
Chemical characteristics are analyzed using Fouri-
er-transform infrared spectroscopy (FTIR).

Characterization of Corchuros olitorius L. mucilage 
Fourier-transform infrared spectroscopy (FTIR) 

is an analytical technique used to identify organic 
or inorganic materials. The method of analysis in-
volving FTIR used infrared light to scan test samples 
and observe chemical properties. The FTIR instru-
ment sends infrared radiation of about 10,000 cm–1 
to 100 cm–1. Some radiation is absorbed and some 
are passed through, in which absorbed radiation 
is converted into vibrational energy by the sample 
molecules [9-11]. The resulting signal presents a spec-
trum that represents the molecular fingerprint of the 
sample. This technique is useful in analyzing the 
chemical composition of substances. In this study, 
the powder sample of Corchorus olitorius L. (saluy-
ot) mucilage was subjected to FTIR analysis to de-
termine a functional group of these substances that 
influenced the coagulation property. 

2.4 Jar test and optimization of synthetic and 
bio-coagulant

Analysis of the optimum dosage of synthetic and 
bio-coagulant was done using a jar test. Figure 4 
below showed the flow chart diagram of the jar test 
design with different treatment combinations using 
the bio-coagulant Corchuros olitorius L. and synthet-
ic coagulant, aluminum sulfate.The purpose of the 
jar test is to determine the optimum dosage/concen-
tration of each coagulant to be used for the treatment 
design as shown in Table 2. The jar test for each co-
agulant (Alum and Corchuros olitorius L.) was done 
separately. Each coagulant dose varies at 50 mg/L, 
100 mg/L, and 150 mg/L while stirring speed was 
also varied at 550 rpm at a 3-minute contact time 
followed by 200 rpm at 7 minutes for each dose. 
After the jar test, the optimum dose for each coag-
ulant was used in the treatment design experiment 
using the same volume of wastewater sample. The 
aluminum salt and Corchuros mucilage were treated 
separately at various pH conditions namely: pH = 5,  
pH = 7, pH = 9; while contact time and varying stir-
ring speed at 550 rpm for 3 minutes followed by 200 
rpm at 7 minutes. It was then allowed to settle sepa-
rately at different settling times, between 30 minutes, 
60 minutes, and 90 minutes. The same process was 
applied to the control during the actual treatment 
(Table 2) using different percent coagulant mix. Af-

Table 1. Characteristics of Corchorus Olitorius L. (Ndovu and Afolayan 2008).

Total carbohydrate, mg/g Crude Protein, mg/g Crude Fiber, mg/g Crude Lipid, mg/g Ash, mg/g
Leaves 695.0 ± 32.4 162 ± 3.4 20.3 ± 1.0 17.2 ± 2.9 105.2 ± 1.0
Stems 802.0 ± 18.2 51.0 ± 1.8 88.2 ± 4.8 69.0 ± 1.3 51.9 ± 1.2

Figure 3. Chart showing the final product after the preparation.
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ter sedimentation, following various settling times, 
the supernatant liquid was collected by decantation 
and analyzed for turbidity, TSS, and BOD. The co-
agulant dose that gives the best results in the reduc-
tion of the selected water quality parameters, was the 
optimum dose. All experiments were performed at 
room temperature (22 ± 1 °C) and the pH of the sam-
ples was tested before and after the addition of the 
coagulant to adjust it to its desired pH. After the jar 
test, the optimum dose for each coagulant was used 
to conduct the experiment applying the described 

treatment design as shown in Table 2.

2.5 Analysis of treated	effluent

After the treatment of water samples using the 
coagulation-flocculation procedures, the supernatant 
liquid was subjected to analysis for the determination 
of final turbidity, total suspended solids (TSS), and 
biochemical oxygen demand (BOD). Turbidity was 
measured using a digital turbidity meter which was 
calibrated prior to the test. Total suspended solids 

Figure 4. Flowchart diagram of jar test optimization and treatment design.

Table 2. Field layout of various coagulant optimum doses.

Treatment # Description % Coagulant added
1 Control 0
2 C100 100% Corchuros
3 A100 100% Alum
4 C75A25 75% Corchuros & 25% Alum
5 C50A50 50% Corchuros & 50% Alum
6 C25A75 25% Corchuros & 75% Alum
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were analyzed by the use of the gravimetric method. 
Filtration of the treated effluent with TSS filtration 
apparatus followed by a series of heating and weigh-
ing until the constant mass is achieved. While BOD 
was measured using the dilution technique.

3. Results and discussions

3.1 Characterization of Corchuros olitorius L.

Corchuros olitorius L. is characterized according 
to its physical and chemical characteristics. Chemi-
cal characteristics involve the FTIR analysis in de-
termining the possible functional group which is the 
reason for its coagulative property.

Physical & chemical characteristics of Corchuros 
olitorius L.

Table 3 showed the physical and chemical char-
acteristics of saluyot mucilage powder. It is gray-
ish-white in color, odorless and fibrous, and is insol-
uble with alcohol. Corchorus olitorius L. (Saluyot) 
waste can be considered a natural polymer. When 
used as a coagulant or coagulant aid, it enables the 
formation of chemical bridges, through hydrogen 
bonds or van der Waals forces, with the suspended 
solids in the treated water. This will enhance the 
flocculation process [12].

Table 3. Identification test results of Corchuros mucilage.

Identification	Test Characteristics

Color grayish white

Odor Odorless

Texture Fibrous

Alcohol precipitation test * Gelatinous precipitate

Thorium Nitrate test * Cloudy gel

Sodium hydroxide test * Translucent soft gel

Without Heating * Voluminous precipitate

With Heating * Floating turbid mass

% degree of esterification * 49.44

% total anhydrogalacturonides * 74.31

Computed molecular weight (g/mole) * 1700

Solubility Insoluble with alcohol

*Adapted from Montano et al., 1997.

The high carbohydrate content of saluyot, pre-
senting the carboxyl and hydroxyl groups, increases 
the clotting ability. Though it is not extensively re-
ported in the open literature, it is highly possible that 
galacturonic acid [a major constituent of pectin in 
plants] exists predominantly in the polymeric form 
[polygalacturonic acid] that provides a ‘bridge’ for 
particles to adsorb on. The polygalacturonic acid 
structure evidently indicates that it is anionic due to 
partial deprotonation of carboxylic functional group 
in an aqueous solution. The existence of such func-
tional groups along the chain of polygalacturonic 
acid implies that chemisorption between charged 
particles and –COO− may occur although this re-
quires further empirical substantiation [12]. The pres-
ence of –OH groups along its polymeric chain also 
infers possible intramolecular interactions which 
may distort the relative linearity of the chain [13]. It is 
believed that the presence of hydroxyl groups along 
the polymer chain provides abundant adsorption sites 
for the removal of suspended particles in water [14].  
Previous studies revealed that the physical and chem-
ical properties of natural substances have contributed 
to the effect of their coagulation characteristics.

FTIR analysis of Corchuros olitorius L. (Saluyot) 
mucilage powder

The potential active functional groups in saluyot 
powder were characterized using Fourier-transform 
Infrared Spectroscopy (FTIR). It was found that 
saluyot powder possibly contained –OH, –NH, and 
C = O functional groups that indicate good poten-
tial as a natural coagulant [15]. Although the finger-
print region did not show two peaks somewhere  
1050 cm–1, there are studies [15-19] that reveal the pres-
ence of hydroxyl as a functional group in saluyot 
mucilage powder. The FTIR spectra of saluyot mu-
cilage is shown in Figure 5. Small but sharp peaks 
were visible between 1600-1000 cm–1 and low peaks 
at 3400-2900 cm–1 which are indicative of phenols 
and carbonyl stretching. The active groups are a 
boost to bind and react to form flocs. In the spec-
trum, it shows adsorption bands between 1550 cm–1 
to 1050 cm–1 indicative of N-O stretching and C-O-C 
stretching. 
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Other observations showed a medium peak from 
1650 cm–1 to 1550 cm–1 signifying that the compound 
could be C = N and C = C bond at 1600 to 1680 
wavenumber. There is a somewhat weaker peak at 
3050 cm–1 to 3200 cm–1 indicative of OH stretching. 
It signifies that a compound could possibly have al-
cohol content, however, the peak is so weak may be 
due to the absence of a homogeneous powder sample 
during preparation. However, studies revealed that 
the major functional group associated with Corcho-
rus olitorius L. mucilage is attributed to the presence 
of phenolic content [16,17,20,21]. 

These bands are quite similar to other natural 
coagulant aid used in the coagulation process [18]. 
Saluyot mucilage powder has a higher molecular 
weight which explains its viscosity [19]. Figure 5 
showed the FTIR results with the characterization of 
the Corchuros olitorius L. mucilage powder.

It has been stated from works of literature that the 
presence of esters or hydroxyl groups could be the 
reason for boosting the coagulant capability of saluy-
ot. A study by Baang et al. [16] indicated that among 
the five vegetables being sampled for total phenolics, 
C. olitorius L. (saluyot) ranks the highest phenolic 
content with an amount of 6.15 mg/gram of dried 
sample. Additionally, with the DPPH free radical 
scavenging activity, C. olitorius L. ranks second with 

a value of 63.76% among the five (5) plants being 
studied. 

Plant-based natural coagulants could be a worth-
while alternative in addressing the environmental 
and ecological concerns raised over the usage of 
chemical coagulants in water clarification [17]. It is 
likely that synergistic effects between the polypep-
tides and polysaccharides in natural coagulants have 
resulted in the observed coagulation activities.

3.2 Optimization of Corchuros olitorius L. 
(C100)

Coagulant optimization using Corchorus olitorius 
L. is done in the same process as other coagulants. 
A stock solution of Corchorus olitorios L. is freshly 
prepared before the experiment. A 100% Corchorus 
olitorios L. stock solution (C100) at different alum 
dosages of 50 mg/L, 100 mg/L, and 150 mg/L was 
also used to treat a 50 mL wastewater sample at a 
similar ratio. 

As shown in Figure 6, the percentage of turbid-
ity removal was found to be optimum with a lower 
dosage level of 50 mg/L for the settling time of 90 
minutes for all pH conditions of pH 5, pH 7, and 
pH 9. The maximum amount of removal percentage 
obtained for turbidity was 70.21%, 68.99%, and 
62.31% at turbidity of 9.8 NTU, 10.2 NTU, and 12.4 

Figure 5. FTIR spectra of Corchuros mucilage powder.
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NTU at pH 5, pH 7 & pH 9 with a turbidity of con-
trol at 32.9 NTU. The results of turbidity removal, 
when saluyot coagulant dosage was increased to 100 
mg/L, showed a lower removal at values of 50.15% 
(pH 5, 30 min), 58.87% (pH 5, 60 min), 60.47% (pH 
5, 90 min); 48.94% (pH 7, 30 min), 51.06% (pH 
7, 60 min), 55.62% (pH 7, 90 min); 39.21% (pH 9,  
30 min), 42.86% (pH 9, 60 min), and 49.24% (pH 9,  
90 min). 

Further increase of saluyot coagulant dosage to 
150 mg/L further reduced the turbidity removal with 
measured values of 47.42% (pH 5, 30 min), 48.63% 

(pH 5, 60 min), 51.38% (pH 5, 90 min); 36.78% 
(pH 7, 30 min), 40.73% (pH 7, 60 min), 48.02% (pH 
7, 90 min); 30.69% (pH 9, 30 min), 35.56% (pH 9,  
60 min), & 38.29% (pH 9, 90 min). It is observed 
from the results that changing the coagulant dosage 
and settling time had an effect on the turbidity re-
moval from wastewater.

Figure 7 showed the results of the optimization of 
coagulant Corchorus olitorius L. when total suspended 
solid (TSS) is used as a water quality parameter to de-
termine the maximum removal. When at first, the coag-
ulant dosage was 150 mg/L, TSS results were 50.64% 

Figure 6. Optimization of coagulant Corchorus olitorius L. with turbidity.

Figure 7. Optimization of coagulant Corchorus olitorius L. with TSS.
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(pH 5, 30 min), 53.21% (pH 5, 60 min), 54.48% (pH 5, 
90 min); 43.59% (pH 7, 30 min), 47.44% (pH 7, 60 min), 
51.28% (pH 7, 90 min); 38.46% (pH 9, 30 min), 40.38% 
(pH 9, 60 min), and 45.51% 45.51% (pH 9, 90 min). 
When saluyot coagulant dosage was decreased to 100 
mg/L, results were 56.41% (pH 5, 30 min), 57.69% 
(pH 5, 60 min), 61.54% (pH 5, 90 min); 54.49% 
(pH 7, 30 min), 57.05% (pH 7, 60 min), 61.54% 
(pH 7, 90 min); 48.72% (pH 9, 30 min), 51.92%  
(pH 9, 60 min), 56.41% (pH 9, 90 min). There is an 
increase in the TSS removal when coagulant dose 
was lowered. 

Further decrease of saluyot coagulant dose to 
50 mg/L resulted to TSS removal of 60.25% (pH 
5, 30 min), 65.38% (pH 5, 60 min), 68.59% (pH 
5, 90 min); 59.62% (pH 7, 30 min), 62.46% (pH 
7, 60 min), 66.67% (pH 7,90 min); 55.13% (pH 9,  
30 min), 60.26% (pH 9, 60 min) and 65.38% (pH 9, 
90 min). It showed from the results that as the saluy-
ot coagulant dose was reduced, there is an increase 
in the TSS removal.

Figure 8 showed the results of Corchorus olito-
rius L. optimization when biochemical oxygen de-
mand (BOD) was used as the parameter to evaluate. 
It revealed that the lowest coagulant dose of 50 mg/
L and settling time of 90 minutes attained the highest 
BOD removal of 72.12%, 70.22% & 67.74% at pH 5, 
pH 7 & pH 9 respectively.

Statistical analysis using two-way analysis of 
variance indicated with p-values less than 0.05 (p < 
0.05) that the means of observations between coagu-
lant dosage and settling time significantly differ. The 
percentage removal of the five (5) parameters varies 
with coagulant dose and time of particle settling.

When Corchorus olitorius L., was tried as the 
primary coagulant it also removed pollutants suc-
cessfully. The parameters TSS, turbidity, nitrogen, 
phosphorus, and BOD were observed significantly 
less after the treatment of water. For 50 mg/L, 100 
mg/L, and 150 mg/L doses of 100% Corchorus olito-
rius L. stock solution (C100), the measured values of 
the parameters were reduced as compared to its con-
trol, and removal of pollutants is evident and highest 
at a lower concentration of 50 mg/L and with higher 
settling time of 90 minutes. Percent removal showed 
that as the dosage is increased from 50 to 100 and 
150 mg/L, measured values increase and percent re-
moval diminishes with increased dosage and shorter 
settling time respectively. Settling time at 90 minutes 
resulted in a higher reduction of turbidity, TSS, ni-
trogen, phosphorus, and BOD. This is attributed to 
the presence of high concentrations of both carbo-
hydrates and lipids in the stems which can increase 
the content of organic matter in the treated water and 
represents a disadvantage due to the increase in tur-
bidity in certain situations if the dose of the primary 

Figure 8. Optimization of coagulant Corchorus olitorius L. with BOD.
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coagulant is not well adjusted [20]. When Corchorus 
olitorius L. was tried as a sole coagulant, removal 
of turbidity was poor as compared to alum [21]. An 
explanation is a steric hindrance that takes place be-
tween polymer molecules at high concentrations [22].

3.3 Removal efficiency of turbidity, TSS & 
BOD

Turbidity
Table 4 showed the results of turbidity remov-

al when wastewater was treated with a coagula-
tion-flocculation process under three (3) pH condi-
tions (pH 5, pH 7 & pH 9).

Table 4. Percent removal efficiency of turbidity.

Treatment pH 5 pH 7 pH 9
A100 97.81 98.14 98.31
C100 70.48 67.62 62.23
A50C50 84.49 84.15 85.33
A25C75 82.12 80.27 82.97
A75C25 85.16 83.47 85.67

Data revealed that with the use of 100% alum 
(A100) solution, turbidity removal was highest at pH 
9 with a removal percentage of 98.31%. A study also 
reported that when Alum was used to treat wastewa-
ter containing Acid Red 398 dye solution by coagu-
lation/flocculation process, it also removed 80% of 
turbidity at 140 mg/L of alum [23]. 

On the other hand, a 100% Corchorus solution 
(C100) at an optimum dose of 50 mg/L operating at 
an optimum settling time of 90 minutes obtained re-
moval efficiency of 70.48%, 67.62%, and 62. 23% at 
pH 5, pH 7, and pH 9. When treatment was done in-
volving coagulant aid mixing; 50% Corchorus with 
50% alum (A50C50) treatment at the optimum dose 
and optimum settling time obtained removal efficien-
cy of 84.5%, 84.2%, and 85.3% at pH 5, pH 7, and 
pH 9. Additionally, a 75% Corchorus olitorius L. and 
25% alum stock solution (A25C75) treatment at an op-
timum dosage level of 50 mg/L and optimum settling 
time of 90 minutes obtained a maximum amount of 
removal percentage of 82.1%, 80.3%, and 82.9%. 
Similarly, 25% Corchorus olitorius and 75% alum 

stock solution (A75C25) treatment at an optimum dos-
age level of 50 mg/L and optimum settling time of 
90 minutes obtained a maximum amount of removal 
percentage 85.2%, 83.5% and 85.7% for pH level 5, 
7 and 9 respectively. It showed that with Corchorus 
as the coagulant aid highest removal was observed at 
A75C25 at pH 9.

Results, as shown, indicated that removal effi-
ciency varies with treatment designs under optimum 
coagulant dose and settling time. The magnitude dif-
fers for a particular coagulant and pH conditions [24,25]. 
The other natural coagulants have minimal effect on 
changes in pH conditions [26].

Total suspended solids (TSS)
Table 5 presented results for the removal effi-

ciency of total suspended solids after wastewater has 
been treated with coagulant and coagulant aids with 
different treatment designs. As shown in the results, 
a treatment combination containing 50% Corchorus 
olitorius L. and 50% alum (A50C50) obtained removal 
efficiency of 88.8%, 87.2%, and 86.6% for pH 5,  
pH 7, and pH 9 treatment conditions.

Table 5. Percent removal efficiency of TSS.

Treatment pH 5 pH 7 pH 9
A100 95.9 96.8 98.4
C100 68.45 67. 65 65.51
A50C50 88.77 87.16 86.63
A25C75 86.7 85.56 85.56

A75C25 89.57 88.5 87.43

Furthermore, a treatment containing 75% Cor-
chorus and 25% alum (A25C75) resulted in removal 
percentage of 86.7% for pH 5 and 85.6% for pH 7 
& pH 9; whilst treatment combination with 25% 
Corchorus and 75% alum (A75C25) obtained removal 
efficiency at 89.6%, 88.5% & 87.4%.

Biochemical oxygen demand (BOD)
Table 6 has shown results of the removal effi-

ciency of the biological water quality parameter, 
BOD when wastewater was subjected to a coagula-
tion-flocculation process using treatment designs.

When alum was mixed with Corchorus oiltori-
us L. as a coagulant aid, BOD removal efficiency 
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was observed at 89.70% at pH 5, 88.76% at pH 7 & 
86.28% at pH 9 with A50C50. Similarly, with a treat-
ment design containing 75% Corchorus (A25C75) 
removal efficiency attained was 86.72% at pH 5, 
85.98% at pH 7 & 83.50% at pH 9; whilst at 25% 
Corchorus (A75C25) BOD removal was obtained was 
90.23% at pH 5, 89.78% at pH 7 and 87.44% at pH 9.

Table 6. Percent removal efficiency of BOD.

Treatment pH 5 pH 7 pH 9
A100 94.89 95.62 97.81
C100 71.97 70.51 68.61
A50C50 89.78 88.76 86.28
A25C75 86.72 85.98 83.5
A75C25 90.23 89.78 87.44

Lastly, results also revealed that BOD removal 
efficiency decreases with pH when the coagulant 
used was Corchorus. Like any other bio-coagulant, 
Corchorus showed potential in the removal of con-
taminants in water. By using a natural coagulant, 
there was substantial removal of BOD [27] at more 
than 50% as compared to the conventional treatment 
process [28]. 

4. Conclusions and recommendations
The results of the characterization of Corchuros 

olitorius L. (Saluyot) showed that the mucilage 
composition of saluyot powder has influenced the 
coagulation activity. Furthermore, the results of the 
study proved that optimum doses of coagulant aid 
Corchorus olitorius L. reduced contaminants. Coag-
ulation experiments with this bio-coagulant indicated 
that the coagulation-flocculation process effectively 
removed turbidity, TSS & BOD from the wastewater 
using the optimum dosage. In general removal effi-
ciency of most contaminants in water was highest at 
pH 5 for Corchorus olitorius L. and decreases with 
the increase in pH. Statistical evidence showed sig-
nificant differences in the measured values among 
treatment designs with optimum dose and the effect 
between pH in removal efficiency in all treatment de-
signs is insignificant. As a whole, it can be conclud-
ed that the usage of bio-coagulant Corchuros olitori-

us L. would considerably save the use of chemicals 
and reduced impacts associated with health risks. 
Additionally, it is recommended that further efforts 
could be made to improve the removal efficiency of 
the contaminants under study by enhancing other 
variables such as mixing intensity and contact time 
between the water and coagulant, as well as other 
factors. 
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