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ARTICLE

Effects of Different Cations on the Flocculation and Sedimentation of 
Static Fine-Grained Sediments

Xiaomin Liu1,2, Yaotian Yang2,3*, Rui Wang4, Wenjuan Wang2,3, Qiang Luo5

1 College of Water Conservancy and Civil Engineering, Inner Mongolia Agricultural University, Hohhot, Inner Mon-
golia, 010018, China
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3 Inner Mongolia JinHua Yuan Environmental Resource Engineering Consulting Co., Itd, Hohhot, Inner Mongolia, 
010020, China
4 Wuhai Wuda District Agriculture of Animal Husbandry and Water Affairs Bureau, Wuhai, Inner Mongolia, 016000, China
5 Yellow River Hai Bo-Wan Water Conservancy Project Development Center, Wuhai, Inner Mongolia, 016000, China

ABSTRACT
Natural water bodies mostly contain cations, and the type and content of these cations are the main factors 

affecting the flocculation of fine-grained cohesive sediments and the floc sedimentation rate at the interface between 
clear and turbid water. From the microscopic aspect, this study examined the changing patterns of porosity and the 
fractal dimension of the flocs of fine-grained cohesive sediments. Sedimentation experiments under different sediment 
contents and electrolyte conditions were conducted, and microscopic images of the flocs were analysed using Image-
Pro Plus (IPP) and MATLAB based on the fractal theory. From the macroscopic aspect, this study experimentally 
investigated the flocculation and sedimentation of fine-grained cohesive sediments and proposed a sedimentation rate 
equation by introducing an ion concentration-related parameter into an existing sedimentation rate equation (stagnation 
zone) based on the adsorption isotherm equation. The equation proposed in this study was validated with measured 
data. The calculated values were in good agreement with the measured values, with a relative error of 16%. The 
findings of this study provide a reference for further research on the flocculation and sedimentation of fine-grained 
cohesive sediments in different water bodies.
Keywords: Flocs; Electrolyte; Fractal dimension; Porosity; Sedimentation rate
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1. Introduction
The Yellow River carries a higher proportion of 

sediment than water. Due to the mismatch between 
water and sediment fluxes, the Yellow River is famous 
for its high proneness to siltation, levee breaches, and 
channel migration. Water and sediment changes have 
always been a focus and challenge of fluvial research. 
Sediment-laden rivers often carry a certain proportion 
of cohesive sediment. Compared with noncohesive 
sediments, fine-grained cohesive sediments has special 
electrochemical properties and are thus highly prone to 
form flocs in water [1]. Sediment flocculation and sedi-
mentation have important effects on sediment transport, 
lake water quality, siltation in reservoirs and canals, 
and migrations of channels and estuaries of the Yellow 
River [2]. Therefore, research on the flocculation of co-
hesive fine-grained sediment is of great importance for 
analysing changes in riverbed erosion and siltation and 
improving the ecological environment of water bodies.

According to the basic principle of flocculation, 
small particle size is the basic condition for sedi-
ments to form flocs, cations are the fundamental 
driver for floc formation, and the ion concentration 
also determines the degree of flocculation and floc 
size [3]. Some studies have investigated the effects of 
different cation types and concentrations on sediment 
flocculation and sedimentation. For example, Wang 
et al. [4-11] have experimentally demonstrated that 
flocculation is more likely to occur in an ion-rich en-
vironment than in a freshwater environment and that 
the ions with higher valence are more likely to cause 
flocculation. Qiao [12], Zhang [13], and Lee et al. [14]  
introduced the Extended Derjaguin-Landau-Ver-
wey-Overbeek (XDLVO) theory in colloidal chem-
istry into the 3D lattice Boltzmann model of particle 
sedimentation and used numerical simulation to an-
alyse the effect of salt ion concentration on the sedi-
mentation of fine-grained cohesive sediments. These 
studies have found that increasing salinity in fresh-
water environments is more likely to produce floccu-
lation and that as the salt ion concentration increases, 
salt ions initially appear to promote the flocculation 
of sediments and the formation of larger flocs. How-
ever, when the salt ion concentration exceeds a cer-

tain value, a counter-ion layer is formed on the outer 
surface of fine-grained sediment, thus inhibiting 
sediment flocculation [15], and consequently, the fine-
grained sediment tends to be stable and deposits only 
due to its own weight. Through MATLAB program-
ming, Chai et al. [16] reconstructed the 3D images of 
the fine-grained sediment flocs with the grey values 
of the SEM images using MATLAB’s surf function 
(with the pixel positions in planar images as X and 
Y axes and the grey values of images as Z axis), 
calculated the 3D fractal dimension of the flocs 
using the box-counting method through MATLAB 
programming, and deduced an equation for the floc 
sedimentation rate of the fine-grained sediment at the 
interface between turbid and clear water during hy-
drostatic sedimentation based on the calculated 3D 
fractal dimension of the without incorporating an ion 
concentration-related parameter.

In summary, many studies have investigated the 
effect of cation concentration on sediment floccula-
tion and sedimentation. However, only a few studies 
have analysed the structural characteristics of flocs, 
and most of these studies segmented the images of 
flocs through the single-threshold method [17], which 
resulted in a certain subjectivity. In addition, there 
are relatively few studies on the flocculation and 
sedimentation of fine-grained sediment from the 
perspectives of floc porosity and fractal dimension. 
To this end, this study used Image-Pro Plus (IPP), 
which is an image processing software that can di-
rectly import the floc images obtained by microsco-
py to extract the floc features, use the scales in the 
microscopic images for spatial scale calibration, and 
automatically track and measure object properties, 
thus reducing the influence of human error during 
image processing and improving the accuracy of the 
results. Furthermore, this study used MATLAB to 
analyse the effects of different cation concentrations, 
sediment concentrations, and electrolyte strength 
on the flocculation and sedimentation of cohesive 
sediments based on the fractal theory and then es-
tablished a sedimentation rate equation for cohesive 
sediments incorporating an electrolyte concentra-
tion-related parameter based on the analysis results.
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2. Materials and methods

2.1 Experimental equipment

The main equipment used in this experiment in-
cluded an AE200 electronic balance, a graduated 
cylinder (1000 mL), a beaker, a syringe, a pipette, and 
a dropper. A Winner-2008A fully automatic wet laser 
particle size analyser was used for sediment sample 
grading, and an Olympus BX51 fluorescence micro-
scope was used to capture the floc images. The images 
were then analysed and measured with IPP, which is 
an imaging software that can automatically track and 
measure the properties of imported objects, thus im-
proving the image processing accuracy compared with 
the currently used image processing methods and re-
ducing subjective human errors, allowing the internal 
structures of flocs to be better analysed and processed.

2.2 Experimental materials

The cohesive fine-grained sediment samples used 
in this experiment were sampled from the surface 
silt (0-20 cm) of the Haibowan reservoir during 
the implementation of the Reservoir Ecological 
Management Pilot Project of the Haibowan Con-
servancy Hub over the Yellow River in April 2020. 
Litter impurities and coarse grains were removed 
from the cooled and air-dried sediment. Before the 
experiment, a 0.074-mm standard sieve was used to 
remove large sediment particles and impurities, and 
then the sedimentation method was used for further 
sorting and sampling. The grading curves of the sed-
iment samples were measured using a HELOS/OA-
SIS intelligent, fully automatic, full-range dry laser 
particle size analyser, and the median particle sizes 
of the sediment samples were 0.01 and 0.02 mm, as 
shown in Figure 1.

2.3 Experimental methods

Hydrostatic sedimentation experiment
The experiment was carried out in a graduated 

cylinder with a height of 30 cm, a diameter of 6 cm, 
and a volume of 1000 mL. Before the experiment, a 

scale ruler was attached to the outer wall of the grad-
uated cylinder to record the position of the interface 
during the sedimentation, and then deionized (DI) 
water, quantitative cation concentration electrolytes 
(Na+, Ca2+, Al3+), and quantitative sediment sample 
concentrations (50 kg/m3, 70 kg/m3, 100 kg/m3, 150 
kg/m3) were added. The solution was fully stirred 
with a stirrer for approximately 1 min to evenly dis-
tribute the sediment. The distance and time of the 
uniform sedimentation section at the interface of 
clear and turbid water were recorded, the uniform 
sedimentation rate of the floc was calculated, and the 
changing pattern of the sedimentation rate was ana-
lysed. The specific experimental process is shown in 
Figure 2.

MATLAB programming, and deduced an equation for the floc sedimentation rate of the fine-
grained sediment at the interface between turbid and clear water during hydrostatic sedimentation
based on the calculated 3D fractal dimension of the without incorporating an ion concentration-
related parameter.

In summary, many studies have investigated the effect of cation concentration on sediment
flocculation and sedimentation. However, only a few studies have analysed the structural
characteristics of flocs, and most of these studies segmented the images of flocs through the
single-threshold method [17], which resulted in a certain subjectivity. In addition, there are
relatively few studies on the flocculation and sedimentation of fine-grained sediment from the
perspectives of floc porosity and fractal dimension. To this end, this study used Image-Pro Plus
(IPP), which is an image processing software that can directly import the floc images obtained by
microscopy to extract the floc features, use the scales in the microscopic images for spatial scale
calibration, and automatically track and measure object properties, thus reducing the influence of
human error during image processing and improving the accuracy of the results. Furthermore, this
study used MATLAB to analyse the effects of different cation concentrations, sediment
concentrations, and electrolyte strength on the flocculation and sedimentation of cohesive
sediments based on the fractal theory and then established a sedimentation rate equation for
cohesive sediments incorporating an electrolyte concentration-related parameter based on the
analysis results.

2. Materials and methods
2.1 Experimental equipment

The main equipment used in this experiment included an AE200 electronic balance, a
graduated cylinder (1000 mL), a beaker, a syringe, a pipette, and a dropper. A Winner-2008A
fully automatic wet laser particle size analyser was used for sediment sample grading, and an
Olympus BX51 fluorescence microscope was used to capture the floc images. The images were
then analysed and measured with IPP, which is an imaging software that can automatically track
and measure the properties of imported objects, thus improving the image processing accuracy
compared with the currently used image processing methods and reducing subjective human
errors, allowing the internal structures of flocs to be better analysed and processed.
2.2 Experimental materials

The cohesive fine-grained sediment samples used in this experiment were sampled from the
surface silt (0-20 cm) of the Haibowan reservoir during the implementation of the Reservoir
Ecological Management Pilot Project of the Haibowan Conservancy Hub over the Yellow River
in April 2020. Litter impurities and coarse grains were removed from the cooled and air-dried
sediment. Before the experiment, a 0.074-mm standard sieve was used to remove large sediment
particles and impurities, and then the sedimentation method was used for further sorting and
sampling. The grading curves of the sediment samples were measured using a HELOS/OASIS
intelligent, fully automatic, full-range dry laser particle size analyser, and the median particle
sizes of the sediment samples were 0.01 and 0.02 mm, as shown in Figure 1.

Figure 1. Experimental sand grading curve.

Figure 2. Experimental instrument and workflow diagram.

Collection of floc samples
When collecting floc samples, to completely 

obtain the floc structure that is easily broken, a pi-
pette with a larger inner diameter was used to gently 
transfer the flocs from the graduated cylinder to the 
glass slide. Subsequently, the slides were placed into 
a freezer for 8 hours and then freeze-dried, and the 
dried floc samples were used for follow-up research. 
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The sampling temperature was controlled at 15 ± 1 
°C to reduce the effect of temperature on sedimenta-
tion, and each test was repeated three times.
Image data extraction and analysis

In image data extraction and analysis, the sin-
gle-threshold method is commonly used to segment 
the floc image [17]. In this paper, a BX51+DP70 mi-
croscope was used to scan and observe the floc sam-
ples, and the microscopic images of flocs at different 
magnifications (10, 20, and 40 times) were compared 
and analysed. Finally, the microscopic images at a 
magnification of 20 times were used for subsequent 
studies (Figure 3). First, IPP software was used to 
adjust the image to greyscale, adjust the brightness 
and contrast of the image, weaken the image back-
ground, and strengthen the floc boundary (Figure 4), 
and then the image processing function in the soft-
ware was used to analyse the floc diameter, area, and 
perimeter and the pore diameter, area, and perimeter 
of the floc to calculate the floc porosity (Figure 5). 
The 2D digital images of the flocs formed under dif-
ferent conditions were analysed with the box-count-
ing method through MATLAB to calculate the frac-
tal dimensions and to analyse the changing pattern of 
the fractal dimensions of the flocs.

 

Figure 3. SEM image of the flocs (20x).

Figure 4. Floc image after IPP treatment.

Figure 5. Data extraction.

3. Results and analysis

3.1 Analysis of floc sedimentation rate

Analysis of the change in the sedimentation rate of 
flocs with different particle sizes

The physical and chemical properties of sediment 
particles are the decisive factors for water and sed-
iment control in the Yellow River, and the median 
particle size is the most important parameter [18]. 
Therefore, this paper mainly studied the sedimenta-
tion of flocs formed by sediments with different par-
ticle sizes when other conditions are fixed.

According to the test results of sediment samples 
(1) and (2) under the same initial sediment content 
and electrolyte conditions, the sedimentation rate 
curves of flocs formed by sediments with different 
particle sizes were obtained, as shown in Figure 6.

Figure 6a indicates that when other conditions 
are fixed, the sedimentation curves of flocs formed 
by sediments with different particle sizes with the 
change in sediment concentration almost overlap, but 
as the particle size increases, flocculation decreases, 
and the floc sedimentation rate decreases, mainly be-
cause the finer the sediment particles are, the larger 
the specific surface area, and the easier the adhesion 
between the sediment particles.

When the sediment content is 150 g/L, the fluctu-
ation range of the sedimentation rate of flocs formed 
by sediments with different particle sizes is not very 
large. Alternatively, when the sediment concentra-
tion reaches a certain value, the change in particle 
size can be considered to have little effect on the floc 
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sedimentation rate.
Figure 6b reveals that when other conditions 

are fixed, the sedimentation rate of flocs formed by 
sediments with different particle sizes increases with 
increasing electrolyte concentration, mainly because 
with increasing electrolyte concentration, the poten-
tial of sediment particles gradually decreases; that 
gradual decrease is conducive to mutual bonding 
between particles, and the change in electrolyte con-
centration plays a major role in the sedimentation of 
cohesive sediments. When the electrolyte concen-
tration is too large, the decrease in the floc sedimen-
tation rate of sediment sample (2) is faster than that 
of sediment sample (1). The preliminary analysis 
indicates that when the electrolyte concentration 
exceeds a certain value, the effect of electrolyte on 
flocculation decreases, and the formed flocs capture 
the surrounding sediment particles in the sedimen-
tation. The smaller the particle size is, the larger the 
specific surface area and the stronger the adsorption 
effect, which supports the electrochemical properties 
of fine-grained sediments [19].

In summary, the effect of sediment particle size 
on floc sedimentation is not independent but depends 
on the electrolyte strength, initial sediment content, 
and cation valence. When the particle size of the 
sediment is less than 0.01 mm, the physical and 
chemical effects on the particle surface can produce 
microstructures between the particles [18]. Therefore, 
this paper mainly studied the change in the floc sedi-
mentation rate of sediment sample (1) under different 
sediment concentrations, electrolyte concentrations, 
and cation valences.
Analysis of the change in the sedimentation rate of 
the flocs with different particle sizes

Figure 7 indicates that the sedimentation curve of 
flocs can be roughly divided into two stages, floc sedi-
mentation and gel-like network sedimentation, possibly 
because initially, the particles collide and bond with 
each other to form flocs, and the sedimentation is fast, 
whereas in the later sedimentation, the flocs further 
flocculate to form a gel-like network structure, and 
the sedimentation is slow. When the sediment content 

is large enough (150 g/L), the transition from the fast 
stage to the slow stage is more obvious because the 
sedimentation rate of the floc is much larger than that of 
the gel-like network. When the sediment content is 50 
g/L and 70 g/L, the sedimentation curves deviate sig-
nificantly from those of other sediment contents, which 
shows that when the initial sediment content is low, 
the floc sedimentation is faster than when the sediment 
content is higher, possibly because when the number 
of original sediment particles is small, the average dis-
tance between particles is large; because such large dis-
tances are not conducive to the further formation of the 
gel-like network structure, particles sediment faster due 
to flocculation.

a

b
Figure 6. The curve of the floc settling process under different 
sediment particle sizes. (a) Sedimentation curve of the flocs (n = 
3 mmol/L, z = 1). (b) Sedimentation curve of the flocs (Sn = 100 
g/L, z= 2).
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Figure 7. The curve of the floc settling process under different 
sediment concentrations.

Analysis of the change in floc sedimentation rate 
under different electrolyte concentrations

Figure 8 shows that when other influencing fac-
tors remain unchanged, with the increase in electro-
lyte concentration, the trends of floc sedimentation 
are consistent, and the changes in the rapid sedimen-
tation stage almost overlap. When the electrolyte 
concentration reaches the optimum, sediment parti-
cles tend to stick to form flocs during sedimentation, 
the sedimentation becomes faster, and the floccula-
tion and sedimentation curve tends to deviate from 
curves of other electrolyte concentrations, with the 
turning point occurring significantly earlier. Accord-

ing to the DLVO theory and the electric double-layer 
theory, the preliminary analysis indicates that under 
the comprehensive cohesive force of the fine-grained 
sediment particles in the suspension system, when 
other influencing factors are unchanged, higher cat-
ion valence and greater electrolyte strength result in 
a thinner electric double layer on the surfaces of the 
sediment particles and thus weaker interparticle re-
pulsion but have almost no effect on the interparticle 
attraction. Therefore, the increase in the comprehen-
sive force leads to flocculation between the sediment 
particles, which form relatively dense flocs, thereby 
increasing the floc sedimentation rate.

 

Figure 8. The curve of the floc settling process under different 
sediment concentrations.
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Analysis of the change in the floc sedimentation 
rate under different cation valences

Figure 9 shows that when the other influencing 
factors are fixed, with the increase in cation valence, 
the turning point of the sedimentation at the interface 
between clear and turbid water becomes increas-
ingly earlier. In the system with the addition of Al3+ 
ions, the floc sedimentation is the fastest, with large 
fluctuations [20]. Comparing the changes in floc sed-
imentation rate under different electrolyte strengths 
reveals that the effect of cationic valence on floc sed-
imentation is greater.
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Figure 9. Floc settling process curve under different cationic 
valence conditions.

3.2 Analysis of the morphological characteris-
tics of flocs

Calculation of floc pore structure parameters
Based on the images of the floc sample observed 

by microscope scanning, the cross-sectional area S 
of the floc and the pore area Sa in the floc can be 
obtained by using IPP image processing software. 
According to the definition of plane porosity, the po-
rosity of the floc can be calculated.

n = 

Based on the images of the floc sample observed by microscope scanning, the cross-
sectional area S of the floc and the pore area Sa in the floc can be obtained by using IPP image
processing software. According to the definition of plane porosity, the porosity of the floc can be
calculated.

n = 

× 100% (1)

where n is the porosity of the sediment floc; s is the equivalent area of the polygon corresponding
to the floc, μm2; and sa is the area of the equivalent polygon of pores within the floc, μm2.

Figure 10 indicates that when the sediment concentration is constant, the floc porosity
decreases with increasing electrolyte strength, and under the same electrolyte strength, the floc
porosity decreases with increasing cation valence, which is related to the force between the
cohesive sediment particles. According to the DLVO theory, with the increase in the cationic
valence, the repulsive force between the sediment particles gradually decreases, which facilitates
bonding between particles. As a result, flocs are formed more densely, and thus, the porosity of
the flocs is reduced.

Figure 10. Variation curves of the floc porosities under different conditions.

Fractal dimension of flocs
This paper used MATLAB to find the fractal dimension of flocs. Using the box-counting

method, a program was written to perform grid division and statistical analysis of the black-and-
white binary image [19], and a series of data pairs of “grid size” and “number of covered grid
cells” were obtained, that is, the data pairs of submatrix order and the number of submatrices
containing image points (pixel is 0). Then, the data points were drawn in double logarithmic
coordinates, and linear regression analysis was performed; the negative value of the slope of the

� (1)

where n is the porosity of the sediment floc; s is the 
equivalent area of the polygon corresponding to the 
floc, μm2; and sa is the area of the equivalent poly-
gon of pores within the floc, μm2.

Figure 10 indicates that when the sediment con-
centration is constant, the floc porosity decreases 
with increasing electrolyte strength, and under the 
same electrolyte strength, the floc porosity decreases 
with increasing cation valence, which is related to 
the force between the cohesive sediment particles. 
According to the DLVO theory, with the increase in 
the cationic valence, the repulsive force between the 
sediment particles gradually decreases, which facili-
tates bonding between particles. As a result, flocs are 
formed more densely, and thus, the porosity of the 
flocs is reduced.

Figure 10. Variation curves of the floc porosities under different 
conditions.

Fractal dimension of flocs
This paper used MATLAB to find the fractal di-
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mension of flocs. Using the box-counting method, 
a program was written to perform grid division and 
statistical analysis of the black-and-white binary im-
age [19], and a series of data pairs of “grid size” and 
“number of covered grid cells” were obtained, that 
is, the data pairs of submatrix order and the number 
of submatrices containing image points (pixel is 0). 
Then, the data points were drawn in double logarith-
mic coordinates, and linear regression analysis was 
performed; the negative value of the slope of the 
line is the box-counting dimension of the image (the 
slope of the line is the absolute floc fractal dimen-
sion), and the results are shown in Figure 11. The 
changing pattern of the fractal dimension of flocs 
under different sediment contents and electrolyte 
conditions is shown in Figure 12.

The calculation principle of the box-counting di-
mension is to cover the fractal set with small boxes 
of side length ε; the total number of small boxes is 
N(ε), and the following relationship is obtained:

� (2)

Fitting log N(ε) vs. log ε (in double logarithmic 
coordinates) by least squares yields the following 
relationship between the box-counting dimension D 
and the slope of the line K:
D = –K� (3)

In Figure 12, the changing pattern of three dif-
ferent types of cations is similar to that of the fractal 
dimension of their flocs; i.e., the fractal dimension 
of the flocs tends to decrease with increasing cation 
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ative charges on the surface of the particles and 
reduce the interparticle repulsion, the flocculation 
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Figure 11. Double logarithmic relationship between the length 
of sides and number boxes.

Figure 12. Graph of the fractal dimension change under differ-
ent conditions.

Modification of the sediment sedimentation rate 
equation under the influence of different cations

For a single floc, the following relationship is sat-
isfied between the number of sediment particles Nf 
that make up the floc and the floc diameter df:
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dimension of the flocs.

Based on adsorption theory, Wang et al. [21] used the Langmuir adsorption isotherm equation
and combined the relationship between the sedimentation rate and particle size to obtain the
following:
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sedimentation rate of the floc, ω0 is the sedimentation rate of a single sediment particle, C is the
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The meaning of the symbols in Equation (6) is 
the same as above. The coefficients λ1, λ2, and λ3 are 
related to the sediment particle size, surface charac-
teristics, and cation species, respectively, which must 
be determined experimentally.

Based on the above analysis, the floc porosity ε 
and fractal dimension D were used to analytically 
calculate the flocculation coefficient kω.

If the volume of a sediment particle satisfies V0 

= π/6·d0
3 and the volume of the floc satisfies Vf = 

π/6·df
3, then the floc porosity ε is as follows:

ε = 

The meaning of the symbols in Equation (6) is the same as above. The coefficients λ1, λ2,
and λ3 are related to the sediment particle size, surface characteristics, and cation species,
respectively, which must be determined experimentally.

Based on the above analysis, the floc porosity ε and fractal dimension D were used to
analytically calculate the flocculation coefficient kω.

If the volume of a sediment particle satisfies V0=π/6·d03 and the volume of the floc satisfies
Vf=π/6·df3, then the floc porosity ε is as follows:

ε= Vf-NfV0
Vf

(7)

Substituting Equation (4) into Equation (7), we can obtain Equation (8):
df
d0
=(1-ε)

1
D-3 (8)

If the fine sediment and the floc sedimentation are in the stagnation zone and the sediment
sedimentation rate in the stagnation zone is proportional to the square of the particle size, then,

ωf
ω0
=

df
d0

2
(9)

According to Equations (5), (8), and (9), we can obtain Equation (10):

kω=
ωf
ω0
= df

d0

2
= (1-ε)

1
D-3

2
= 1
λ1C2+λ2C+λ3

(10)

Substituting the calculated fractal dimension D and floc porosity ε into Equation (10), the
flocculation coefficient kω can be calculated, and the relationship between 1/kω and the electrolyte
concentration C was plotted, as shown in Figure 13, and fitted with a quadratic polynomial.

Equation (10) establishes the relationship between the floc sedimentation rate of cohesive
sediments and the ion concentration in the water. It should be noted that some simplifications and
assumptions have been made in the derivation of Equation (10) to facilitate the establishment of a
relationship between the floc sedimentation rate of cohesive sediments and the ion concentration
in the water. The coefficients λ1, λ2, and λ3 in Equation (10) are correlated with many factors; that
is, the coefficients λ1, λ2, and λ3 change when conditions change, such as the surface properties of
the sediment, the cation type, and the particle size of the sediment; therefore, coefficients λ1, λ2,
and λ3 should be calibrated under different conditions.

Many studies have demonstrated that there are different sedimentation resistance behaviours
for different motion states. For the sedimentation rate equations proposed by Goncharov et al. [22-
25], some coefficients are slightly different in various flow zones, but the structural forms of the
sedimentation rate equations in the stagnation zone are essentially the same. This paper
introduced the ion concentration-related parameter into an existing sedimentation rate equation
and obtained the sedimentation rate equation incorporating the ion concentration-related
parameter:

ωf=
1

λ1C2+λ2C+λ3
∙c2 1

24
∙ γs-γ
γ
∙g∙ d

2


(11)

where γs is the specific gravity of sediment, γ is the specific gravity of water, g is the gravity, υ is
the coefficient of hydrodynamic viscosity, and d is the particle size of sediments. Other symbols
have the same meanings as above.

The obtained experimental data are used to test the validity of Equation (11).
The error rate for individual tests is calculated using Equation (12):

error rate= Calculated value-Experimental value /Experimental value (12)

� (7)
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meanings as above.
The obtained experimental data are used to test the 

validity of Equation (11).
The error rate for individual tests is calculated us-

ing Equation (12):
Error rate = (Calculated value-Experimental value)/ 
	     Experimental value� (12)

After substituting the relationship between cation 
concentration C and flocculation coefficient kω into 
Equation (11), the corrected sediment sedimentation 
rate can be calculated. Compared with the experi-
mental results as shown in Figure 14, the average 
relative error is 16% (Figure 15), which essentially 
meets the computational accuracy requirements. 
Therefore, in this paper, based on the calculated 
fractal dimension and porosity of flocs, the obtained 
flocculation coefficient and sedimentation rate equa-
tion incorporating the ion concentration-related pa-
rameter for flocs formed by sediments with different 
particle sizes are essentially reasonable.

Figure 13. Relationship curves between the different cation 
concentrations C and 1/kw.

Figure 14. Comparison of the test value and the calculated value 
of the floc settling rate in Equation.
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Figure 15. The error rate of settling velocity is calculated by 
Equation (11).

4. Discussion
(1) IPP image processing software is a relatively 

complete image analysis software with advanced 
functional modules for image processing and is 
widely used in fluorescence imaging, material imag-
ing, medical research, and industrial production. In 
this paper, IPP image processing software was used 
to extract the morphological parameters of flocs, and 
the relationships between the porosity (a structural 
parameter) of flocs and the sediment and cation con-
centrations was analysed. The results indicated that 
the changing pattern of the floc structure character-
istics analysed in this paper is consistent with that of 
Chai [17] and Chen [26], i.e., under the same electrolyte 
strength, the porosity of flocs decreases with increas-
ing cation valence. The main reason for this finding 
is that the addition of cations in the water neutralizes 
some negative charges on the surface of the sediment 
particles, which reduces the interparticle electrostatic 
repulsion and increases the interparticle interaction; 
thus, flocculation can occur between the particles 
that were not prone to flocculation originally, and the 
interparticle bonding is enhanced such that the inter-
particle pores are smaller [17].

The results demonstrate that it is feasible to apply 
IPP software to analyse scanning electron micro-
scope (SEM) images of flocs. However, IPP is only 
suitable for 2D observation. To gain a more compre-
hensive understanding of the complex internal struc-
ture of flocs, it is necessary to develop new software 
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or improve observation techniques.
(2) In natural water bodies, the sedimentation rate 

of cohesive sediment changes due to the presence of 
cations. The main reason for this change is the floc-
culation of cohesive sediments under the action of 
ions. According to the existing research results, the 
main cations in the Yellow River are Ca2+, Na+, and 
K+ [27]. Therefore, this study selected the silt in the 
Haibowan Reservoir and mainly discusses the floc-
culation and sedimentation of cohesive sediments 
under the action of three different cations (Na+, Ca2+, 
and Al3+). The results indicated that under the same 
sediment and cation concentrations, when the cation 
valence increases from +1 to +3, the floc sedimen-
tation rate increases, which is essentially consistent 
with the findings of Wang [4] and Jiang [28]. The main 
reason for this finding is that according to the DLVO 
theory and the electric double-layer theory, the sur-
face of the cohesive sediment particles is generally 
negatively charged; therefore, adding cations can 
reduce the thickness of the electric double layer on 
the surface of the sediment particles and the charge 
repulsion between the sediment particles, increase 
the chance of sediment particle bonding after col-
lision, increase the formation rate of flocs by sedi-
ments, and promote flocculation and sedimentation 
of cohesive sediments [29]. However, the flocculation 
and sedimentation of fine-grained cohesive sediment 
are complex, and under different influencing factors, 
the sedimentary process and sedimentation rate of 
formed flocs are different. In actual water bodies, 
many factors act together; therefore, further research 
must comprehensively consider the influence of var-
ious factors to draw conclusions that are more in line 
with the actual situation.

5. Conclusions
(1) Under the same initial sediment concentration, 

the porosity and fractal dimension of flocs decrease 
with increasing cation concentration. After the cation 
concentration exceeds the optimal cation concen-
tration for flocculation, the floc porosity and fractal 
dimension start to decrease more slowly or increase 
slightly.

(2) Cations with different valences have different 
effects on sediment sedimentation rates. When other 
influencing factors are fixed, higher-valence cations 
in the water have a stronger effect on sediment floc-
culation, and cation valence has a greater impact on 
the floc sedimentation rate compared with the sedi-
ment and cation concentrations. Therefore, high-va-
lence ions are the main indicators for assessing the 
effect of ion concentration in water on sediment sed-
imentation rate.

(3) In natural water bodies, the sedimentation rate 
of cohesive sediment changes due to the presence 
of cations. The main reason for this change is the 
flocculation of cohesive sediments under the action 
of ions. In this paper, the ion concentration-related 
parameter was introduced into the existing sedimen-
tation rate equation (stagnation zone) based on the 
changing patterns of the floc fractal dimension (D) 
and porosity (ε) under different influencing factors 
and the adsorption isotherm equation. The modified 
sedimentation rate equation was verified since the 
calculated values were essentially consistent with the 
measured values.
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ABSTRACT
The Yangtze River Basin’s water resource utilization efficiency (WUE) and scientific and technological innovation level 

(STI) are closely connected, and the comprehension of these relationships will help to improve WUE and promote local 
economic growth and conservation of water. This study uses 19 provinces and regions along the Yangtze River’s mainstream 
from 2009 to 2019 as its research objects and uses a Vector Auto Regression (VAR) model to quantitatively evaluate 
the spatiotemporal evolution of the coupling coordination degree (CCD) between the two subsystems of WUE and STI. 
The findings show that: (1) Both the WUE and STI in the Yangtze River Basin showed an upward trend during the study 
period, but the STI effectively lagged behind the WUE; (2) The CCD of the two subsystems generally showed an upward 
trend, and the CCD of each province was improved to varying degrees, but the majority of regions did not develop a high-
quality coordination stage; (3) The CCD of the two systems displayed apparent positive spatial autocorrelation in the spatial 
correlation pattern, and there were only two types: high-high (H-H) urbanization areas and low-low (L-L) urbanization areas; 
(4) The STI showed no obvious response to the impact of the WUE, while the WUE responded greatly to the STI, and both 
of them were highly dependent on themselves. Optimizing their interaction mechanisms should be the primary focus of high-
quality development in the basin of the Yangtze River in the future. These results give the government an empirical basis to 
enhance the WUE and promote regional sustainable development.
Keywords: Water resource utilization efficiency (WUE); Scientific and technological innovation level (STI); Coupling 
coordination; Interactive response; Yangtze River Basin
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1. Introduction
Water, as established by UN-Water (2021), serves 

as the fundamental element for all developmental 
processes [1]. It holds significance as both a funda-
mental natural resource and a strategic economic 
asset, playing a vital function in human life, society 
development, and the sustainable advancement of the 
ecological environment [2]. However, the progression 
of social and economic development has resulted in 
a growing universal demand for water resources at 
an approximate rate of 1% per year [3]. Furthermore, 
alongside the vulnerable natural ecological environ-
ment and the utilization of unsound development 
approaches, the issue of water scarcity is becoming 
increasingly evident. Despite China’s position as the 
sixth-largest global holder of water resources, its per 
capita allocation is merely 25% of the global aver-
age level. As a result, China is among the countries 
confronting severe water shortages [4]. It is expected 
that with further expansion of urbanization and eco-
nomic growth, water scarcity will become even more 
severe. This may ultimately hinder the sustainable 
development of regional areas, but the total usable 
water resources cannot be expanded due to economic 
and technical constraints [5]. In this case, improving 
water resource utilization efficiency (WUE) and re-
ducing pollutant discharge are considered two meth-
ods to alleviate the current water resource crisis [6].  
Therefore, scientific evaluation of WUE based on 
consideration of water pollution is of considerable 
significance for improving WUE and optimizing wa-
ter resource allocation [7].

Enhancing WUE stands as a reliable and assured 
approach for China to attain green and sustainable 
development. Therefore, the Chinese government 
has started several reform measures. For instance, 
in 2011, the Chinese government issued a document 
specifically aimed at expediting water conservation 
reforms within the country. This document unambig-
uously emphasized the imperative of strengthening 
water resource management and enhancing compre-
hensive WUE [8]. In the year 2012, the Chinese au-
thorities declared their stance on enforcing a rigorous 
system for managing water resources. They also set 

up three primary goals known as “three red lines”. 
These objectives are controlling water resource de-
velopment and usage, managing water efficiency, 
and reducing pollution in water function areas [9]. 
China has also piloted innovative economic meas-
ures, including water rights and emissions trading. 
For the purpose of prompting sustainable develop-
ment and alleviating the shortage of water resources, 
future development must adhere to these reforms, 
effectively utilize resources, and strictly protect the 
ecological environment. Technological innovation 
has changed the input–output proportion of produc-
tive factors and is the core power in improving the 
WUE [10]. Consequently, it becomes imperative to 
coordinate the Scientific and Technological Inno-
vation (STI) and the water resource capacity. Such 
integration will ultimately lead to the harmonious 
convergence of STI and water resource management, 
culminating in the desired outcomes.

The Yangtze River Basin covers a large portion 
of China and is home to over 40% of the country’s 
population, making its economic growth crucial. 
Despite abundant water resources, the basin’s inten-
sive production activities have led to water shortages 
and pollution. This paper focuses on the harmonious 
relationship between WUE and STI in the Yangtze 
River Basin through a coupling coordination model 
and panel VAR model, aimed at offering recom-
mendations for resolving water resource problems 
and advancing economic development. The paper’s 
structure consists of a literature review of current 
research, a case study introduction, the methodology 
of this paper, results, conclusions, and policy recom-
mendations.

2. Literature review
WUE serves as a significant metric for assessing 

sustainable development at a regional level. At its 
essence, WUE aims to achieve maximum economic 
and social benefits while minimizing water loss and 
environmental pollution. This topic has garnered 
considerable attention among scholars in recent 
years. Scientific evaluation of WUE constitutes the 
initial step towards exploring strategies for balanced 
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development and water resource utilization, and cur-
rently stands as a focal point of research.

Evaluation methods for WUE can generally be 
categorized into two approaches: single-factor eval-
uation and total-factor evaluation. Among them, 
single-factor evaluation methods primarily include 
the index system method [11] and the ratio analysis 
method [12]. For example, Gregg et al. take the ratio 
of agricultural water resources input to agricultur-
al output as an index to measure the WUE [13]. The 
total-factor evaluation methods generally include 
Stochastic Frontier Analysis (SFA) [14,15] and Data 
Envelopment Analysis (DEA) [16,17]. In the research 
on the utilization of total-factor water resources, Car-
valho and Marques explore the scale economy and 
scope economy of the Portuguese water industry by 
using Bayesian SFA [18]. Hong and Yabe applied SFA 
to determine irrigation water efficiency and its effect 
on small tea plantations in Vietnam and found that 
there is a large amount of water resource waste un-
der the condition of diminishing rebound to scale [19]. 
Zhang et al. use DEA based on the relaxation model 
to calculate the utilization ratio of interprovincial ag-
ricultural water resources capacity in China [20]. Gau-
tam et al. use the smooth heterogeneous bootstrap 
program in the DEA method to evaluate irrigation 
water usage efficiency in crop productive efficiency 
in Louisiana, USA [21].

The majority of studies concerning WUE have 
focused on agriculture and industry, focusing on 
the evaluation of WUE as their primary research 
object. This scholarly attention has spurred research 
investigating the driving factors and mechanisms 
that influence WUE. For instance, Segovia-Cardozo  
et al. employed satellite images to estimate crop co-
efficients and evaluated the WUE of major crops in 
four irrigated areas in Spain [22]. Geng et al. utilized 
DEA to assess the water usage efficiency in agricul-
ture across 31 provinces in China from 2003 to 2013, 
revealing a noteworthy improvement post-2008 [23]. 
Chen et al. assessed the industrial WUE in China 
from 2005 to 2015, exploring provincial variations 
and spatial spill-over effects through bootstrap DEA 
analysis [24]. Oulmane et al. calculated the WUE of 

a small horticultural farm in Algeria and employed 
a Tobit model to identify determinants of WUE, 
encompassing factors such as total crop and water 
source count, greenhouse gas emissions percentage, 
level of educational and technical support, and credit 
opportunities for farmers [25]. Wang argued that fac-
tors such as age, gender, education level, and farm-
ers’ awareness of water scarcity impact the irrigation 
efficiency of water resources [26].

The STI serves as a crucial metric for assessing a 
country’s high-quality development. Advancements 
in STI facilitate the development of environmental 
protection technologies, which profoundly influence 
the utilization efficiency of biological resources [27]. 
In recent years, scholars have made notable strides in 
researching the relationship between WUE and STI. 
Kang et al. posit that enhancing water-saving irriga-
tion technology contributes to improved WUE [28]. 
Through empirical research, Miao et al. employ the 
random frontier analysis method and demonstrate 
that technological innovation exhibits a vital positive 
effect on the energy usage efficiency of industries 
between 2000 and 2015, exhibiting a consistent 
upward trend [29]. Wang and Wang, utilizing the gen-
eralized method of moments system regression anal-
ysis, discover that technological development had a 
substantial and positive influence on national-level 
total-factor energy efficiency from 2001 to 2013 [30]. 
However, they also found that technological inno-
vation in central China impeded the advancement of 
total-factor energy efficiency.

Recently, the coupling coordination model has 
gained widespread recognition as an effective tool 
for evaluating the overall development of research  
areas [31]. Prior studies by Xu et al. and Zhang et al. 
have used this method to study the relationship 
between WUE and economic development, as well 
as economic development and the water environ-
ment [32,33]. However, there is little research that has 
utilized this method to study the mutual relationship 
between WUE and STI. Most existing research pri-
marily focuses on the one-way impact of STI on 
WUE, with less attention given to the factors that 
impede the coordinated development of these two 
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systems. To facilitate their harmonized development, 
it is crucial to conduct a systematic evaluation of 
their spatial and temporal characteristics and identify 
the factors influencing their development.

This paper aims to utilize the coupling coordina-
tion model to assess the relationship between WUE 
and STI in the Yangtze River Basin. By establishing 
an overall evaluation index system and measuring 
both WUE and STI, we will analyze the temporal 
and spatial characteristics of their coordinated de-
velopment using a panel VAR model. This empirical 
analysis will provide valuable insights into the posi-
tive interaction between the two systems, ultimately 
supporting the promotion of their coordinated devel-
opment.

3. Methodology and data

3.1 Study area

This study focuses on the research conducted in 
the Yangtze River Basin, which includes its tributar-
ies. The basin boasts a well-developed water system, 
encompassing a water supply and drainage area of 
1.8 million square kilometers, approximately one-
fifth of the total area [34]. Geographically, it spans the 
eastern, central, and western economic zones of Chi-
na, covering 19 provinces, autonomous regions, and 
centrally-administered municipalities. However, the 

region grapples with significant resource imbalances, 
environmental challenges, economic disparities, and 
unbalanced distribution of water resources, which 
hinder the development of the Yangtze River Basin. 
The Yangtze River is categorized into three parts: the 
upper, middle, and lower reaches, with 19 provinces 
allocated to each section accordingly (Figure 1). Hu-
bei and Jiangxi provinces are designated as part of 
the middle reaches, based on both geographical and 
economic regional divisions.

3.2 Methodology

Calculation of ash water footprint
According to the literature [35-37], the gray water 

footprint (TWFɡrey) includes agricultural grey water 
footprint (AWFɡrey), industrial grey water footprint (IW-
Fɡrey), and domestic grey water footprint (DWFɡrey). As 
there are many kinds of water pollutants and the con-
centration difference is large, only the most important 
pollutants are considered when calculating the grey 
water footprint. The specific calculation formula can be 
represented as follows:
TWFɡrey = AWFɡrey + IWFɡrey + DWFɡrey� (1)

Agricultural grey water footprint (AWFɡrey) in-
cludes planting grey water footprint (AWFpla) and aq-
uaculture grey water footprint (AWFbre). Nitrogen in 
the fertilization is the largest origin of aquatic pollu-
tion in the farming industry. The chemical oxygen de-

Figure 1. Study area.
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mand (COD) and total nitrogen in the feces of cattle, 
sheep, pigs, and poultry are the main source factors 
of water deterioration in the breeding industry [37,38].  
For calculating grey water footprint, the grey wa-
ter footprints originating from the same categories 
of pollutants are summed up, and the grey water 
footprints originating from different categories of 
pollutants take the maximum value. The calculation 
formula is as follows:

Figure 1. Study area.
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In the above formula: α is the leaching rate of ni-
trogen fertilizer; Nappl is the total amount of nitrogen 
application; CTN, max is the standard concentration of 
total nitrogen concerning water quality; CTN, nax is the 
natural local concentration of total nitrogen; AWFbre(i) 
is the grey water footprint of the aquaculture industry 
of category i pollutants; Lbre(i) is the emission of class 
i pollutants; i is total nitrogen or COD; h refers to 
cattle, sheep, pigs, and poultry; Nh, Dh, fh, uh, Phf, βhf,  
βhu, are the quantity of h, feeding cycle, daily urine 
output, pollutant content per unit of urine, pollutant 
content per unit of faeces, pollutant flow loss rate per 
unit of faeces, and pollutant flow loss rate per unit of 
urine, respectively.

COD and ammonia nitrogen emissions (NH3 – N) 
are the main pollutants in industrial wastewater [39,40], 
and the calculation formula of IWFɡrey is as follows:

��� = � ���(�)，��� �3 − (6)

���() =
�()

，� − ，��
(7)

In the formula: ���() is the industrial grey water footprint of class  pollutants;

�() is the discharge amount of class  pollutants in industrial wastewater;  is the pollutant

� or �3 − .

Domestic and industrial sewage belong to point source pollution, and the main pollutants are

� and �3 −  [20,41]. The calculation formula of �3 −  is as follows:
��� = � ���(�)，���(�3−) (8)

���  =
� 

，� − ，��
(9)

Method for estimating WUE

In order to ensure objectivity and minimize deviation in efficiency measurement, this paper

employs DEA, a nonparametric frontier approach. DEA is used as the evaluation method for

assessing WUE in this study. Unlike traditional DEA models that do not account for input or

output relaxation, the calculation model [42], addresses this limitation and offers a solution to

overcome this issue.
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where , , ,b g
j j js s s  represent efficiency value, input redundancy, undesirable output redundancy,

and desirable output deficiency, respectively. When ρ = 1 (equivalently, 0b g
j j js s s    ),

0DMU is efficient.

Model (2) is generally converted to the following linear programming model:
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In the formula: IWFɡrey(k) is the industrial grey 
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where τ is the efficiency value (equal to ρ),  = , − = −, 
 = 

,  = ．

Evaluation model for the comprehensive development level

First, the indicators are dimensionless to eliminate the dimensional difference of the indicator

system, specifically:

' = ( − .)/(�. − .) (12)

' = (�. − )/(�. − .) (13)

where Equation (12) is a positive indicator normalization process, and Equation (13) is a negative

indicator normalization process.

To mitigate potential measurement biases stemming from subjective weighting, this paper

utilizes the entropy weight method. This method is selected due to its strong objectivity,

practicality, and widespread applicability in determining the weights of different indicators. By

employing this method, the study aims to enhance the objectivity and reliability of the weight

allocation process for various indicators [43]:
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 represents the weight of the j-th index;  represents the weight of sample indicators; 

represents the information entropy of the j-th index;  indicates the utility value of the j-th index;

 represents the number of samples.

Finally, according to the weights of the different indicators, the comprehensive evaluation

indexes of the STI are further calculated:

� = =1
  × '� (15)
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where τ is the efficiency value (equal to ρ),  = , − = −, 
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CCD model
The CCD model comprises two distinct compo-

nents, namely the coupling degree model and the 
coordination degree model. While the former is re-
sponsible for delineating the extent of system inter-

action, it falls short of capturing the comprehensive 
potency and collaborative impact thereof [44]. Thus, 
the coordination degree model has been introduced 
to encompass both the level of inter-system interac-
tion and the degree of coordinated development. The 
formula for calculating the coupling degree is:
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calculating the coupling degree is:
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 is the coupling degree, in which the value is [0, 1]. When  gets smaller, the correlation

and coupling relationship between the two subsystems gets smaller. Otherwise correlation and

coupling relationship between the two subsystems gets larger. The calculation formula for the

degree of coordination is as follows:

 =  × �
� = � + � (17)

where D is the CCD, and the value is (0, 1); � is the overall coordination index of WUE and the

STI, and the value is (0, 1);  and  are undetermined parameters, indicating the weight of the

two subsystems to the overall system. In this paper, both  and  are considered equally

important, so  =  = 0.5.

There is no unified standard for the division of coupled cooperative scheduling in the

academic community. According to the existing research and the actual coupling coordination

value calculated in this paper, the CCD of the two systems is divided into five levels [45], as shown

in Table 1.

Table 1. Coupling coordination level.
D Level

0.0-0.20 Low coordination

0.20-0.40 Basic coordination

0.40-0.50 Moderate coordination

0.50-0.80 Highly coordinated

0.80-1.00 Excellent coordination

Spatial autocorrelation

Spatial autocorrelation is a valuable approach capable of examining the spatial relationships

within data. It helps elucidate the interrelationship patterns and spatial clustering characteristics of

spatial attribute data [44]. Moran’s I is a commonly utilized measure for such analysis, and it

encompasses both global Moran’s I and local Moran’s I. Global spatial autocorrelation is

employed to describe the overall degree of spatial correlation among attribute values within the

� (16)
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calculation formula for the degree of coordination is 
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where D is the CCD, and the value is (0, 1); T is the 
overall coordination index of WUE and the STI, and 
the value is (0, 1); α and β are undetermined param-
eters, indicating the weight of the two subsystems 
to the overall system. In this paper, both α and β are 
considered equally important, so α = β = 0.5.

There is no unified standard for the division of 
coupled cooperative scheduling in the academic 
community. According to the existing research and 
the actual coupling coordination value calculated in 
this paper, the CCD of the two systems is divided 
into five levels [45], as shown in Table 1.

Table 1. Coupling coordination level.

D Level
0.0-0.20 Low coordination
0.20-0.40 Basic coordination
0.40-0.50 Moderate coordination
0.50-0.80 Highly coordinated
0.80-1.00 Excellent coordination

Spatial autocorrelation
Spatial autocorrelation is a valuable approach 

capable of examining the spatial relationships within 
data. It helps elucidate the interrelationship patterns 
and spatial clustering characteristics of spatial at-
tribute data [44]. Moran’s I is a commonly utilized 
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measure for such analysis, and it encompasses both 
global Moran’s I and local Moran’s I. Global spatial 
autocorrelation is employed to describe the overall 
degree of spatial correlation among attribute values 
within the study area. The specific formula is as fol-
lows:

study area. The specific formula is as follows:
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The above formula  represents Moran’s I,  represents the number of provinces and cities,

 and  represent the CCD at the  and  locations of provinces and cities, respectively, and

� represents the average value of the CCD;  represents the neighborhood relationship

between  and . When  and  are adjacent,  = 1; otherwise, it is 0. The value of global

Moran’s I is in the interval of [–1, 1]. If it is greater than 0, it indicates a positive spatial

correlation. The larger value means an evident spatial correlation. Less than 0 indicates a negative

spatial correlation, and a smaller value means greater spatial difference. The space equal to 0

presents randomness.

Local spatial autocorrelation can be a useful method to further measure the specific location

of the coupling coordination between WUE and STI in local space and then analyze the imbalance

in local space and find the spatial heterogeneity of the coupling coordination. The calculation

formula of local Moran’s I is as follows:

 =
(−�)
0 � ( − �) (19)

The above formula  represents the CCD value of province and city  , � represents the

average value of CCD of all provinces and cities,  > 0 represents the spatial clustering

(high-high [H-H] or low-low [L-L]) of observation values similar to the CCD value of a province

and city, and  < 0 represents the spatial clustering (L-H or H-L) of observation values not

similar to the CCD value of a province.

VAR model

The intricate mechanisms of interaction and causality between WUE and STI call for the

adoption of a panel VAR (Vector Autoregression) model. By combining panel data and modeling

techniques, the panel VAR model leverages the strengths of both approaches, enabling the

prediction of the influence of random disturbances on the variables of interest. Thus, the panel

VAR model proves to be a suitable analytical tool for examining the interactive responses between

WUE and STI within the context of the Yangtze River Basin.

3.3 Indicator selection and data sources

Indicator selection

Based on the connotation and characteristics of WUE and STI, with reference to existing

research results, and following the fundamentals of scientificity, comparability, and

representativeness of index selection, select indicators can reflect WUE and STI to a large extent

and build an overall evaluation index system. This is shown in Table 2. When constructing the

evaluation index model of WUE, this paper builds the input and output required by WUE based on

� (18)

The above formulaI represents Moran’s I, n rep-
resents the number of provinces and cities, xi and xj 
represent the CCD at the i and j locations of prov-
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The above formula xi represents the CCD value of 
province and city i,  represents the average value 
of CCD of all provinces and cities, Ii＞ 0 represents 
the spatial clustering (high-high [H-H] or low-low 
[L-L]) of observation values similar to the CCD val-
ue of a province and city, and Ii ＜ 0 represents the 
spatial clustering (L-H or H-L) of observation values 
not similar to the CCD value of a province.
VAR model

The intricate mechanisms of interaction and cau-
sality between WUE and STI call for the adoption 
of a panel VAR (Vector Autoregression) model. By 

combining panel data and modeling techniques, the 
panel VAR model leverages the strengths of both 
approaches, enabling the prediction of the influence 
of random disturbances on the variables of interest. 
Thus, the panel VAR model proves to be a suitable 
analytical tool for examining the interactive respons-
es between WUE and STI within the context of the 
Yangtze River Basin.

3.3 Indicator selection and data sources

Indicator selection
Based on the connotation and characteristics of 

WUE and STI, with reference to existing research 
results, and following the fundamentals of scienti-
ficity, comparability, and representativeness of index 
selection, select indicators can reflect WUE and 
STI to a large extent and build an overall evaluation 
index system. This is shown in Table 2. When con-
structing the evaluation index model of WUE, this 
paper builds the input and output required by WUE 
based on the neoclassical growth theory and previous 
studies [5,36]. As for the input indicators, the number 
of employees, fixed assets, and total regional water 
consumption are selected to reflect this indicator. 
In terms of output indicators, regional GDP (based 
on 2009) and gray water footprint are selected to 
represent both the expected and unexpected output, 
respectively.

The STI evaluation index system comprises two 
standard levels, namely STI input and STI output, 
each consisting of seven indexes. This study has 
opted for three input indicators, namely the full-time 
equivalent of research and development (R & D) 
personnel, the internal expenditure of R & D funds, 
and the number of R & D institutions. As for output 
indicators, four have been chosen, comprising the 
number of patent authorizations, the number of R & 
D projects, the sales profit of new commodities in 
high-tech industries, and the number of advanced de-
velopment projects in high-tech industries.

Based on the above indicators and methods, the 
framework of this research is established in Figure 2.
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Data source
All the information and data utilized in this ac-

ademic article have been sourced exclusively from 

reliable and authoritative references. These include 
the China Statistical Yearbook, various provincial 
and city Statistical Yearbooks, China Science and 
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correlation model VAR model
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Response

Conclusion and 
suggesstion 
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Table 2. Evaluation index system of WUE and STI.

Target level Criterion level Indicator level Unit

WUE

Input indicators

Number of employees Ten thousand people

Fixed assets RMB100 mil

Total regional water consumption 100 million m3

Desirable output indicators GDP RMB100 mil

Undesirable output indicators Gray water footprint 10,000 t

STI

Investment in scientific and 
technological innovation

Number of R & D institutions Individual
R & D personnel full-time equivalent Man year

Internal expenditure of R & D funds CNY10 thousand

Scientific and technological 
innovation output

Number of patent authorizations Piece
Number of R & D projects (subjects) Term
Sales revenue of new products of high-tech 
industry CNY10 thousand

Number of new product development projects 
in high-tech industry Term
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Technology Statistical Yearbook (covering the pe-
riod from 2009 to 2019), Science and Technology 
Statistical Yearbook, Education Statistical Yearbook, 
Water Conservancy Statistical Yearbook, Water Re-
sources Bulletin, and National Economic and Social 
Development Statistical Bulletin.

In cases where specific data points were una-
vailable, they have been estimated employing the 
average growth rate over the successive three-year 
period. This approach ensures a consistent and reli-
able analysis throughout the study. It is important to 
note that the scope of this analysis encompasses the 
19 provinces located within the Yangtze River Basin, 
providing a comprehensive understanding of the re-
gion’s dynamics and trends.

4. Result analysis

4.1 Spatial and temporal evolution character-
istics of WUE and STI

Using the aforementioned methodologies, we 
have calculated the WUE index and STI index for 
the nineteen provinces located within the Yangtze 
River Basin from 2009 to 2019. Additionally, we 
have summarized the average values of each year for 
both indices and examined the CCD of the two sys-
tems. Upon careful analysis of Figure 3, it becomes 
evident that there is a consistent upward trend in the 
average values of WUE and STI within the Yangtze 
River Basin from 2009 to 2019. Furthermore, the 
time characteristics of the two indices exhibit a clear 
positive correlation. This correlation suggests a mu-
tually reinforcing relationship between WUE and 
STI within the region.
Spatial and temporal distribution of WUE

(1) Temporal characteristics. In terms of temporal 
analysis, the average rate of the WUE index for the 
19 provinces (autonomous regions) within the Yang-
tze River Basin exhibited a positive trend from 2009 
to 2019. The average WUE index rose from 0.3041 
in 2009 to 0.3800 in 2019, indicating a stable overall 
development and a favorable growth trajectory (Fig-
ure 3). These findings highlight the achievements 
made in water pollution prevention, energy conser-

vation, emission cutback, and ecological control 
within the Yangtze River Basin in recent decades. 
The positive trend in WUE demonstrates the region’s 
progress in the sustainable utilization of water re-
sources.

Figure 3. Time series change of WUE and STI in the Yangtze 
River Basin.

(2) This study employs the DEA model to com-
pute the WUE of 19 provinces and regions located 
in the Yangtze River Basin from 2009 to 2019, and 
utilizes the initial, final, and middle years of the re-
search period to investigate the findings within the 
study area. To better illustrate the dissimilarities in 
the spatial distribution of WUE in the Yangtze River 
Basin, ArcGIS10.2 software is employed to visualize 
the same in 2009, 2013, 2016, and 2019 (Figure 4), 
and subsequently assess the disparity in WUE among 
different regions. Based on the obtained results, the 
efficiency index is classified into five ranges using 
the natural breakpoint method (Jenks), whereby the 
higher the efficiency value, the darker the shade.

On the whole, the WUE of the Yangtze River 
Basin changes significantly from 2009 to 2019, and 
the efficiency value shows an upward trend. From a 
regional perspective, from 2009 to 2019, the WUE 
showed an overall development trend higher in the 
lower reaches and lower in the middle and upper 
reaches. The efficiency value of the upstream region 
changes obviously. Excluding that the efficiency 
value of Tibet remains at the low level of 0.2235, 
the efficiency value of other upstream provinces and 
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regions fluctuates to varying degrees, and the spatial 
pattern changes obviously. In the middle reaches, the 
efficiency values of Jiangxi and Hubei increased to 
varying degrees in the four periods, while the effi-
ciency values of Hebei and Hunan both decreased in 
2016 after experiencing increases in 2009 and 2013; 
they increased again in 2019. There is no obvious 
fluctuation in the WUE in the downstream areas, 
showing a stable trend. Excluding that the WUE 
of Anhui remains at the low efficiency level of 0.2 
to 0.3, the WUE of Guangdong, Fujian, Zhejiang, 
Shanghai, and Jiangsu is generally at a high efficien-
cy level of 0.5 to 1.
Spatial and temporal distribution of STI

(1) Temporal characteristics. The temporal analy-
sis reveals that the average value of the STI index for 
the 19 provinces and regions demonstrates a consist-
ent upward trend, as depicted in Figure 3. This trend 
signifies that the STI of each province and region 
within the Yangtze River Basin is in a positive state 

and is progressing in a favorable direction. Over the 
period from 2009 to 2019, the overall evaluation in-
dex of STI in the Yangtze River Basin experienced 
a gradual increase, rising from 0.0735 in 2009 to 
0.2030 in 2019. Notably, between 2013 and 2019, 
the comprehensive evaluation index of STI ranged 
between 0.1 and 0.2, indicating a moderate level of 
overall technological advancement within the region.

(2) Spatial features. To analyze the spatial distri-
bution of STI, the comprehensive evaluation index 
value of STI is calculated by employing the overall 
entropy weight method. Additionally, ArcGIS 10.2 
software is employed to visualize the STI in the 
years 2009, 2013, 2016, and 2019 (Figure 5). At the 
regional level, a consistent pattern of “downstream >  
midstream > upstream” is observed in the STI of the 
Yangtze River Basin across the four periods. The 
spatial pattern of the STI system remains relatively 
stable. At the provincial level, the STI of the prov-
inces and regions within the Yangtze River Basin 

the WUE showed an overall development trend higher in the lower reaches and lower in the

middle and upper reaches. The efficiency value of the upstream region changes obviously.

Excluding that the efficiency value of Tibet remains at the low level of 0.2235, the efficiency

value of other upstream provinces and regions fluctuates to varying degrees, and the spatial

pattern changes obviously. In the middle reaches, the efficiency values of Jiangxi and Hubei

increased to varying degrees in the four periods, while the efficiency values of Hebei and Hunan

both decreased in 2016 after experiencing increases in 2009 and 2013; they increased again in

2019. There is no obvious fluctuation in the WUE in the downstream areas, showing a stable trend.

Excluding that the WUE of Anhui remains at the low efficiency level of 0.2 to 0.3, the WUE of

Guangdong, Fujian, Zhejiang, Shanghai, and Jiangsu is generally at a high efficiency level of 0.5

to 1.

Figure 4. Spatial distribution of WUE of each province in the Yangtze River Basin.

Spatial and temporal distribution of STI

(1) Temporal characteristics. The temporal analysis reveals that the average value of the STI

index for the 19 provinces and regions demonstrates a consistent upward trend, as depicted in

Figure 3. This trend signifies that the STI of each province and region within the Yangtze River

Basin is in a positive state and is progressing in a favorable direction. Over the period from 2009

to 2019, the overall evaluation index of STI in the Yangtze River Basin experienced a gradual

increase, rising from 0.0735 in 2009 to 0.2030 in 2019. Notably, between 2013 and 2019, the

comprehensive evaluation index of STI ranged between 0.1 and 0.2, indicating a moderate level of

Figure 4. Spatial distribution of WUE of each province in the Yangtze River Basin.



25

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

exhibits varying degrees of improvement. There is a 
notable gap between the upper and middle reaches. 
On the contrary, the gap between the lower reaches is 
relatively small. Guangdong and Jiangsu consistently 
exhibit high STI indices across the four periods, con-
sistently ranking in the top three and representing re-
gions with a high level of STI. Conversely, Tibet and 
Qinghai consistently demonstrate lower STI indices, 
consistently ranking in the last three, indicating 
lower STI levels compared to other provinces and 
regions during the same period. These findings high-
light the close relationship between STI and regional 
economic development. Provinces and regions with 
high economic development exhibit stronger human 
resource capabilities and other factors that contribute 
to the enhancement of regional STI.

4.2 Spatial and temporal distribution charac-
teristics of CCD 

Time characteristics
From the time series changes, the mean value of 

CCD of the two subsystems showed an increasing 
trend from 2009 to 2019 (Figure 6a). This trend 
suggests that there was an enhancement in the in-
teraction between WUE and STI. Specifically, the 
coupling coordination level between WUE and STI 
during the study duration was within the basic co-
ordination stage from 2009 to 2011, and progressed 
to the moderate coordination stage from 2012 to 
2019. It is noteworthy that the stable improvement 
of the coupling coordination level throughout the 
research period was due to the common progress 
of both subsystems. Improvement in STI provided 
impetus for WUE, while the progress in WUE in 
turn facilitated STI improvement, leading to a joint 
promotion of the coupling coordination level from 
the basic coordination stage to the intermediate co-
ordination stage. Overall, the coupling coordination 
level between WUE and STI in the Yangtze River 
Basin exhibited a positive trend; however, there is 
still room for further advancement in the overall 
coordination level.

From the perspective of basin division (Figure 
6b), the mean CCD of the lower reaches of the 

Yangtze River Basin is higher than that of the upper 
reaches. There are significant differences among dif-
ferent river basins. The average value of the upper 
reaches of the Yangtze River Basin is between 0.2-
0.4, which belongs to the basic coordination stage; 
the average value of the middle reaches is between 
0.4-0.5, which belongs to the moderate coordination 
stage; while the average value of the lower reaches 
is between 0.4-0.7, which is mostly in the highly 
coordinated stage. Mainly due to the influence of ge-
ographical factors and regional economic conditions 
among regions, the eastern coastal areas are relative-
ly developed economically and have higher invest-
ment in scientific and technological innovation, so 
the CCD of STI and WUE is better.
Spatial distribution characteristics

To evaluate the spatial distribution characteristics 
of the CCD of the two subsystems, the provinces and 
regions are taken as the basic units, and 2009, 2013, 
2016, and 2019 are selected as the representative 
years. The CCD is visualized using ArcGIS10.2 soft-
ware, and the spatial distribution map of the CCD is 
drawn. The results are shown in Figure 7.

During the study period, the CCD of all prov-
inces is generally not high, and most provinces and 
regions are in the basic coordination stage in the 
early stage. Thanks to the continuous progress of 
WUE and STI, the CCD of all provinces and regions 
shows an upward trend. From the regional aspect, 
the CCD of the two systems in the lower reaches is 
significantly higher than that in the upper and middle 
reaches of the Yangtze River Basin. Specifically, in 
2009, the two regions of Guangdong and Jiangsu 
were highly coordinated, the two regions of Tibet 
and Qinghai were loosely coordinated, and the oth-
er regions were in moderate coordination. In 2016, 
highly coordinated provinces and cities began to 
appear in Guangdong, and then in 2019, highly coor-
dinated provinces and cities were added in Jiangsu. 
The CCD of the two subsystems in Anhui, Fujian, 
and Hebei provinces, in the lower reaches of the 
Yangtze River, changed from basic coordination in 
2009 to high coordination in 2019 after experiencing 
moderate coordination in 2013 and 2016. The CCD 
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of Shanghai, Hubei, and Sichuan subsystems experi-
enced three periods of moderate coordination, after 
that is then rose to high coordination in 2019. In 
the three periods of 2009, 2013, and 2016, the CCD 
of the two subsystems in Jiangxi, Chongqing, and 
Shaanxi had been in the basic coordination stage, 
but in 2019, they entered the medium coordination 
stage. Between 2009 and 2019, there was a decrease 
in the number of provinces and regions that of basic 
coordination, while the number of highly coordinat-

ed provinces and regions showed an increase. This 
trend indicates an enhanced coordination between 
WUE and STI during the coupling process. Notably, 
the CCD of the two subsystems remains the most 
stable in Guangxi, Guizhou, Yunnan, Tibet, Gansu, 
and Qinghai, which are adjacent to the lower reaches 
of the Yangtze River Basin. However, these regions 
have predominantly remained in the basic coordina-
tion or low-level coordination stage, and the rate of 
improvement has been relatively slow. 

overall technological advancement within the region.

(2) Spatial features. To analyze the spatial distribution of STI, the comprehensive evaluation

index value of STI is calculated by employing the overall entropy weight method. Additionally,

ArcGIS 10.2 software is employed to visualize the STI in the years 2009, 2013, 2016, and 2019

(Figure 5). At the regional level, a consistent pattern of “downstream > midstream > upstream” is

observed in the STI of the Yangtze River Basin across the four periods. The spatial pattern of the

STI system remains relatively stable. At the provincial level, the STI of the provinces and regions

within the Yangtze River Basin exhibits varying degrees of improvement. There is a notable gap

between the upper and middle reaches. On the contrary, the gap between the lower reaches is

relatively small. Guangdong and Jiangsu consistently exhibit high STI indices across the four

periods, consistently ranking in the top three and representing regions with a high level of STI.

Conversely, Tibet and Qinghai consistently demonstrate lower STI indices, consistently ranking in

the last three, indicating lower STI levels compared to other provinces and regions during the

same period. These findings highlight the close relationship between STI and regional economic

development. Provinces and regions with high economic development exhibit stronger human

resource capabilities and other factors that contribute to the enhancement of regional STI.

Figure 5. Spatial distribution of STI of each province in the Yangtze River Basin.

4.2 Spatial and temporal distribution characteristics of CCD

Time characteristics

Figure 5. Spatial distribution of STI of each province in the Yangtze River Basin.

From the time series changes, the mean value of CCD of the two subsystems showed an

increasing trend from 2009 to 2019 (Figure 6a). This trend suggests that there was an

enhancement in the interaction between WUE and STI. Specifically, the coupling coordination

level between WUE and STI during the study duration was within the basic coordination stage

from 2009 to 2011, and progressed to the moderate coordination stage from 2012 to 2019. It is

noteworthy that the stable improvement of the coupling coordination level throughout the research

period was due to the common progress of both subsystems. Improvement in STI provided

impetus for WUE, while the progress in WUE in turn facilitated STI improvement, leading to a

joint promotion of the coupling coordination level from the basic coordination stage to the

intermediate coordination stage. Overall, the coupling coordination level between WUE and STI

in the Yangtze River Basin exhibited a positive trend; however, there is still room for further

advancement in the overall coordination level.

From the perspective of basin division (Figure 6b), the mean CCD of the lower reaches of

the Yangtze River Basin is higher than that of the upper reaches. There are significant differences

among different river basins. The average value of the upper reaches of the Yangtze River Basin is

between 0.2-0.4, which belongs to the basic coordination stage; the average value of the middle

reaches is between 0.4-0.5, which belongs to the moderate coordination stage; while the average

value of the lower reaches is between 0.4-0.7, which is mostly in the highly coordinated stage.

Mainly due to the influence of geographical factors and regional economic conditions among

regions, the eastern coastal areas are relatively developed economically and have higher

investment in scientific and technological innovation, so the CCD of STI and WUE is better.

Figure 6. CCD mean time series change.

Spatial distribution characteristics

To evaluate the spatial distribution characteristics of the CCD of the two subsystems, the

provinces and regions are taken as the basic units, and 2009, 2013, 2016, and 2019 are selected as

Figure 6. CCD mean time series change.
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4.3 Spatial correlation pattern analysis of 
CCD

The geographical spatial relationship among the 
19 provinces in the Yangtze River Basin was taken 
into account by using distance spatial weight. GeoDa 
software was utilized to calculate the global Moran’s 
I value. The results of this analysis are summarized 
in Table 3. The findings reveal a significant positive 
spatial correlation between the coupling coordina-
tion level of WUE and STI during the investigation 
period. This conclusion is supported by statistical 
indicators such as Moran’s I, Z, and P values, which 
indicate a clear positive spatial autocorrelation.

Table 3. Global Moran’s I of CCD.

Year Moran’s I Z value P value
2009-2013 0.2873 2.7935 0.0052
2013-2016 0.2915 2.8605 0.0042
2016-2019 0.3080 2.9154 0.0036

The precise location of the provincial spatial 
cluster and the intensity of regional correlation were 
determined using the local spatial autocorrelation in-
dex. This analysis also characterized the local spatial 
agglomeration features of the CCD in WUE and STI 
for the years 2009, 2013, 2016, and 2019. ArcGIS 
10.2 software was employed to perform analytical 
processing on the spatial clustering results, result-
ing in the generation of a LISA clustering map for 
the CCD (Figure 8). This map provides a visually 
striking representation of the spatial heterogeneity 
of the CCD in the Yangtze River Basin. The local 
spatial correlation characteristics can be classified 
into two categories: High-High (H-H) concentration 
and Low-Low (L-L) concentration, observed in both 
subsystems of the Yangtze River Basin.

The H-H concentration area refers to provinces 
or cities with a high CCD between WUE and STI. In 
2013 and 2016, Jiangsu was the only province in this 

Figure 7. Spatial distribution of CCD between WUE and STI in the Yangtze River Basin.

Figure 8. LISA concentration diagram of CCD.

Figure 7. Spatial distribution of CCD between WUE and STI in the Yangtze River Basin.
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category, and its spatial pattern remained unchanged. 
However, in 2019, influenced by the surrounding 
provinces and cities, Jiangsu withdrew from the H-H 
cluster, resulting in zero provinces in this category. 
Provinces and cities in the H-H concentration area 
play a crucial role in regional coordinated develop-
ment and are considered the weak points in provin-
cial development. It is challenging for these regions 
to improve WUE and STI solely based on their own 
resources. Therefore, it is crucial for them to en-
hance connections with surrounding provinces and 
formulate targeted development strategies to make 
breakthroughs and promote WUE and STI.

L-L concentration area. In the four periods of 

2009, 2013, 2016, and 2019, Tibet and Qinghai 
remained in the L-L concentration area, with no 
evident difference in their spatial distribution. The 
CCD of WUE and STI in this region is consistently 
low, indicating a need for improvement in regional 
coordinated development. The L-L agglomeration 
areas should be prioritized as the main focus for 
enhancing the level of coupling and coordination. 
To improve the coupling and coordination develop-
ment in these provinces, it is important to strength-
en exchanges and cooperation with surrounding 
provinces and cities, and formulate a development 
path that aligns with the specific circumstances of 
the region.

Figure 7. Spatial distribution of CCD between WUE and STI in the Yangtze River Basin.

Figure 8. LISA concentration diagram of CCD.
Figure 8. LISA concentration diagram of CCD. 
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4.4 Interactive response relationship between 
WUE and STI

Unit root inspection
The premise of the proposed VAR model is that 

the variables follow a single-order unit process. In 
this paper, ADF unit root test is performed on the 
level of each variable by using Eviews10.0 software 
(Table 4). There are three auxiliary equations for 
ADF test and three auxiliary equations for DF test:

(1) No intercept term and no trend term:

Figure 8. LISA concentration diagram of CCD.
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 is n-distributed lag terms, ut is the 
stationary random error term, and k is the maximum 
lag for determining ut to satisfy the white noise. Ac-
cording to the calculation results of the three equa-
tions and the comparison of Akaike, the variables 
of WUE and STI are stable, with intercept term and 
time trend term.

According to the lag order information criterion, 
the optimal lag order is 8. Based on the criterion, 
the Granger causality test is performed on the above 
data. The results show that the P value of STI on 
WUE is 0.0000 (< 0.05), and the P value of WUE on 
STI is 0.0000 (< 0.05), which indicates that there is a 
two-way causal relationship between WUE and STI 
in each district and county, that is, WUE and STI are 
mutually endogenous variables.
Impulse response analysis based on panel VAR

In the Yangtze River Basin, it has been observed 
that the WUE and STI exhibit a notable positive 
response to the self-generated impulse in the first 
period, which gradually weakens until it is no longer 
significant. The study findings indicate that the 
self-enhancement mechanism of WUE persisted 
up to the fifth stage (Figure 9a), while that of STI 

continued up to the second stage (Figure 9d). These 
outcomes suggest that the different provinces and re-
gions have varying degrees of self-enhancement and 
path dependence for STI and WUE. Therefore, in 
addition to harnessing the self-enhancement mech-
anism, proactive measures must be implemented to 
avert any possible weakening of this mechanism.

Table 4. Inspection results of unit root.

Level T statistic P value

WUE

–12.0080

0.0000
1% –4.0061
5% –3.4332
10% –3.1404

STI

–10.5488

0.0000
1% –4.0060
5% –3.4332
10% –3.1404

With regard to the driving effect of STI on WUE 
(Figure 9c), it is evident that while the former has an 
effect on the latter, the impacts are not very strong. A 
crucial factor responsible for this limited effect is the 
presence of a technical support system that impedes 
technological innovation in WUE, given the high 
level of uncertainty involved. Furthermore, the spa-
tial accumulation effect of each district and county 
is not readily discernible, making it challengingly to 
pinpoint an overall effect. In response to WUE, the 
STI does not show an obvious impact, that is, the 
WUE has no significant encouraging effect on the 
STI (Figure 9b).
Prediction variance decomposition

The variance decomposition analysis provides 
insights into the cumulative contribution of one var-
iable to another variable over time. Table 5 presents 
the results of the variance decomposition, reveal-
ing important trends. The impact of WUE on itself 
shows a declining trend, decreasing from 100% in 
the first phase to 85.62% in the tenth phase. Con-
versely, the contribution of WUE to STI shows an 
increasing trend, starting from 0% in the first phase 
and reaching 14.38% in the twentieth phase. These 
findings indicate that WUE has a practical signifi-
cance in promoting STI, as it plays a role in positive-
ly influencing STI over time.
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The impact of STI on its own decreased first and 
then increased, but the overall increase, from 28.85% 
in the first stage to 30.40%, reflects the self-im-
provement of STI. This suggests that STI has been 
experiencing self-improvement and growth. Howev-
er, the impact of STI on WUE exhibits a declining 
trend, decreasing from 71.15% in the first phase to 
69.60% in the tenth phase, albeit at a slow rate. This 
indicates that STI has a strong and sustainable role in 
promoting WUE.

Table 5. Variance decomposition results estimated based on 
panel VAR model.

Number of 
periods/period

WUE STI
WUE STI WUE STI

1 100.00 0.00 71.15 28.85
2 99.94 0.06 76.33 23.67
3 97.56 2.44 76.52 23.48
4 96.75 3.25 75.19 24.81
5 96.75 3.25 74.16 25.84
6 96.75 3.25 75.10 24.90
7 95.43 4.56 74.90 25.10
8 86.03 13.97 67.37 32.63
9 86.03 13.97 69.55 30.44
10 85.62 14.38 69.60 30.40

5. Conclusions and suggestions

5.1 Conclusions

The Yangtze River Basin plays a significant func-
tion in the economic development of China in the 
present era. Efficient utilization of water resources 
is vital for promoting sustainable development of 
the economy and society in this area, given its cru-
cial ecological value. Enhancing WUE is essential 
for achieving ecological protection and fostering 
sustainable development in this region. STI is recog-
nized as a key driver to overcome the challenges as-
sociated with low water resource efficiency. To delve 
deeper into this matter, the present study utilizes 
relevant data from 19 provinces and regions within 
the Yangtze River Basin spanning the years 2009 to 
2019. Through the application of a coupling and co-
ordination model, an indicator system is established 
to assess the coupling and coordination relationship 
between WUE and STI. Furthermore, a VAR model 
is employed to examine the relationship between 
WUE and STI, shedding light on their interdepend-
ence and mutual influence.

Figure 9. Impulse response of WUE and STI.
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(1) A comprehensive analysis of the two systems 
reveals their overall growth, but also highlights the 
disparity in their development. The progress of WUE 
outpaces that of STI. For the spatial distribution, 
WUE shows a pattern of higher values in the lower 
reaches, followed by the higher middle reaches and 
lower upper reaches of the Yangtze River Basin. 
Similarly, the distribution of STI across different 
provinces and regions also exhibits a division into 
lower, middle, and upper reaches, with the lower 
reaches displaying higher values compared to the 
middle and upper reaches.

(2) Over time, the CCD values of both the WUE 
and STI subsystems in the Yangtze River Basin re-
gions have shown varying degrees of improvement. 
Notably, provinces such as Guangdong, Zhejiang, 
Shanghai, and Jiangsu have demonstrated significant 
advancements, with their CCD values consistently 
leading across all stages. In particular, Guangdong 
and Jiangsu have achieved high-quality coordination 
between WUE and STI. However, it is essential to 
note that the other areas in the region have yet to 
reach this stage of high-quality coordination and fur-
ther progress is required in these regions.

(3) The spatial distribution of the CCD in the 
Yangtze River Basin reveals two distinct patterns: 
H-H agglomeration areas and L-L agglomeration 
areas. There are no regions exhibiting L-H or H-L 
agglomeration. Furthermore, the degree of CCD 
agglomeration in most provinces is not pronounced. 
The L-L concentration areas are primarily observed 
in Tibet and Qinghai, situated in the upper reaches of 
the Yangtze River. On the other hand, the H-H con-
centration area is solely located in Guangdong in the 
lower reaches. The polarization of agglomeration in 
the basin indicates an imbalance and inadequacy in 
the coupling coordination of WUE and STI. Conse-
quently, it is crucial for all regions within the basin 
to prioritize enhancing the mutual development of 
both subsystems to achieve better coordination and 
balance. 

(4) Moreover, it is observed that the STI does 
not exhibit a substantial response to the influence 
of WUE, while WUE demonstrates a noticeable re-

sponse to STI. Both systems display diverse levels 
of self-enhancement and path dependence. Hence, 
the optimization of the interaction between these 
subsystems should be prioritized in order to achieve 
sustainable development in the Yangtze River Basin.

5.2 Suggestions

To facilitate the coordinated development of 
WUE and STI in the Yangtze River Basin, the cur-
rent study offers several recommendations derived 
from the aforementioned research findings and the 
prevailing conditions within the basin.

(1) Efforts should be made to enhance WUE in 
the Yangtze River Basin region. It is imperative to 
ensure the strict implementation and continuous 
improvement of regulations pertaining to water re-
sources management, taking into account the current 
developmental context. Stringent control measures 
should be imposed on total water consumption, with 
the refinement of consumption indicators at various 
levels and effective monitoring of compliance by 
provincial entities. Rational allocation of water re-
sources is crucial, necessitating the implementation 
of robust planning and allocation strategies. The 
intensity of water resource development within the 
basin should be carefully controlled to maintain a 
sustainable balance. Coordinated management of 
water demand for different purposes is essential, 
while ensuring that ecological water replenishment 
is not compromised.

(2) Efforts should be directed towards enhancing 
the STI and achieving sustainable and environmen-
tally friendly development in this regard. Provinces 
and autonomous regions within the Yangtze River 
Basin should prioritize optimizing their industrial 
structures by promoting the growth of low-energy 
consumption, eco-friendly, and high-tech industries, 
as well as emphasizing environmental protection and 
ecological industries. This approach will facilitate the 
realization of green development within the STI do-
main. Moreover, it is essential to allocate increased 
investments towards research and development  
(R & D) funds and advanced equipment to support 
scientific research and foster innovation activities. 
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Furthermore, there should be a focus on nurturing a 
pool of skilled scientific researchers, expanding the 
team of innovative talents, and facilitating the suc-
cessful transformation of STI achievements.

(3) The coordinated development of WUE and 
STI should be attended to. The achievements of STI 
will be applied to the management and protection of 
water resources in the Yangtze River Basin. Through 
STI, the WUE will be promoted, and the pressure on 
water environments will be reduced. All provinces 
and regions should take into account the strengthen-
ing of the capacity of STI and the improvement of 
WUE, establish and improve the linkage between the 
two, achieve the two-pronged approach, and ensure 
coordinated development.
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ABSTRACT
Community-based forest management agreement in the country is a needed instrument in attaining sustainability of 

mangrove management. Sadly, there is no assurance that the system implemented in the mangrove forest management is 
sustainable. So, evaluating the mangrove management sustainability of the local tribe is a viable avenue for the appropriate 
management. In this study, the sustainability of the mangrove management system of the Tagbanua tribe in Bgy. Manalo, 
Puerto Princesa City, Palawan was evaluated. The study utilized various criteria with relevant indicators of sustainable 
mangrove forest management in assessing the mangrove forest management system. Focused group discussions were 
conducted to identify the relevant sustainable mangrove forest management C & I and verifiers. Each indicator was 
rated using the formulated verifiers in the form of the rating scale. Through household interviews, FGD, KII, mangrove 
assessment, and secondary data analysis, this study also used a mathematical model on the Sustainability Index for Individual 
Criteria (SIIC) to evaluate the scores for individual criteria and the Overall Sustainability Index (OSI) of the community. As a 
result, there are a total of seven relevant criteria, and 35 relevant indicators for Mangrove Management in Barangay Manalo. 
Based on the individual rating of seven criteria, the overall rating of the sustainable mangrove management system is 1.80, 
which implies a fairly sustainable mangrove management system. Also, the computed overall sustainability index is 0.26, 
which is fairly or moderately sustainable. Each criterion has strengths and weaknesses and needs to be improved to have a 
highly sustainable mangrove management system.
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1. Introduction
Mangrove forests are coastal ecosystems that of-

fer numerous benefits to humans. They play a crucial 
role in stabilizing coastlines, safeguarding coastal 
communities against severe weather events, provid-
ing essential habitats for numerous animal species, 
and sequestering substantial amounts of carbon [1]. 
They are home to a diverse range of life forms, in-
cluding terrestrial and marine animals, as well as 
humans [2]. Mangroves have been used as a source 
of building materials and charcoal in some areas [3]. 
In addition to their direct benefits, mangrove forests 
also provide important indirect benefits. For exam-
ple, they can offer protective services by absorbing 
wave energy and serving as natural buffers against 
storms [4]. Mangroves have the ability to filter water 
by trapping sediments and pollutants with their roots, 
which prevents these materials from being disposed 
to the sea [5]. They serve as a habitat for a diverse 
range of bird and marine species and can serve as 
important nurseries and spawning grounds for aquat-
ic life, such as shrimp and milkfish. Furthermore, the 
detritus food chain which is supported by the organic 
matter produced by mangroves provides a source of 
food for many marine animals [4]. 

Effective ecosystem management, such as the man-
grove ecosystem, is essential for achieving sustaina-
bility and guaranteeing sustainable health and produc-
tivity of these ecosystems. One approach to achieving 
this is through co-management and community-based 
mangrove forest management, which involves collab-
oration between local communities and government 
agencies to develop and implement sustainable man-
agement practices [6,7]. While co-management between 
local government and community and sole manage-
ment of mangrove forests by the community can be 
effective in promoting sustainability, it is important to 
recognize that not every management system is sus-
tainable [8,9]. In this case, sustainability evaluation of 
the management system of the mangrove ecosystem is 
a practical approach to ensure the proper management 
of natural resources [7]. 

In Palawan, there are ongoing Mangrove Forest 
Management Systems, including the sole mangrove 

management of the community in Barangay Manalo, 
City of Puerto Princesa, Palawan. The management 
of this 40-hectare mangrove forest is being overseen 
by the Manalo Tribal Organization, an Indigenous 
Cultural Community (ICC), as well as the local gov-
ernment of Bgy. Manalo and Puerto Princesa City 
Government. However, the management of the forest 
faces several challenges, including illegal cutting 
of mangrove trees, land title disputes, inadequate 
monitoring and law enforcement, and unsustainable 
aquaculture practices. Therefore, it is essential to 
assess the sustainability status of various mangrove 
management approaches to ensure proper manage-
ment of these valuable resources. This study aims to 
assess the perception and awareness of the respond-
ents towards criteria and indicators of sustainable 
mangrove management and to assess the sustaina-
bility of the mangrove forest management system of 
the Tagbanua tribe in Bgy. Manalo, Puerto Princesa 
City, Palawan, considering these challenges and op-
portunities for improvement.

2. Materials and methods

2.1 Research locale

The research was carried out in Barangay Mana-
lo, Puerto Princesa City, Palawan, which is located at 
9°58’30”N and 118°48’30”E, approximately 40 km 
from Puerto Princesa City proper as shown in Figure 
1. The study focused on a 40-hectare mangrove for-
est within this area.

Figure 1. Map of Barangay Manalo.
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2.2 Research design and instruments

The adopted research design is a mixed method 
which is a combination of both qualitative and quan-
titative research methods. The qualitative part of the 
study includes the identification of the relevant C & 
I existing management style. Meanwhile, the quanti-
tative part of the method includes the assessment of 
the sustainability status of the existing management 
approach. 

There are seven criteria and 57 indicators of 
forest management sustainability set by the Forest 
Management Bureau (FMB) to assess the sustaina-
bility status of the existing management approach. 
Note that the set C & I originate from the Interna-
tional Tropical Timber Organization (ITTO) [10]. To 
determine the applicable Sustainable Mangrove For-
est Management Criteria and Indicators, this study 
utilized a Focus Group Discussion (FGD) approach. 
The FGDs were conducted with 12-15 participants 
and were guided by a set of questions, a recorder, 
and visual aids. In total, three FGDs were conducted 
as part of the study, including a validation process to 
ensure the relevance and applicability of the identi-
fied criteria and indicators [7,11,12].

Once the applicable criteria and indicators were 
identified, the study proceeded to verify the verifiers 
for each criterion and indicator. The verifiers were 
established in collaboration with the community and 
researchers, using a rating scale of 1 (poor), 2 (fair), 
and 3 (good) for individual indicators identified. 
The verifiers were established through a process of 
FGDs and KII, which involved a diverse group of 
stakeholders [12]. Three FGDs of at least 15 partici-
pants were conducted to formulate and validate the 
verifiers for each indicator that is applicable. The 
researchers performed validation and consultation on 
the developed rating scale. The participants for the 
FGD were multi-sectoral, which included communi-
ty leaders, fishers, tour guides, leaders, members of 
Indigenous People (IP), farmers, women, the elderly, 
and community members [11,12]. 

Each indicator was rated using the formulated 
verifiers (rating scale) through household inter-
views (HHI), FGD, KII, mangrove assessment, and 

analysis of existing and available secondary data. 
Also, the local community’s awareness of applica-
ble criteria and indicators is rated on a scale of 1 to 
5. One signifies a very low awareness (below 20% 
awareness). Meanwhile, a value of two is rated for 
low awareness (with 21%-40% awareness), three 
for moderate awareness (with 41%-60% awareness), 
four for high awareness (with 61%-80% awareness), 
and five for very high awareness (81%-100% aware-
ness) [12]. The local community’s perception of the 
importance of applicable criteria and indicators was 
evaluated using a rating scale of 1 to 5. One is very 
insignificant, two (insignificant), three (no opinion), 
four (significant), and five (very significant). 

The study implemented 50-meter transect lines 
with 10 m × 10 m quadrats along each transect to 
assess present mangrove species composition, popu-
lation density, and DBH. 

2.3 Research sample 

The study used Robert Slovin’s formula to decide 
the sample size for the HHI, based on 0.05 margin-
al error and a 95% confidence level. The computed 
sample size was 40 which was computed from the 
total number of households (n = 48) of the Manalo 
Tribal Organization. Included in the HHI are the 
members and officers of the said organization. For 
the Focus Group Discussions (FGDs), community 
leaders and members were selected as participants 
in each area. The sampling frame used in selecting 
the samples was the household list in each area, and 
random sampling was conducted using the Microsoft 
Excel random generator. Through these methods, the 
study was able to collect representative data from a 
sample of households and community members in 
the study area.

2.4 Data analysis

Descriptive statistics was used to analyze the so-
cioeconomic characteristics of the respondents and 
the biophysical conditions. Furthermore, an FGD 
was implemented, and the resulting transcriptions 
were analyzed to determine the appropriate C & I for 
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forest management sustainability [11]. To assess the 
management sustainability of the mangrove forest, 
other criteria were developed by the community, uti-
lizing a rating scale. This scale was applied to each 
indicator. The data collected included ordinal data 
from the rating scale, as well as nominal and ratio 
data from socioeconomic characteristics such as 
household income, educational attainment, gender, 
age, and length of residence in the area. Spearman 
correlation test and Point-Biserial correlation anal-
ysis, conducted through SPSS software, were used 
to determine the relationship between the socioec-
onomic characteristics of the households and their 
perceptions [13,14]. 

In this study, a mathematical model known as the 
SIIC was employed to assess the scores of individual 
criteria, as well as the OSI [7]. This was used to com-
pare the level of sustainability for each criterion and 
overall. 

　Sum of Weighted scores of indicatorsSIIC�=�
number of indicators in the respective criteria  

　Sum of SIICOSI�=�
Number of Criteria

Source: Pokharel et al. [7].

3. Results and discussions 

3.1 Mangrove species composition in Bgy. 
Manalo, Puerto Princesa City

The mangrove species composition in Barangay 
Manalo, Puerto Princesa City, is shown in Figure 2. 
The most abundant species is Rhizophora apiculate, 
which comprises 34% of mangroves identified. Next 
is Rhizophora mucronata (29%) and Xylocarpus 
granatum (25%). Other mangroves species present 
are Sonneratia alba, Rhizophora stylosa, Bruguiera 
cylindrica, Bruguiera gymnorrhiza, Avicennia alba, 
Ceriops tagal, and Lumnitzera granatum. 

3.2 Awareness and perception levels of respond-
ents to applicable criteria and indicators

There are seven criteria, and 35 indicators are ap-

plicable to Mangrove Management in Bgy. Manalo. 
Table 1 shows the awareness and perception of the 
respondents on the enabling condition of SFM. Ex-
cept for item 1.5, it can be seen that the respondents 
have a high level of awareness of all the other items 
with weighted means of 3.825, 3.825, 3.525, 3.8, 
4.025, and 3.85, respectively. Item 1.5 gained a mean 
of 3.275 which means that the respondents have 
moderate awareness of the procedures for for plan-
ning sustainable forest management. Similarly, the 
respondents were moderately aware of the process of 
regular monitoring, monitoring, evaluation, and pro-
gress feedback. The average of all the means is 3.73, 
which can be interpreted that the respondents have a 
high level of awareness of the enabling condition of 
SFM.

Figure 2. Mangrove species composition in Brgy. Manalo, Puer-
to Princesa City.

Regarding the perception of the respondents to 
the enabling condition of SMF, the table shows that 
they perceived that all the items are significant with 
averages of 4.175, 4.125, 3.85, 4.05, 4.05, 4.025, and 
3.925, respectively. The overall mean of 4.02 reveals 
that the respondents perceived that the enabling con-
dition of SFM is significant.

Table 2 presents the awareness and perception 
of the respondents on the extent and condition of 
the forest. It is indicated that the respondents have 
a high awareness of (a) the area and proportion of 
land area under the CLUP, (b) the area of forest al-
lotted to production and protection, (c) the area and 
proportion of total land area under each forest type, 
and the (d) changes in a forested area with means of 
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4.025, 3.675, 3.925, and 4.125, respectively. Mean-
while, the respondents have moderate awareness of 
the forest condition, as interpreted from the mean of 

3.4. The overall average is 3.83, which signifies that 
the respondents have a high awareness of the forest’s 
extent and condition. 

Table 1. Awareness and perception of the respondents on the enabling condition of SFM.

Indicator Awareness Interpretation Perception Interpretation 

1. 
Enabling 
situation 
of SFM

1.1 Presence of structure for laws, policies, and 
regulations. 3.825 High 4.175 Significant

1.2 Forest Tenurial Instrument 3.825 High 4.125 Significant
1.3 Amount of investment and reinvestment in 
forest management, administration, research, and 
human resource development

3.525 High 3.85 Significant

1.4 Existence of, and ability to apply, appropriate 
technology to practice SFM and the efficient 
utilization and marketing of products.

3.8 High 4.05 Significant

1.5 Capacity and mechanisms for planning SFM 
and for periodic monitoring, evaluation, and 
feedback on progress

3.275 Moderate 4.05 Significant

1.6 Public participation in forest management 
planning, decision-making, data collection, 
monitoring, and assessment.

4.025 High 4.025 Significant

1.7 Existence of Forest management plans 3.85 High 3.925 Significant
Average 3.73 High 4.03 Significant

Legend: 	 4.51-5.00		 Very high*	 Very significant**
	 3.51-4.50		 High*		  Significant** 
	 2.51-3.50		 Moderate*	 No opinion**
	 1.51-2.50		 Low*		  Insignificant**
	 1.00-1.50		 Very low*		 Very insignificant**

Table 2. Awareness and perception of the respondents on the extent and condition of forest.

Indicator Awareness Interpretation Perception Interpretation 

2. Area and 
situation of forest

2.1 Area and Proportion of land area 
under the comprehensive land-use plan 
(CLUP) 

4.025 High 4.625 Very significant

2.2 Area of forest allotted to production 
and protection. 3.675 High 4.025 Significant

2.3 Area and proportion of total land area 
under each forest type 3.925 High 4.175 Significant

2.4 Changes in the forested area 4.125 High 4.475 Significant

2.5 Forest Condition 3.4 Moderate 3.525 Significant

Average 3.83 High 4.165 Significant
Legend: 	         4.51-5.00	       Very high*	 Very significant**
	        3.51-4.50	       High*	 Significant** 
	         2.51-3.50	        Moderate*	 No opinion**
	        1.51-2.50	       Low*		 Insignificant**
	        1.00-1.50	       Very low*	 Very insignificant**
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Moreover, the respondents perceived that the land 
area covered in the comprehensive land-use plan 
(CLUP) is very significant, based on the mean of 
4.625. Furthermore, they perceived that the (a) forest 
area intended for production and protection, (b) areal 
extent of each forest type, (c) variation in the area 
covered by forest, and (d) forest condition are signif-
icant with 4.025, 4.175, 4.475, and 3.525, respective-
ly. The overall mean for perceptions is 4.165, which 
means that the respondents perceived that the extent 
and condition of the forest are significant. 

Table 3 shows the awareness and perception 
of the respondents on forest ecosystem health. Re-
spondents generally have a high level of awareness 
for both indicators of Criterion 3, with means of 3.9 
and 4.375, respectively. The average of the means is 
4.14, which states that the respondents have a high 

awareness of forest ecosystem health. 
The respondents perceived that the extent and 

nature of forest encroachment, degradation, and dis-
turbance due to human interventions are significant. 
At the same time, they do not agree on the area and 
nature of forest depletion and disturbance caused by 
natural means, according to the calculated means of 
3.9 and 3.5, respectively. The overall average of 3.7 
signifies that the respondents perceived that the for-
est ecosystem health is significant. 

Table 4 presents the awareness and perception of 
the respondents on forest production. The respondents 
have a high level of awareness of indicator 4.1 (mean =  
3.925) and indicator 4.3 (mean = 4.1). However, they 
have a moderate awareness indicator 4.2. Despite that, 
the overall average is still 3.71, which states that the re-
spondents have a high awareness of forest production. 

Table 3. Awareness and perception of the respondents on forest ecosystem health.

Indicator Awareness Interpretation Perception Interpretation 

3. Health of forest 

3.1 The area and nature of forest 
encroachment and disturbance affected 
by human 

3.9 High 3.9 Significant

3.2 The area and nature of forest 
depletion and disturbance caused by 
natural causes. 

4.375 High 3.5 No opinion

Average 4.14 High 3.7 Significant
Legend: 		  4.51-5.00		 Very high*	 Very significant**
		  3.51-4.50		 High*		  Significant** 
		  2.51-3.50		 Moderate*	 No opinion**
		  1.51-2.50		 Low*		  Insignificant**
		  1.00-1.50		 Very low*		 Very insignificant**

Table 4. Awareness and perception of the respondents on forest production.

Indicator Awareness Interpretation Perception Interpretation 

4. Forest 
production

4.1 Area and proportion of forest which 
inventory and survey measures have 
been applied to assess the quantity of the 
primary forest products.

3.925 High 4.025 Significant

4.2 Actual yield of wood and non-wood 
forest products 3.1 Moderate 3.275 No opinion

4.3 Harvest Composition 4.1 High 3.375 Significant
Average 3.71 High 3.56 Significant

Legend: 	                 4.51-5.00		 Very high*	 Very significant**
		  3.51-4.50		 High*		  Significant** 
		  2.51-3.50		 Moderate*	 No opinion**
		  1.51-2.50		 Low*		  Insignificant**
		  1.00-1.50		 Very low*		 Very insignificant**
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In terms of the respondent’s perception, the area 
and proportion of forest for which inventory and sur-
vey measures have been applied to assess the quanti-
ty of the forest products and composition of harvest 
are perceived to be significant, as revealed from their 
means of 4.025, and 3.275, respectively. Nonethe-
less, the participants in the study have no opinion 
about wood and non-wood forest products (mean = 
3.275). The overall mean of 3.56 reveals that they 
perceived that forest production is significant. 

Table 5 portrays the awareness and perception of 
the respondents on biological diversity. They have 
a high level of awareness for indicator 5.1. The re-
spondents are also highly aware of the quantity of 
endangered and threatened forest-reliant plants and 
animals, measures of in situ, and ex-situ of the genet-
ic variation within the commercial, endangered, rare, 
and threatened species of forest plants and animals, 
and the presence and enactment of procedures for 
safety and monitoring of plants and animals species 

in the production zone of forests, with means of 3.9, 
3.975, 3.875, and 4.2, respectively. The overall mean 
of 3.99 suggests that the respondents have a high 
level of awareness of biological diversity. 

Regarding their perception of biological diversi-
ty, they perceived that the presence and enactment 
of procedures to classify and guard endangered and 
threatened species of forest plants and animals, the 
number of endangered, rare, and threatened for-
est-dependent species. The measures of in situ and 
ex-situ of the genetic variation within the commer-
cial, endangered, rare, and threatened species of 
forest flora and fauna are all significant with means 
4.225, 4.025, and 4.1, respectively. Furthermore, 
they perceived that the presence and enactment of 
procedures for safeguarding and checking biodiver-
sity in the production zone of forest area is very sig-
nificant, having an average of 4.7. The whole mean 
of 4.26 indicates that their perception of biological 
diversity is significant. 

Table 5. Awareness and perception of the respondents on biological diversity.

Indicator Awareness Interpretation Perception Interpretation 

5. Biodiversity

5.1 Presence and enactment of 
procedures to identify and safeguard 
endangered and threatened species of 
forest plants and animals.

3.9 High 4.225 Significant

5.2 Quantity of endangered and 
threatened forest-dependent species 3.975 High 4.025 Significant

5.3 Measures of in situ and ex-situ 
of the genetic variation within the 
commercial, endangered, rare, and 
threatened species of forest flora and 
fauna 

3.875 High 4.1 Significant

5.4 Presence and implementation 
of procedures for protection and 
monitoring of biodiversity in 
production forests

4.2 High 4.7 Very significant

Average 3.99 High 4.26 Significant
Legend: 	                 4.51-5.00		 Very high*	 Very significant**
		  3.51-4.50		 High*		  Significant** 
		  2.51-3.50		 Moderate*	 No opinion**
		  1.51-2.50		 Low*		  Insignificant**
		  1.00-1.50		 Very low*		 Very insignificant**
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Table 6 presents the awareness and perception 
of the respondents on soil and water protection. The 
respondents have a high level of awareness of the 
procedures to guard downriver catchment and meas-
ures to maintain the productivity of soil and the ca-
pability of the soil to hold water inside a production 
zone of forests, as implied by means 4.225 and 4.4, 
respectively. However, there is a moderate level of 
awareness of the procedures for forest engineering 
based on the mean of 3.375. The combined means 
resulted in an average of 4, which translates to high 
awareness for soil and water protection. 

The respondents perceived that the processes in 
safeguarding downstream catchment values, pro-
ductivity of soil and water holding capacity, forest 
industry and engineering are all significant, having 
an average of 4.2, 4.25, and 3.85, respectively. They 
perceived that soil and water protection is significant 
from the overall average of 4.1. 

Table 7 shows the awareness and perception of 
the respondents on the economic, social, and cultur-
al aspects. It can be interpreted from the table that 
the participants of the study have a very high level 
of awareness for the participation of the indigenous 
cultural community, local people, and other forest 
inhabitants, in forest management capacity building, 
discussion, decision-making, and implementation 
(mean = 4.65). Moreover, the respondents have a 
high level of awareness of (a) the forest products in-
dustry organization and effectiveness (mean = 3.6), 
(b) the presence and enactment of conflict resolution 

procedures for solving disagreements between in-
terested parties (mean = 3.775), (c) the number of 
community members depending on forests for their 
occupation (mean = 3.825), (d) the area of forests 
use for traditional and customary lifestyles (3.825), 
(e) the area of forest sites allotted and accessible for 
research and instruction, and recreational activity 
(mean = 3.9), (f) the quantity of significant cultur-
al, and spiritual sites discovered and safeguarded  
(mean = 3.9), (g) the level to which user rights of the 
indigenous cultural community over publicly owned 
forests are acknowledged and practised (mean = 
3.85), and (h) the indigenous knowledge is utilized 
in forest management planning and implementation 
(mean = 3.725). In addition, they have a moderate 
level of awareness for (a) the worth of produced 
wood, and non-wood forest products in the market 
(mean = 3.375), and (b) the coaching, capacity build-
ing, and workforce development programs for forest 
workforce (mean = 3.325). The overall mean of 3.84 
signifies that the respondents have a high awareness 
of the economic, social, and cultural aspects. 

On the other hand, the overall mean of 4.06 for 
the perception suggests that the study’s respondents 
perceived the economic, social, and cultural aspects as 
significant. Specifically, they perceived that the worth 
of produced wood, non-wood forest products in the 
market (mean = 3.525), the forest products industry 
organization and effectiveness is significant, the pres-
ence and enactment of conflict resolution procedures 
for solving disagreements between interested party 

Table 6. Awareness and perception of the respondents on soil and water protection.

Awareness Interpretation Perception Interpretation 

6. Protection of soil 
and water

6.1. Processes to assure protection of 
downstream catchment values 4.225 High 4.2 Significant

6.2 Processes to safeguard soil 
productivity and water retention capacity 
within production zone of forest area

4.4 High 4.25 Significant 

6.3 Processes for forest engineering 3.375 Moderate 3.85 Significant 
Average 4 High 4.1 Significant 

Legend: 	                 4.51-5.00		 Very high*	 Very significant**
		  3.51-4.50		 High*		  Significant** 
		  2.51-3.50		 Moderate*	 No opinion**
		  1.51-2.50		 Low*		  Insignificant**
		  1.00-1.50		 Very low*		 Very insignificant**
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(mean = 4.1), the quantity of community members de-
pending on forests for their occupation (mean = 3.875), 
the coaching, capacity building, and workforce devel-
opment programs for forest workforce (mean = 3.925), 
the area of forests use for traditional and customary 
lifestyles (mean = 4.05), the area of forest sites allotted 
and accessible for research and instruction, and tour-
ism activity (mean = 3.975), the quantity of significant 
cultural, and spiritual sites discovered and safeguard-
ed (mean = 4.175), the level to which user rights of 

indigenous cultural community over publicly owned 
forests are acknowledged and practiced (mean =  
4.45), and the indigenous knowledge is utilized in 
forest management planning and implementation (4.0) 
are all significant. Besides, they have perceived that 
the participation of indigenous cultural community, 
local people, and other forest inhabitants, in forest 
management capacity building, discussion, deci-
sion-making, and implementation is very significant, 
having a mean of 4.80. 

Table 7. Awareness and perception of the respondents on the economic, social, and cultural aspects.

Awareness Interpretation Perception Interpretation 

7. Economic, social, 
and cultural 

7.1 Worth of produced wood, non-wood 
forest products in the market 3.375 Moderate 3.525 Significant

7.2 Forest products industry organization 
and effectiveness 3.6 High 4.1 Significant

7.3 Presence and enactment of conflict 
resolution procedures for solving 
disagreements between interested party. 

3.775 High 3.875 Significant

7.4 Quantity of community members 
depending on forests for their occupation 3.825 High 3.925 Significant

7.5 Coaching, capacity building, and 
workforce development programs for 
forest workforce. 

3.325 Moderate 3.825 Significant

7.6 Area of forests use for traditional and 
customary lifestyles. 3.825 High 4.05 Significant

7.7 Area of forest sites allotted and 
accessible for research and instruction, 
and tourism activity.

3.9 High 3.975 Significant

7.8 Quantity of significant cultural, 
and spiritual sites discovered and 
safeguarded.

3.85 High 4.175 Significant

7.9 Level to which user rights of 
indigenous cultural community over 
publicly owned forests are acknowledged 
and practiced.

4.425 High 4.45 Significant

7.10 Indigenous knowledge is utilized 
in forest management planning and 
implementation.

3.725 High 4 Significant

7.11 Participation of indigenous cultural 
community, local people, and other 
forest inhabitants, in forest management 
capacity building, discussion, decision-
making, and implementation

4.65 Very high 4.8 Very 
significant

Average 3.84 High 4.06 Significant
Legend: 	                 4.51-5.00		 Very high*	 Very significant**
		  3.51-4.50		 High*		  Significant** 
		  2.51-3.50		 Moderate*	 No opinion**
		  1.51-2.50		 Low*		  Insignificant**
		  1.00-1.50		 Very low*		 Very insignificant**



45

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

3.3 Relationship between socioeconomic char-
acteristics and awareness of applicable crite-
ria and indicators (C & I) of the community 
in Bgy. Manalo, Puerto Princesa City

The relationship between socioeconomic charac-
teristics and awareness level on the suitable C & I in 
Bgy. Manalo was analyzed using the non-parametric 
Spearman correlation test, except for gender, where 
the point-biserial correlation was applied. Table 8 
shows that livelihood has a p-value of 0.030 and a 
positive coefficient. The p-value is less than 0.05 
alpha level (0.030 < 0.05). Therefore, the livelihood 
and awareness level on the relevant C & I signifi-
cantly correlates (positive correlation). Also, income 
has a p-value of 0.000 and a negative coefficient. 
The p-value is less than 0.01 and 0.05 alpha level 
(0.049 < 0.01 < 0.05). Therefore, the income and 
awareness level on the suitable C & I significantly 
correlates (negative correlation). 

Table 8. Socioeconomic characteristics and awareness level on 
the suitable C & I in Bgy. Manalo.

Level of awareness Coefficient P-value
Age –0.306 0.055
Gender 0.273 0.088
Civil status –0.060 0.713
Educational 
Attainment –0.115 0.478

Livelihood 0.343* 0.030
Income –0.528** 0.000

No. of years living in 
the community 0.112 0.493

**Significant correlation at the 0.01
*.Significant correlation at the 0.05 

3.4 Relationship between socioeconomic char-
acteristics and perception of the importance 
of applicable criteria and indicators (C&I) of 
the community in Bgy. Manalo

Similarly, statistical treatments were applied to 
determine the relationship between socioeconomic 
characteristics and perception of the importance of 
the suitable C & I in Bgy. Manalo. Table 9 shows 
that age obtained a p-value of 0.021 and a positive 

coefficient. Therefore, the age and perception of the 
importance of the relevant C & I have a significant 
correlation (positive correlation). Gender, livelihood, 
civil status, educational attainment, livelihood, and 
income have a weak negative correlation, while the 
number of years living in the community has a trivial 
positive correlation. 

Table 9. Socioeconomic characteristics and perception on the 
importance of relevant C & I in Manalo.

Perception to 
importance of 
applicable C & I

Coefficient P-value

Age 0.363* 0.021
Gender –0.233 0.147
Civil status –0.155 0.339
Educational 
Attainment –0.163 0.316

Livelihood –0.175 0.280
Income –0.032 0.844

No. of years living in 
the community 0.116 0.475

*. Correlation is significant at the 0.05 level (2-tailed).

3.6 Evaluation of sustainability 

The evaluation of the mangrove management 
sustainability is mainly based on the mean scores of 
each criterion [15], presented in Table 10. Verifiers 
through a Likert scale of 1-3 (1 = Poor, 2 = Fair, 3 =  
Good) were used to quantify each indicator for 
each criterion. The meaning of 1.29 on Criterion 1 
translates to poor condition. Reasons such as lack of 
policy implementation for mangrove management, 
no awarded tenurial instrument to the community, no 
available funding for mangrove forest management 
and protection, no existing adopted technology for 
the management, and low capacity of the community 
in mangrove management planning may be associ-
ated to the result of the assessment. Meanwhile, Cri-
terion 2 has a mean score of 2.20 or fair condition. 
Note that there have been neither significant good 
nor bad changes in the mangrove area for the last 
five years. Only 70% of the mangrove area is in good 
condition. The mangrove management system gar-
nered a mean of 2.50 (Fair Condition) on Criterion 3. 
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An estimated 10% of the total area was degraded and 
disturbed caused by human activities. Also, an esti-
mated 2% of the total area was damaged or affected 
by natural calamities. Criterion 4 has a mean score 
of 1.67 or fair condition. During the focus group dis-
cussion, it was found that there is no existing inven-
tory system of harvested products (wood and non-
wood) from the mangrove area. 

Criterion 5 has a mean score of 1.25, which is 
considered poor condition. There are no implement-
ed procedures to protect the wildlife in the area. 
Also, Criterion 6 has a rating of 1.67 (fair condition). 
The management has procedures to protect water, 
soil productivity, and water retention capacity within 
the production forest but has not implemented them. 
In terms of forest engineering, there is no existing 
plan or implemented plan provided. Lastly, Criterion 
7 has a mean score of 2.00, under poor conditions. 
Their existing management has no structure for for-
est product industry efficiency and no available for-
est site for recreation, research, and educational use. 
The community has an existing conflict resolution 
mechanism but has not implemented it. In addition, 
there is a high level of involvement of the indigenous 
cultural community in the management. The tradi-
tional practices of Tagbanua were adopted in their 
management system. In the case of Tagpait, Aborlan 
mangrove, indigenous people use traditional practic-
es in implementing ecotourism to protect mangroves 
and generate income [16]. Sustainable forest manage-
ment practices provide welfare impact like in the 
case scenario presented in Sabah, Malaysia where 
the reduction of harvested area or control of harvest 
of natural resources and increase in market access 
may provide higher social benefits [17]. 

Based on the individual rating of seven crite-
ria, the overall rating of the sustainable mangrove 
management system of Bgy. Manalo is 1.80, which 
implies a fairly sustainable mangrove management 
system. 

In addition, the Sustainable Index for Individual 
Criteria (SIIC) and the Overall Sustainability Index 
(OSI) were applied to the mean scores of each crite-
rion further to assess the status sustainability of the 

management approach. These are mathematically 
expressed as:

Table 10. Mean of scores for each criterion.

Criteria Score
C1 enabling situation of SFM 1.29
C2 area and situation of forest 2.20
C3 forest health 2.50
C4 forest production 1.67
C5 biodiversity 1.25
C6 protection of soil and water 1.67
C7 economic, social, and cultural 2.00
Grand mean 1.80
Note: If > 2.5 (Good); > 1.5 ≤ 2.5 (Fair); ≤ 1.5 (Poor)

　Sum of Weighted scores of indicatorsSIIC�=�
number of indicators in the respective criteria  

　Sum of SIICOSI�=�
Number of Criteria

Source: Based on Pokharel et al., 2015.

The sum of scores for each indicator is presented 
in Table 11. Criterion weight and a number of cri-
teria and indicators were utilized in the calculation. 
14.28% is the criterion weight which is evenly divid-
ed into seven criteria. It is highly sustainable if the 
computed value of SIIC and OSI is ≥ 0.40 and ≥ 0.25 
if moderately sustainable. Also, if the value is < 0.25, 
it is poor or low sustainable. 

Table 11. The sum of scores for each indicator of the criteria for 
Sustainable Mangrove Forest Management.

Criterion Sum of scores
Criterion 1 9
Criterion 2 11
Criterion 3 5
Criterion 4 5
Criterion 5 5
Criterion 6 5
Criterion 7 22

Table 12 presents the sustainability index for 
individual criteria of the mangrove management 
system of Bgy. Manalo, Puerto Princesa City. Each 
criterion should be improved in order to have a high-
ly sustainable mangrove management system—the 
computed overall sustainability index of Bgy. Mana-
lo mangrove management system is 0.26, which is 
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considered moderately sustainable.
The evaluation of the sustainability of the man-

grove forest management system is a useful mecha-
nism for sustainable mangrove forest management. 
In Indonesia, the evaluation of the sustainability of 
mangrove management was adopted as their plan-
ning and management tool for its sustainability. In 
the mangrove forest in Damas Beach, Trenggalek, 
Indonesia, the status of management is unsustainable 
because the ecological dimensions fall under fairly 
sustainable. Also, the economic, social, legal and 
institutional category falls under the less sustainable 
category due to the conversion of mangroves into 
coconut plantations [18]. In the case of North Sumatra, 
Indonesia, mangroves ecotourism was adopted as 
a mechanism for sustainable management of man-
grove, particularly in improving ecological, social, 
and economic dimensions, including the local com-
munity from upland [19]. Their management, the up-
land ecosystem and upland communities are directly 
part of their sustainable mangrove management. In 
the case of the Matang mangrove reserve in Malay-
sia, the local community is aware that the mangrove 
provides charcoals and timber but is not knowledge-
able about other services like carbon sequestration, 
which serves as a barrier to sustainability [20]. 

Table 12. SIIC and OSI values.

Criteria SIIC
Criterion 1 0.18
Criterion 2 0.31
Criterion 3 0.36
Criterion 4 0.24
Criterion 5 0.18
Criterion 6 0.24
Criterion 7 0.29
(OSI) 0.26
Note: Highly sustainable if ≥ 0.40; moderately sustainable if ≥ 
0.25 but < 0.40; poorly sustainable if < 0.25.

4. Conclusions and recommendations

4.1 Conclusions

The sustainability of a mangrove management 

system is inseparable from continuous monitoring 
and improvement of the weak points. No monitoring 
tool is “one size fits all”; hence, there is a need to 
formulate one such that it encompasses the moni-
toring indicators that are appropriate to the context. 
After a series of data gathering, 35 indicators under 
the seven criteria were identified as applicable to 
managing mangroves in Brgy. Manalo, Puerto Princ-
esa City. The result of the initial application of the 
monitoring tool concludes that there is moderate 
sustainability in the current mangrove management 
system. The management was even rated with low 
sustainability on four criteria. These problems, when 
not addressed, could jeopardize the availability of the 
mangroves’ ecosystem services to the nearby com-
munity. Information in this study would be a call to 
both leaders of the organizations and the community 
residents to create actions that could strengthen the 
weak management points and reinforce the strong 
ones. 

4.2 Recommendations

The authors of this study have created a mon-
itoring tool that applies to the current mangrove 
management system in Brgy. Manalo, Puerto 
Princesa City. The tool is crafted to be appropriate, 
convenient, easy to use, and requires less technical 
knowledge. It is highly recommended that the gov-
erning organization adopt this tool when conducting 
a regular assessment of the sustainability status. This 
tool is also helpful in determining both the strong 
and weak points of the management. Leaders could 
now create action plans focusing on these identified 
points to enhance the overall sustainability status of 
the management approach. The academe is willing to 
provide technical support to the community leaders 
in addressing the issues related to mangrove man-
agement.

With a few modifications, the monitoring tool 
can be applied to other mangrove communities in 
the city. Using this tool would capacitate the lead-
ers in improving the sustainability of the mangrove 
management so that the residents would maximize 
the benefits from the mangroves. It is suggested that 
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more research and extension activities be conducted 
in other mangrove areas.
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ABSTRACT
The establishment of the National Low Carbon City Master Plan (NLCCM) by Malaysia’s government presents a 

significant opportunity to minimize carbon emissions at the subnational or local scales, while simultaneously fostering 
remarkable economic potential. However, the lack of data management and understanding of emissions at the subnational 
level are hindering effective climate policies and planning to achieve the nationally determined contribution and carbon 
neutrality goal. There is an urgent need for a subnational emission inventory to understand and manage subnational 
emissions, particularly that of the energy sector which contribute the biggest to Malaysia’s emission. This research aims to 
estimate carbon emissions for Selangor state in accordance with the Global Protocol for Community-Scale Greenhouse Gas 
Emission Inventories (GPC), for stationary energy activities. The study also evaluates the mitigation potential of Floating 
Solar Photovoltaic (FSPV) proposed for Selangor. It was found that the total stationary energy emission for Selangor for the 
year 2019 was 18,070.16 ktCO2e, contributed the most by the Manufacturing sub-sector (40%), followed by the Commercial 
and Institutional sub-sector; with 82% contribution coming from the Scope 2 emission. The highest sub-sector of Scope 1 
emissions was contributed by Manufacturing while Scope 2 emissions from the Commercial and Institutional. Additionally, 
the highest fuel consumed was natural gas, which amounted to 1404.32 ktCO2e (44%) of total emissions. The FSPV 
assessment showed the potential generation of 2.213 TWh per year, by only utilizing 10% of the identified available ponds 
and dams in Selangor, equivalent to an emission reduction of 1726.02 ktCO2e, offsetting 11.6% Scope 2 electricity emission. 
The results from the study can be used to better evaluate existing policies at the sub-national level, discover mitigation 
opportunities, and guide the creation of future policies.
Keywords: Greenhouse gas emission; Floating solar; GPC protocol; Stationary energy; Low carbon state
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1. Introduction
Over time, rapid urbanization, industrialization, 

and relatively high carbon intensity dependence on 
fossil fuels make cities and their populations more 
at risk of the effect of climate change that led to 
extreme weather conditions such as flash floods, 
droughts, and heat waves. The Intergovernmental 
Panel on Climate Change (IPCC) reported in Febru-
ary 2022 that the result of climate change is putting 
our planet and those within it at grave risk and how 
our actions shall influence the adaptation to increas-
ing climate risk. According to experts, the rising 
greenhouse gas emissions are threatening the exist-
ence of our civilization [1,2]. The absolute amount of 
greenhouse gases that have been released into the 
atmosphere has increased significantly during the 
last decade. If the efforts to reduce these emissions 
are not made soon, the chances of achieving low-
term emissions become more difficult. According 
to the IPCC special report on the impacts of glob-
al warming, the world must limit its temperature 
increase from 1.5 °C to 2 °C (degrees Celsius) to 
avoid dangerous climate change [3,4]. The reduction 
of greenhouse gas emissions should be dramatically 
implemented to avoid dangerous climate change. 
This can only be achieved through the establishment 
of a zero-emission economy which assumes that the 
decline in emissions begins immediately and pro-
gresses gradually to 2050. Even slightly exceeding 
the warming level temporarily will result in a severe 
impact of which some will be irreversible, especially 
in the low-lying coastal settlement [5]. 

Malaysia pledges to contribute to the implementa-
tion and achievement of the goals of the Paris Agree-
ment through its Nationally Determined Contribu-
tions, NDCs in reducing as much as 45% of carbon 
intensity by 2030 across the economy (based on the 
Gross Domestic Product) and aspire to achieve Net-
Zero GHG emission by 2050 in which the National 
Low Carbon Cities Master Plan (NLCCM) will be 
one of its urban strategies [3,4]. Taking urgent action 
to combat climate change and its devastating impacts 
is therefore an imperative to save lives and liveli-
hood. Previously, Malaysian government introduced 

the Low Carbon City Framework as an opportunity 
to reduce carbon emissions while offering incredible 
economic opportunities that align with Sustainable 
Development Goals 2030 (SDG2030) of its 17 Goals 
and New Urban Agenda Blueprint [6]. 

Monitoring and reporting are crucial in tracking 
the progress and path towards the goals and targets 
set for low carbon emissions. Malaysia has recent-
ly submitted its greenhouse gas (GHG) inventory 
through the fourth Biennial Update Report (BUR3) 
as part of Malaysia’s obligations as a Party to the 
United Nations Framework Convention on Climate 
Change (UNFCCC). At the local level, cities in Ma-
laysia are using the Low Carbon City Framework 
and Assessment System (LCCF) formulated by the 
government in 2011. However, NLCCM reported 
that the LCCF was not inclusive and did not consid-
er the inclusion of forest and agriculture. It is also 
not aligned with the GPC standard. Thus, NLCCM 
explicitly stipulated that cities adopt Global Protocol 
for Community-Scale Greenhouse Gas Emission 
Inventories (GPC) in their GHG inventory [7]. The 
GPC standard is an internationally accepted frame-
work for reporting emissions at the community scale 
which is also applicable at the subnational level. It 
was established through the partnership of the World 
Resources Institute, C40 Cities Climate Leadership 
Group and Local Governments for Sustainability 
(ICLEI). In 2011, a group of professionals with 
the aim of making Iskandar City Malaysia’s first 
low-carbon city developed a blueprint consisting of 
GHG emissions analysis and GHG reduction targets 
for 2025, which also included action plans to achieve 
these targets. The study also highlighted the effec-
tiveness of the city’s mitigation measures due to the 
lack of understanding of the city’s emissions profile 
and addressed this by conducting a GHG inventory 
based on GPC [8,9].

Although the government has established the 
LCCF reporting framework for Malaysian cities, 
there is no reporting framework requirement at the 
state level. Currently, there is no GHG emissions 
inventory and reporting framework for Malaysia’s 
state due to the lack of data availability and limited 
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resources to conduct a bottom-up approach inventory 
analysis. An estimation of GHG Inventory through 
scaling down of the national data using appropriate 
scaling factors, would be a great starting point for 
the establishment of a state inventory. This is cru-
cial in identifying the sources of emissions and their 
trends, for the identification and implementation of 
effective subnational climate mitigation measures to 
reduce greenhouse gas (GHG) emissions.

At the present time, although the specific GHG 
emissions from renewable energy sources are ex-
tremely low, a large portion of energy sources are 
still utilising the conventional energy system. Within 
the context of solar photovoltaic (PV) technologies, 
traditionally, they have been regarded as the most 
expensive choice for generating electricity [10]. A re-
cent finding reported that with increased investment 
in research and development as well as advances 
in technology and materials, FSPV technology is 
likely to become more accessible at a lower cost in 
the future [11]. A report by PV Insights, a leading in-
ternational solar PV research business informed of 
the most recent significant drop in PV pricing from 
2.36 USD/watt peak (Wp) in 2010 to 0.35 USD/Wp 
in 2020 and predicted to decrease much more by 
half by 2030 [12]. Over the past few decades, installed 
photovoltaic (PV) capacity has increased significant-
ly as PV has improved its competitiveness against 
other renewables and conventional power systems. 

This study proposes a floating solar or floating 
photovoltaics (FSPV) system placed on top of a 
body of water as a mitigation measure as it is yet to 
be explored widely in Malaysia. Malaysia possesses 
a strategic advantage in the deployment of FSPV, 
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will estimate the prospective electricity output, using 
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duction calculation potential.

The importance of this study lies in its attempt to 
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Another significant contribution is the investigation 
into floating solar potential as a mitigation measure. 
This research would help in resolving data limitation 
issues, promoting uniform reporting, and providing 
novel energy alternatives, in fostering Malaysia’s 
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2. Methodology
The methodology used in the study was struc-

tured according to the two objectives, shown in the 
research process flow in Figure 1.
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There were three scopes of emissions sources that 
accounted for GPC Basic reporting [15]. However, 
due to data limitations, this study estimated GHG 
inventory limited to Scope 1 (fugitive emissions and 
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energy industries were not included) and Scope 2 as 
shown in Figure 2.

GHG Inventory 

Scope 1

Stationary Energy

Residential

Commercial  & 
institutional

Manufacturing Industry

Agriculture, forestry, and 
fishing activities 

Scope 2
Grid supplied Energy

Figure 2. GHG inventory coverage.

In the GPC, the city-induced reporting framework 
sought to account for emissions because of activities 
in the city or subnationally [15]. The scope framework 
referred to stationary energy emissions from sources 
within the geographic boundary of the Selangor state 
in Malaysia. The research scope was to employ GPC 
standards and benchmark carbon emission limited to 
Stationary Energy emissions that were accounted for 
carbon emissions from Figure 3.
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Figure 3. Breakdown of the emission inventory.

The first objective incorporated the details of 
data collection and GHG estimation calculation. The 
approach used was based on the Global Protocol for 
Community-Scale Greenhouse Gas Emission Inven-
tories (GPC). 
Secondary data collection

The present study conducted a comprehensive 
analysis of quantifiable data by conducting a sys-

tematic literature review, which included city-scale 
greenhouse gas (GHG) inventory methodologies pre-
sented in scholarly journal articles, Malaysian gov-
ernment policies, official publications, census data, 
and various reports [16,17].

The secondary data for electricity consumption 
and energy consumption were collected respectively 
from the Energy Commission (ST), using the latest 
National Energy Balance (NEB) 2019. The data was 
scaled down either using population or industrial 
GDP (depending on sectors) to estimate Selangor’s 
consumption. Apart from that, relevant data was col-
lected and referred from various sources of reports 
such as GHG Protocol Policy and Action Standard, 
Population and GDP, National Policy on Climate 
Change, Biennial reports, census for city, NLCCM, 
GPC & etc. 

Activity data were identified from data provided 
in the National Energy Balance of the year 2019 for 
electricity and various fuel consumption such as natu-
ral gas, petrol, diesel, fuel oil, LPG, kerosene, ATF &  
AV gas, coal & coke, and biodiesel [18,19]. These data 
were then tabulated into GPC reporting format and 
converted from Kilo Tonnes of oil equivalent (ktoe) 
value to terajoules (TJ) using the conversion factor 
of 1 ktoe = 41.868 TJ.
Identification of scaling factor

The scaling factor needed to be highly correlated, 
as it indicated the ratio between the available data and 
the required inventory data. In the absence of large 
technical and behavioural changes, the population is 
a significant source of GHG emissions, particular-
ly in the residential sector. On the other hand, data 
on economic activities were better suited for using 
other scaling factors such as gross domestic product 
or industrial yield or turnover. For this study scaling 
factor was either the population of the state or Gross 
domestic product (GDP) by state and type of econom-
ic activity, for the year 2019 at constant 2015 prices - 
RM Million. This information was obtained from the 
Malaysia census. Suitable scaling factors and scale 
data to state boundaries were identified [20-23].
Identification of emission factor

The relevant emission factors were sourced from 
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the 2006 Intergovernmental Panel on Climate Change 
(IPCC) Guidelines and data provided in the Third 
Biennial Update Report submitted to UNFCCC [18]. 
Emission factors quantified the quantity of greenhouse 
gas (GHG) emissions released for each unit of fuel 
combusted. The consumed fuel scaling factors were 
selected from either population or Gross domestic 
product (GDP) retrieved from Key Summary Statistics 
for Local Authority Areas in Malaysia for the selected 
period. 

The emission factor for electricity was obtained 
from the Grid Emission Factor (GEF) from the Ma-
laysia Energy Commission, where GEF measures 
the weighted average emissions of greenhouse gases 
(GHGs) per unit of net electricity generated by all 
power plants that provided electricity for the grid, as 
shown in Table 1 [24].

Table 1. Grid emission factor [24].

Grid emission factor (Gg CO2e/GWh)
2017 2018 2019

Peninsular Malaysia 0.776 0.807 0.780
Sabah 0.513 0.520 0.527
Sarawak 0.213 0.193 0.222

Estimation of GHG emissions
GHG emissions of the Selangor state were esti-

mated by multiplying activity data by an emission 
factor associated with the activity being measured. 
The degree of activity leading to greenhouse gas 
emissions within a specified time was quantified by 
the data on activities. 
GHG emissions = Activity data × Emission factor� (1)
Floating solar potential

Upon completion of the GHG estimation, the sec-
ond objective followed, which was to propose a miti-
gation measure of floating solar photovoltaic (FSPV), 
by estimating the FSPV sizing and potential energy 
generation. 
Identification of water bodies

The available water bodies in Selangor including 
ponds, lakes, former mines, and dams were identified 
and retrieved from the Selangor Water Management 
Authority (LUAS) website [25]. The selected water 
bodies for potential PV estimate had a minimum 

depth of not less than 3 m.
Estimation of PV sizing

Several stages and factors were considered when 
determining the optimal size of photovoltaic (PV) 
systems and the potential power generation from wa-
ter bodies in Selangor. The sizing and PV generation 
estimation for Selangor’s water bodies were done 
with 1%, 5%, and 10% of the area used, with an av-
erage of peak sun hours (PSH) of 4.823 kWh/m2 per 
day as shown in Figure 4 [26,27]. The calculation in-
cluded a derate factor of (0.77) which encompassed 
all the environmental and system losses [28].

Figure 4. Selangor global horizontal irradiation.

The estimation varied depending on the specifica-
tion of the selected module. For this purpose, Jinko 
Solar panel was selected, and details of its specifi-
cation as shown in Table 2. With the selected PV, 
the required number of PV modules for installation 
could be determined according to the intended sur-
face area of the water bodies. 

Table 2. PV module specification [29].

Brand Jinko Solar
Type Mono-Facial Module (P-Type)
Model Tiger Pro 72HC (530-550 Watt)
Watt/Panel (W) 550
Surface area (m2) 2.578716

3. Results and analysis

3.1 Analysis of GHG emissions

The total GHG emissions for Selangor for the 
year 2019 were summarized and shown in Figure 5. 
The total emissions contributed by both consumption 
of fuels and electricity is 18,070.16 ktCO2e, where 
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80% of the GHG emissions are contributed by Scope 
2 source (electricity). Logically, reducing emissions 
from electricity use will significantly reduce the 
overall GHG emissions in Selangor.

Figure 6 shows both Scope 1 and Scope 2 emis-
sion contributions by each sub-sector. The total 
GHG emissions from residential, commercial and 
institutional, manufacturing and agriculture, and 
forestry and fishing activities are 5,261.56 ktCO2e, 
5,492.72 ktCO2e, 7,395.84 ktCO2e and 10.03 ktCO2e 
respectively. The manufacturing sector contributes 
mostly (around 40%) to the total emissions in Sel-
angor, followed by the commercial (30%) and resi-
dential (29%) sectors. This is attributed to Selangor 
being the industrialised state in Malaysia, with little 
agriculture, forestry, and fishery activities. In com-
paring the various fuel types for Scope 1 emission, 
natural gas is the highest emission source, consumed 
the most by the manufacturing industries sector of 
1404.32 ktCO2e (44%), followed by diesel coal and 
coke, as shown in Figure 7. LPG was also used 
widely by residential, contributing quite considera-
bly to Selangor’s total emissions. Selangor’s popu-
lation in 2019 was around 6.51 million, signifying 
substantial contribution from the residential sector in 
addition to the other sectors in Selangor. 

Breaking down the emissions by scope from dif-
ferent sub-sectors, it is noteworthy that Manufactur-
ing is the highest emission contributor for Scope 1 as 
shown in Figure 8, while Commercial and Institu-
tional is the highest contributor for Scope 2 as shown 
in Figure 9. Interestingly, the amount of emission 
contributions by the Manufacturing, Commercial and 
Residential is around 30% each. 

In order to attain a carbon balance, it is necessary 
that strategies aimed at emission reduction prioritise 
the high-emitting sectors. These encompass sus-
tainable industrial practices, a transition towards re-
newable energy sources, and the implementation of 
energy efficiency measures. Furthermore, promoting 
the use of sustainable energy sources such as floating 
solar photovoltaics (FSPV) has the potential to sig-
nificantly reduce emissions and facilitate the transi-
tion towards carbon neutrality.

Figure 10 shows the breakdown of gas emissions, 
with carbon dioxide (CO2) contributing the most at 
18,060.83 ktCO2e, representing more than 99% of 
emissions. Methane and nitrous oxide contribute 
comparatively lesser quantities, with emissions of 
4.56 ktCO2e and 4.77 ktCO2e, respectively. The high 
CO2 emission is largely attributed to Scope 2 elec-
tricity emissions. Understanding this breakdown of 
emissions by specific gas types and sources yields 
useful insights that can influence targeted strategies 
for abatement. For example, mitigating carbon diox-
ide emissions from specific sectors has the potential 
to achieve significant reductions, considering its 
large contributions to the total emissions in Selangor. 
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total emissions contributed by both consumption of fuels and electricity is 18,070.16 ktCO2e, where 80% of
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fishing activities are 5,261.56 ktCO2e, 5,492.72 ktCO2e, 7,395.84 ktCO2e and 10.03 ktCO2e respectively.
The manufacturing sector contributes mostly (around 40%) to the total emissions in Selangor, followed by
the commercial (30%) and residential (29%) sectors. This is attributed to Selangor being the industrialised
state in Malaysia, with little agriculture, forestry, and fishery activities. In comparing the various fuel types
for Scope 1 emission, natural gas is the highest emission source, consumed the most by the manufacturing
industries sector of 1404.32 ktCO2e (44%), followed by diesel coal and coke, as shown in Figure 7. LPG
was also used widely by residential, contributing quite considerably to Selangor’s total emissions. Selangor’s
population in 2019 was around 6.51 million, signifying substantial contribution from the residential sector in
addition to the other sectors in Selangor.

Breaking down the emissions by scope from different sub-sectors, it is noteworthy that Manufacturing is
the highest emission contributor for Scope 1 as shown in Figure 8, while Commercial and Institutional is the
highest contributor for Scope 2 as shown in Figure 9. Interestingly, the amount of emission contributions by
the Manufacturing, Commercial and Residential is around 30% each.

In order to attain a carbon balance, it is necessary that strategies aimed at emission reduction prioritise the
high-emitting sectors. Theset can influence targeted strategies for abatement. For example, mitigating carbon
dioxide emissions from specific sectors has the potential to achieve significant reductions, considering its
large contributions to the total emissions in Selangor.
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Figure 5. Total Selangor’s emissions for the year 2019.

7

The total GHG emissions for Selangor for the year 2019 were summarized and shown in Figure 5. The
total emissions contributed by both consumption of fuels and electricity is 18,070.16 ktCO2e, where 80% of
the GHG emissions are contributed by Scope 2 source (electricity). Logically, reducing emissions from
electricity use will significantly reduce the overall GHG emissions in Selangor.

Figure 6 shows both Scope 1 and Scope 2 emission contributions by each sub-sector. The total GHG
emissions from residential, commercial and institutional, manufacturing and agriculture, and forestry and
fishing activities are 5,261.56 ktCO2e, 5,492.72 ktCO2e, 7,395.84 ktCO2e and 10.03 ktCO2e respectively.
The manufacturing sector contributes mostly (around 40%) to the total emissions in Selangor, followed by
the commercial (30%) and residential (29%) sectors. This is attributed to Selangor being the industrialised
state in Malaysia, with little agriculture, forestry, and fishery activities. In comparing the various fuel types
for Scope 1 emission, natural gas is the highest emission source, consumed the most by the manufacturing
industries sector of 1404.32 ktCO2e (44%), followed by diesel coal and coke, as shown in Figure 7. LPG
was also used widely by residential, contributing quite considerably to Selangor’s total emissions. Selangor’s
population in 2019 was around 6.51 million, signifying substantial contribution from the residential sector in
addition to the other sectors in Selangor.

Breaking down the emissions by scope from different sub-sectors, it is noteworthy that Manufacturing is
the highest emission contributor for Scope 1 as shown in Figure 8, while Commercial and Institutional is the
highest contributor for Scope 2 as shown in Figure 9. Interestingly, the amount of emission contributions by
the Manufacturing, Commercial and Residential is around 30% each.

In order to attain a carbon balance, it is necessary that strategies aimed at emission reduction prioritise the
high-emitting sectors. Theset can influence targeted strategies for abatement. For example, mitigating carbon
dioxide emissions from specific sectors has the potential to achieve significant reductions, considering its
large contributions to the total emissions in Selangor.

Figure 6. Sectoral distributions of Scope 1 and Scope 2 (electricity) emissions.Figure 6. Sectoral distributions of Scope 1 and Scope 2 (elec-
tricity) emissions.

3.2 Estimation of FSPV potential 

In this study, 27 waterbodies including ponds 
(lake and former mines) and dams in Selangor were 
found to be suitable for floating PV installations 
as shown in Tables 3 and 4. The study proved that 
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floating PV installations in Selangor have great po-
tential for generating electricity with only just 1%, 
5% and 10% utilization of the water body surface 
area. With 10% surface coverage, the system would 
be capable of generating nearly 2.213 TWh for Se-
langor in a year, offsetting around 11.6% (1726.02 
ktCO2e) of the Scope 2 emissions.

8

Figure 7. Sub-sector breakdown and source of Scope 1 emission.

Figure 8. Scope 1 contribution by sectors.
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Figure 9. Scope 2 contribution by sectors.

Figure 10. Gasses profile for Selangor’s emission in 2019.

3.2 Estimation of FSPV potential

In this study, 27 waterbodies including ponds (lake and former mines) and dams in Selangor were found
to be suitable for floating PV installations as shown in Tables 3 and 4. The study proved that floating PV
installations in Selangor have great potential for generating electricity with only just 1%, 5% and 10%
utilization of the water body surface area. With 10% surface coverage, the system would be capable of
generating nearly 2.213 TWh for Selangor in a year, offsetting around 11.6% (1726.02 ktCO2e) of the Scope
2 emissions.

Table 3. PV Sizing and energy generation for the available pond in Selangor.

Pond name Area (Ha) Area used (m2) No of module for % area used (nos) Possible annual energy generation (GWh/year)
**

1% 5% 10% 1% 5% 10% 1% 5% 10%
P1 114.32 11,432 57,160 114,320 4,433 22,166 44,332 3.30 16.53 33.05
P2 99.63 9,963 49,815 99,630 3,864 19,318 38,636 2.88 14.40 28.80
P3 479.64 47,964 239,820 479,640 18,600 93,000 186,000 13.87 69.33 138.67
P4 31.27 3,127 15,633 31,266 1,212 6,062 12,125 0.90 4.52 9.04
P5 11.23 1,123 5,615 11,230 435 2,177 4,355 0.32 1.62 3.25
P6 25.50 2,550 12,750 25,500 989 4,944 9,889 0.74 3.69 7.37
P7 5.60 560 2,800 5,600 217 1,086 2,172 0.16 0.81 1.62
P8 11.80 1,180 5,900 11,800 458 2,288 4,576 0.34 1.71 3.41
P9 3.90 390 1,950 3,900 151 756 1,512 0.11 0.56 1.13
P10 106.41 10,641 53,205 106,410 4,126 20,632 41,265 3.08 15.38 30.76
P11 63.41 6,341 31,705 63,410 2,459 12,295 24,590 1.83 9.17 18.33
P12 132.60 13,260 66,300 132,600 5,142 25,710 51,421 3.83 19.17 38.34
P13 176.40 17,640 88,200 176,400 6,841 34,203 68,406 5.10 25.50 51.00
P14 65.20 6,520 32,600 65,200 2,528 12,642 25,284 1.88 9.42 18.85
P15 21.10 2,110 10,550 21,100 818 4,091 8,182 0.61 3.05 6.10
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3.3 Policy implications

The findings of this study highlight the urgency of 
mitigating GHG emissions in Selangor and through-
out Malaysia. This research is an effort to estimate 
emissions from available secondary primary data 
and better understand emissions in the stationary en-
ergy sector, which is crucial not just for Selangor’s 
GHG inventory but also for demonstrating progress 
towards emission reduction targets considering Ma-
laysia’s commitments to Sustainable Development 
Goals 2030 and the Paris Agreement. For this pur-
pose, numerous important policy implications and 
suggestions might be drawn:
Improvements in data management and availability

To achieve uniform reporting across states and 
regions, a standardised reporting structure should be 
created, one that is in line with international stand-
ards like the Global Protocol for Community-Scale 
Greenhouse Gas Emission Inventories (GPC). In 
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Table 3. PV Sizing and energy generation for the available pond in Selangor.

Pond 
name

 Area 
(Ha)

Area used (m2) No of module for % area used 
(nos)

Possible annual energy generation 
(GWh/year)

1% 5% 10% 1% 5% 10% 1% 5% 10%
P1 114.32 11,432 57,160 114,320 4,433 22,166 44,332 3.30 16.53 33.05
P2 99.63 9,963 49,815 99,630 3,864 19,318 38,636 2.88 14.40 28.80
P3 479.64 47,964 239,820 479,640 18,600 93,000 186,000 13.87 69.33 138.67
P4 31.27 3,127 15,633 31,266 1,212 6,062 12,125 0.90 4.52 9.04
P5 11.23 1,123 5,615 11,230 435 2,177 4,355 0.32 1.62 3.25
P6 25.50 2,550 12,750 25,500 989 4,944 9,889 0.74 3.69 7.37
P7 5.60 560 2,800 5,600 217 1,086 2,172 0.16 0.81 1.62
P8 11.80 1,180 5,900 11,800 458 2,288 4,576 0.34 1.71 3.41
P9 3.90 390 1,950 3,900 151 756 1,512 0.11 0.56 1.13
P10 106.41 10,641 53,205 106,410 4,126 20,632 41,265 3.08 15.38 30.76
P11 63.41 6,341 31,705 63,410 2,459 12,295 24,590 1.83 9.17 18.33
P12 132.60 13,260 66,300 132,600 5,142 25,710 51,421 3.83 19.17 38.34
P13 176.40 17,640 88,200 176,400 6,841 34,203 68,406 5.10 25.50 51.00
P14 65.20 6,520 32,600 65,200 2,528 12,642 25,284 1.88 9.42 18.85
P15 21.10 2,110 10,550 21,100 818 4,091 8,182 0.61 3.05 6.10
P16 182.80 18,280 91,400 182,800 7,089 35,444 70,888 5.29 26.42 52.85
P17 3,349.79 334,979 1,674,895 3,349,790 129,901 649,507 1,299,015 96.84 484.23 968.45
P18 10.00 1,000 5,000 10,000 388 1,939 3,878 0.29 1.45 2.89
P19 405.64 40,564 202,820 405,640 15,730 78,652 157,303 11.73 58.64 117.27
P20 2.83 283 1,415 2,830 110 549 1,097 0.08 0.41 0.82

Table 4. PV Sizing and energy generation for available dams in Selangor.

Dam 
name

Area 
(km2)

Area used (m2) No of module for % area used 
(nos)

Possible annual energy 
generation (GWh/year)

1% 5% 10% 1% 5% 10% 1% 5% 10%
D1 5.09 50,900 254,500 509,000 19,739 98,693 197,385 14.72 73.58 147.16
D2 8.05 80,500 402,500 805,000 31,217 156,085 312,171 23.27 116.37 232.73
D3 2.03 20,300 101,500 203,000 7,872 39,361 78,721 5.87 29.34 58.69
D4 2.55 25,500 127,500 255,000 9,889 49,443 98,886 7.37 36.86 73.72
D5 0.81 8,100 40,500 81,000 3,141 15,705 31,411 2.34 11.71 23.42
D6 2.01 20,100 100,500 201,000 7,795 38,973 77,946 5.81 29.06 58.11
D7 3.01 30,100 150,500 301,000 11,672 58,362 116,725 8.70 43.51 87.02

the absence of local data, an inventory development 
using national data can be first established, to kick 
off the inventory activities before proper local data 
management can be set up. 
Understanding local emissions profiles 

This case study of Selangor demonstrates how 
important it is to have detailed subnational emission 
inventories for identifying emissions hot spots, con-
ducting thorough risk assessments, creating effective 

mitigation strategies, and assessing the effectiveness 
of policies. Emissions trends and patterns can be bet-
ter understood if this analysis is expanded to include 
additional Malaysian states and extended time peri-
ods.
Reduction through Scope 2 emissions

Given that electricity consumption (Scope 2 emis-
sions) accounted for a sizeable portion of Selangor’s 
carbon footprint, reducing this source of emissions 
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requires coordinated efforts to shift to renewable 
energy sources and improve energy efficiency in the 
industry, residential and commercial sectors.
FSPV as a mitigation measure 

The study demonstrates the significant potential 
of FSPV technology in Selangor, providing an op-
portunity for emission reduction. More research is 
needed on policies and incentives that could speed 
up the adoption of FSPV systems on waterways.

4. Conclusions
In conclusion, Malaysia’s commitment to the 

Sustainable Development Goals 2030 and Paris 
Agreement shows that the country is serious about 
reducing carbon emissions while fostering long-term 
economic prosperity. However, effective climate 
policies and planning are hindered, due to issues in 
data management and availability, uniform report-
ing framework and understanding of subnational 
emission profiles. This study addressed those issues 
by estimating carbon emissions using GPC frame-
work and assessed the emission reduction potential 
via FSPV (Floating Solar PV) systems, utilising 
available ponds and dams in Selangor. Furthermore, 
the study stressed the need for detailed subnational 
emission inventories for proper risk assessment, mit-
igation strategy development, and policy evaluation.

The recommendation that can be made to this 
study is to extend the data period, covering the re-
maining Malaysia states for an in-depth analysis of 
state inventory, to provide a more comprehensive and 
robust knowledge of emissions trends and patterns. 
Longer time periods, for instance, a decade or more, 
allow for a more accurate assessment of how econom-
ic fluctuations, policy moves, technology develop-
ments, and changes in energy consumption patterns 
affect emissions. Additional research is required to 
explore viable approaches in order to effectively miti-
gate emissions and attain carbon neutrality.
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ABSTRACT
This paper examines the significance of innovative replanting strategies in maximizing oil palm yield while 

ensuring sustainable productivity. Through a comprehensive review of literature and analysis of current practices, the 
major findings of this research highlighted the importance of advanced breeding and clonal selection in developing 
high-yielding and disease-resistant oil palm varieties. Precision agriculture technologies, including IoT devices, 
drones, and sensors, were identified as critical tools for data-driven decision making, optimizing resource efficiency, 
and reducing environmental impact. Sustainable land use planning and agroforestry integration emerged as key 
strategies to balance productivity with environmental conservation. The broader impacts of this work extend to other 
agricultural sectors and land use planning, offering valuable insights for policymakers and stakeholders to promote 
responsible and resilient agricultural practices. By embracing innovative replanting strategies, the oil palm industry can 
contribute to a more sustainable and prosperous future, balancing economic growth with environmental stewardship. 
Continued research and collaboration are essential to achieve these goals and foster a harmonious coexistence between 
productivity and sustainability, integrating precision agriculture technologies for resource optimization and reduced 
environmental impact, promoting sustainable land use planning and agroforestry integration to enhance biodiversity 
and ecosystem services. Strengthening collaborations between governments, industry players, and research institutions 
for innovation and knowledge exchange is essential.
Keyword: Replanting strategies; Oil palm yield; Sustainable productivity; Precision agriculture; Agroforestry 
integration
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1. Introduction
The oil palm (Elaeis guineensis) is an essential 

crop that plays a significant role in meeting the ev-
er-growing global demand for edible oils, industrial 
applications, and biofuels [1-3]. Renowned for its high 
oil content and efficient land use, the oil palm has 
become a crucial contributor to the economies of 
various tropical regions [4-6]. To ensure the long-term 
viability of this industry and meet the escalating de-
mand, it is imperative to focus on enhancing oil palm 
yields through innovative replanting practices [7,8].

Replanting, the process of replacing old and 
unproductive oil palm trees with high-yielding va-
rieties, is a pivotal step in the journey towards sus-
tainable productivity [9-11]. In this pursuit, traditional 
approaches have often led to challenges related to 
environmental impact, resource inefficiency, and 
disease susceptibility. To address these concerns, the 
implementation of innovative replanting practices 
has emerged as a crucial solution to boost yields 
while simultaneously minimizing.

Previous studies have examined various aspects 
related to oil palm replanting and its consequences 
on the ecosystem [8,12]. These studies encompass a 
range of topics, including the potential decline in 
regional oil palm productivity due to the age-distri-
bution structure within existing plantations [13], the 
challenges faced by smallholders during the replant-
ing process [14], the impact of smallholder palm oil 
replanting programs [15], the income of growers dur-
ing replanting [16], and the income from independent 
oil palm farming after replanting [17]. Additionally, re-
search has explored the influence of oil palm replant-
ing, age, and management zones on soil carbon [18],  
both internal and external factors affecting oil palm 
replanting [17], priority patterns for replanting among 
independent smallholders [19], and predictions re-
garding the contribution of smallholders’ income 
to household living expenses during the replanting 
period [20]. Other studies have focused on assessing 
the effects of oil palm replanting on arthropod biodi-
versity [20], determining the incidence of Ganoderma 
disease among smallholder farmers participating in 
oil palm replanting incentives [21], developing an es-

timation method for oil palm replanting potential [22], 
and identifying an optimal replanting rate for the oil 
palm industry in Malaysia [23]. Despite several pre-
vious studies examining various aspects of oil palm 
replanting, none have comprehensively addressed 
the significance of innovative replanting strategies in 
maximizing oil palm yield while ensuring sustainable 
productivity. The study conducted by Ardana et al. [24]  
underscores the urgent need for innovation in In-
donesian palm oil production. This necessity arises 
from the challenges posed by ageing plants and the 
presence of illicit seeds.

In this article, we explore a range of forward-think-
ing techniques and methodologies that aim to revolu-
tionize oil palm replanting practices. By embracing 
cutting-edge technologies, environmentally friendly 
approaches, and data-driven decision-making, the oil 
palm industry can significantly optimize productiv-
ity, ensuring the supply of high-quality palm oil to 
meet the needs of a growing global population [24].

Through careful consideration of factors such 
as palm variety selection, nutrient management, pest 
control, water usage, and climate-smart agriculture [25],  
we delve into the various facets that contribute to 
elevating oil palm yields. By adopting these inno-
vative approaches, oil palm plantations can not only 
achieve enhanced yields but also promote sustaina-
ble practices that protect the environment and sup-
port the livelihoods of local communities [26].

As we embark on this exploration of innovative 
replanting practices, it becomes evident that the 
future of the oil palm industry lies in the hands of 
those who embrace progressive and eco-conscious 
methodologies [27], that offer an opportunity for addi-
tional income for farmers, presenting a profitable and 
sustainable business model [28-30]. The objective of 
this review is to explore innovative replanting prac-
tices for oil palm plantations, aiming to maximize 
oil palm yield while promoting sustainability and 
environmental responsibility. This research seeks to 
identify and evaluate a range of modern techniques 
and methodologies that can be implemented during 
the replanting process to optimize productivity, re-
source efficiency, and disease control. By focusing 
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on innovative practices, this research aims to offer 
practical insights and recommendations for the oil 
palm industry to enhance its yields and ensure the 
long-term viability of the sector.

This research contributes innovative replanting 
practices, sustainable approaches, and data-driven 
decision-making insights to enhance oil palm cul-
tivation. It aims to optimize yields, minimize envi-
ronmental impact, and meet the increasing global 
demand for palm oil, promoting responsible and sus-
tainable production in the industry. The beneficiaries 
of this research include oil palm growers and plan-
tation managers, palm oil industry stakeholders, en-
vironmental conservation organizations, consumers, 
and the academic community. These stakeholders are 
expected to gain valuable insights and recommenda-
tions to adopt innovative and sustainable practices, 

ensuring increased yields, improved profitability, and 
responsible palm oil production that protects the en-
vironment and meets global demand.

2. Understanding the oil palm lifecy-
cle and replanting necessity

Oil palm is a versatile and widely cultivated crop 
primarily grown for its fruit, which produces both 
palm oil and palm kernel oil. Oil palm plantations 
are significant contributors to the global vegetable 
oil supply, with palm oil being used in various food 
products, cosmetics, biofuels, and industrial applica-
tions [31,32]. Understanding the oil palm lifecycle and 
the necessity for replanting is crucial for sustainable 
cultivation and maintaining productivity. The data 
presented in Table 1 can serve as an illustrative ex-
ample of this phenomenon.

Table 1. Summary of studies related to oil palm replanting.

Author 
and year Title of the article Research objectives Significant findings Comments 

[13]

“Replanting and yield 
increase strategies 
for alleviating the 
potential decline in 
palm oil production in 
Indonesia”.

“To assess the potential decline 
of regional oil palm productivity 
given the landscape-level age-
distribution structure on existing 
oil palm plantation land and 
evaluated strategies to alleviate 
this potential decline”.

Replanting oil palm at 
4% annually with yield 
improvements stabilizes 
production by around 
45 million metric tons. 
Combining both counters 
declining trends.

This study highlights the 
crucial role of replanting 
and yield improvement 
strategies in stabilizing 
palm oil production in 
Riau. Collaboration among 
stakeholders is imperative.

[14]

“Replanting challenges 
among Indonesian oil 
palm smallholders: a 
narrative review”.

“To highlight the challenges 
that smallholders face during 
replanting”.

Smallholder oil palm 
replanting is critical; delayed 
or poorly executed replanting 
worsens socio-economic 
and environmental issues, 
requiring targeted support.

Overaged smallholder oil palm 
plantations demand replanting 
for enhanced productivity 
and livelihoods. Overcoming 
barriers like input access and 
knowledge is crucial.

[15]

“Technical formulation 
for estimating the 
economic loss impact 
of the smallholder 
oil palm replanting 
program in Indonesia”.

“To determine the impact of the 
smallholder palm oil replanting 
program (SPR Program) 
in stages as a material for 
consideration in formulating 
more anticipatory and responsive 
policies so that they are right on 
target”.

Increasing the productivity 
of smallholder oil palm 
plantations in Indonesia (42% 
of the national area) is crucial 
for the sustainable palm oil 
industry. Replanting old trees 
is vital but challenging for 
smallholders.

Increasing smallholder oil 
palm productivity is crucial 
for Indonesia’s sustainable 
palm oil industry. Replanting 
old trees, addressing income 
loss, and informing policies 
are essential.

[16]

“Analysis of oil palm 
smallholder income 
during replanting in 
Siak Regency, Riau”.

“To identify the types of food 
crops and to know the analysis 
of farming as well as the income 
contribution of oil palm and 
food crop farmers in Siak 
Regency”.

This study highlights the 
income impact of oil palm 
replanting on farmers, 
emphasizing the significance 
of diversifying income 
through food crops in 
Siak Regency. Food crops 
contribute 71.89% to total 
income, emphasizing their 
economic importance.

This study in Siak Regency 
highlights the income loss in 
oil palm replanting and the 
importance of diversifying 
income sources with food 
crops.
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2.1 Oil palm lifecycle in stages

1) Nursery Phase: The oil palm lifecycle begins in 
the nursery, where seeds are germinated to produce 
seedlings. These seedlings are carefully nurtured un-
til they are ready for transplantation into the field [33].

2) Field Planting: Once the seedlings have de-
veloped sufficiently, they are transplanted into the 
plantation field. The planting distance and arrange-
ment are planned to optimize land use and facilitate 
efficient management [33].

3) Immature Phase: During the first three years 
after planting, the oil palm trees are in the immature 
phase. They grow and establish their root systems, 
trunk, and fronds.

4) Juvenile Phase: After the immature phase, the 
oil palms enter the juvenile phase, which lasts from 
the fourth to the seventh year. During this stage, 
the trees continue to grow taller and produce more 
leaves, but they do not yet bear fruit.

5) Pre-Pruning Phase: Around the seventh year, 
the pre-pruning phase begins. The lower fronds are 

Author 
and year Title of the article Research objectives Significant findings Comments 

[17]

“Identification of 
internal and external 
factors in replanting oil 
palm”.

“To identify internal and 
external factor in replanting oil 
palm”.

Indonesia’s leading role in 
crude palm oil production 
since 2006 emphasizes oil 
palm’s vital role in national 
economic sustainability, 
demanding strategic 
replanting initiatives 
considering internal and 
external factors.

Oil palm plantations are 
vital for national growth; 
Indonesia a leading CPO 
producer since 2006. 
Sustainability is crucial. for 
the economy; replanting 
program assessed.

[18]

“Influence of Oil Palm 
Replanting, Age and 
Management Zones on 
Soil Carbon”.

“To assess whether there 
is a build-up of soil carbon 
throughout the growth of oil 
palm and will those amassed 
carbon (if any) be lost during 
replanting”.

This study finds that oil 
palm cultivation doesn’t 
significantly impact soil 
carbon levels, with no 
losses during replanting, but 
variations in sections warrant 
consideration.

Oil palm cultivation doesn’t 
significantly affect soil 
carbon; replanting doesn’t 
cause losses. Soil carbon 
varies in plantation sections.

[19]

“The impact of 
replanting oil palm 
plantations on the 
farming income of 
the Sungai Bahar 
community in Muaro 
Jambi Regency”.

“To know the description of 
oil palm farming income in 
replanting to underplanting and 
conventional method”.

The findings indicated 
variations in the plant counts 
between the two replanting 
scenarios, which subsequently 
influenced both production 
levels and income.

This research explores oil 
palm farming income in 
replanting vs. underplanting 
and conventional methods, 
highlighting income 
disparities.

[20]

“Assessing the 
effects of oil palm 
replanting on arthropod 
biodiversity”.

“To assess the impacts of 
replanting over 8 years period 
on arthropods in the ground, 
understorey and canopy 
microhabitats”.

Palm oil, a globally traded 
vegetable oil, shows 
resilience in arthropod 
abundance after replanting 
but alters community 
composition and spider 
biodiversity.

Palm oil trade thrives in 
Southeast Asia, impacting 
biodiversity. Replanting 
affects arthropod and 
spider communities, 
requiring further ecological 
assessment.

[21]

“Surveillance of 
Ganoderma disease 
in oil palm planted 
by participants of the 
smallholders replanting 
incentive scheme in 
Malaysia”.

“To determine the status of 
incidence and distribution 
of Ganoderma disease of 
smallholders (SH) particularly 
participating in replanting 
incentive scheme in Malaysia”.

Basal stem rot disease (BSR) 
caused by Ganoderma sp. 
affects 9.2% of Malaysian oil 
palm plantations, with high 
incidence in Johor, Sabah, 
and Perak states.

The Malaysian Palm Oil 
Board conducted a survey to 
assess Ganoderma disease 
in oil palm, finding a 9.2% 
incidence, with the highest 
in Johor, Sabah, and Perak. 
Important data for disease 
management.

Table 1 continued
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removed to improve access and visibility within the 
plantation, making it easier for workers to carry out 
essential tasks.

6) Prime Phase: The prime phase typically begins 
in the eighth year and can last up to around 25-30 
years. During this phase, the oil palm trees reach ma-
turity and start producing fruit bunches. This is the 
most productive phase of the oil palm’s lifecycle.

7) Senescence Phase: After several decades of 
productive life, oil palm trees enter the senescence 
phase, where their productivity declines. The rate of 
fruit production decreases, and the trees become less 
economically viable [34-36].

2.2 Replanting necessity

The necessity for replanting oil palm plantations 
arises due to several reasons:

1) Declining Productivity: As oil palm trees enter 
the senescence phase, their productivity declines sig-
nificantly. The yield per hectare decreases, making it 
economically unviable to keep the old trees.

2) Disease and Pest Management: Older oil palm 
trees may become more susceptible to diseases and 
pest infestations, which can further reduce yields and 
increase production costs.

3) Sustainability: Replanting allows for the adop-
tion of more sustainable practices, such as using im-
proved palm varieties with better disease resistance 
and higher oil yields, and implementing more effi-
cient agricultural methods.

4) Land Optimization: Replanting allows for the 
proper management of land resources. By removing 
old, less productive trees, farmers can allocate land 
to new, high-yielding oil palm seedlings.

5) Legislation and Certification: In some regions, 
there are legal requirements or industry certifications 
that necessitate replanting to ensure compliance with 
sustainability standards.

6) Improved Technology: Replanting provides an 
opportunity to incorporate advancements in agricul-
tural technology, irrigation systems, and precision 
farming, leading to improved overall efficiency.

3. Factors influencing the decline in 
productivity of ageing oil palm plan-
tations

The decline in productivity of ageing oil palm 
plantations can be attributed to several factors [37]. As 
oil palm trees enter the senescence phase and reach 
the end of their productive life, they become more 
vulnerable to various challenges that affect their 
growth and fruit production. Firstly, as oil palm trees 
age, their oil yield per hectare decreases due to re-
duced fruit bunch production and a decline in the oil 
content of the fruit [37]. Secondly, older oil palm trees 
are more susceptible to various diseases and pest 
attacks, such as basal stem rot and Fusarium wilt, as 
well as pests like the red palm weevil and bagworm, 
which can significantly impact the health and produc-
tivity of the ageing palms [38]. Thirdly, over time, oil 
palm plantations may experience nutrient depletion 
in the soil, leading to deficiencies in essential ele-
ments like potassium, magnesium, and boron, which 
adversely affect tree growth and fruit production [39]. 
Moreover, ageing oil palm trees may face increased 
water stress, especially in regions with water scar-
city or irregular rainfall patterns, leading to stunted 
growth and reduced fruit development [37]. Addi-
tionally, the root systems of ageing oil palm trees 
may become less efficient at absorbing water and 
nutrients from the soil, exacerbating nutrient defi-
ciencies and water stress. Neglecting proper pruning 
and maintenance practices in ageing plantations can 
result in overcrowded canopies, reduced light pene-
tration, and hindered fruit bunch development. Some 
older oil palm trees may also suffer from genetic 
degeneration, leading to weaker offspring with lower 
productivity and poorer disease resistance. Extreme 
weather events like storms, droughts, and floods 
can further negatively impact ageing oil palm plan-
tations, disrupting growth and fruit production [25].  
Lastly, as oil palm trees age and their productivity 
declines, the cost of maintenance and harvesting 
relative to the yield may become less economically 
viable for the plantation owner.
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4. Growers replanting challenges
Oil palm growers face numerous challenges when 

it comes to replanting their plantations. In this re-
view, we explored the multifaceted challenges that 
confront oil palm growers during the replanting pro-
cess and emphasized the importance of addressing 
these issues for the industry’s long-term sustainability 
and responsible agricultural practices. Petri et al. [14]  
identified that gaining access to inputs, and man-
aging finances were pivotal challenges that could 
significantly impact the decisions of smallholders 
regarding the timing, methods, and choices involved 
in replanting. Other barriers to successful small-
holder replanting include a lack of knowledge about 
replanting and inadequate training, unequal access 
to high-quality seedlings, and varying eligibility for 
public replanting funds [14]. Fauzia et al. [17] argued 
that capital is a crucial factor in farming, and in the 
context of replanting oil palm, access to capital is not 
readily available to farmers. On average, farmers of-
ten lack the financial capacity to undertake oil palm 
replanting using their own resources. Replanting is 
associated with elevated expenses and intricate man-
agement procedures. Consequently, effective pest 
control and precise fertilization practices become 
even more vital [8,14].

5. Challenges in traditional replant-
ing approaches

The traditional replanting approaches in oil palm 
cultivation face several challenges that can hinder 
their effectiveness and sustainability. The primary 
obstacles include the significant time and cost in-
volved in uprooting old palm trees and replacing 
them with new seedlings, especially for large-scale 
plantations, leading to economic challenges for 
smallholder farmers and potential delays in reju-
venating the plantation [8,40]. Land preparation de-
mands considerable effort and resources, involving 
labor-intensive activities and, at times, the use of 
heavy machinery, contributing to overall cost and 
time investment [41]. Access to high-quality oil palm 
seedlings can be challenging in some regions, where 

obtaining disease-resistant and genetically improved 
seedlings is crucial for successful replanting efforts, 
as inconsistent seedling quality can compromise the 
overall productivity and health of newly established 
palm trees [14].

Moreover, traditional replanting methods can 
have detrimental environmental impacts, including 
air pollution and greenhouse gas emissions from 
burning old palm trees and deforestation leading 
to habitat loss and biodiversity decline [14,42]. Soil 
erosion and nutrient loss, particularly on steep ter-
rains, can adversely affect soil fertility and long-term 
plantation productivity [43]. Additionally, replanting 
causes temporary disruptions in palm oil production, 
affecting revenue and supply chains, while also cre-
ating risks of disease spread to healthy trees [44].

Limited technology adoption in traditional ap-
proaches hinders optimization and may lead to sub-
optimal outcomes, necessitating the incorporation of 
modern agricultural technologies and best practices. 
Furthermore, the lack of knowledge on replanting 
and proper training can hinder the successful imple-
mentation of innovative strategies, with growers fac-
ing challenges in adopting advanced techniques and 
understanding the benefits of sustainable practices [14].

Replanting initiatives may bring social challeng-
es, particularly job displacement for laborers during 
the transition period, affecting affected communities 
economically and socially. Addressing these chal-
lenges requires developing sustainable and efficient 
replanting strategies that consider environmental, 
economic, and social aspects to ensure the long-term 
viability of oil palm cultivation. Collaborative efforts 
between stakeholders are essential in overcoming 
these limitations and promoting responsible and sus-
tainable practices in the oil palm industry.

6. Innovative replanting strategies for 
maximizing yield and sustainability 

Innovative replanting strategies for oil palm that 
aim to maximize yield and sustainability involve a 
combination of advanced agricultural techniques, 
technology adoption, and sustainable practices. Here 
are strategies that can help achieve both high yields 
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and sustainability.
Advanced Breeding: Advanced breeding tech-

niques involve the systematic selection and cross-
breeding of oil palm varieties with desirable genetic 
traits. This includes traits such as high oil yield, dis-
ease resistance, improved fruit quality, and tolerance 
to environmental stresses. By carefully selecting 
parent palms with these advantageous traits and us-
ing advanced genetic analysis, breeders can develop 
superior oil palm varieties that outperform conven-
tional ones [45].

Clonal Selection: Clonal selection involves iden-
tifying and propagating superior oil palm individ-
uals through vegetative propagation, such as tissue 
culture or bud grafting. This ensures that genetically 
identical, high-performing individuals are repro-
duced, maintaining the desired traits in the next gen-
eration [46].

Selecting High-Yielding Palm Varieties: Choose 
improved oil palm varieties that have been bred for 
high oil yield, disease resistance, and adaptability to 
specific growing conditions [47]. These varieties can 
significantly impact the overall productivity of the 
plantation.

Precision Agriculture and Technology Integra-
tion: Embracing precision agriculture practices and 
integrating cutting-edge technology, including IoT 
devices, drones, and sensors, revolutionizes da-
ta-driven decision making in oil palm cultivation [48]. 
Real-time monitoring of soil conditions, weather pat-
terns, and plant health allows for targeted resource 
management [48]. This precision application of inputs 
optimizes irrigation, fertilization, and pest control, 
resulting in heightened efficiency, reduced waste, 
and responsible resource conservation [49,50].

Sustainable Land Use Planning: Responsible land 
use planning is paramount in maximizing oil palm 
yield sustainably [51]. Identifying suitable areas for 
replanting, preserving high conservation value are-
as, and adhering to best practices ensure that land is 
used efficiently and responsibly, safeguarding biodi-
versity and environmental integrity.

Agroforestry Integration: Integrating oil palm 
plantations with agroforestry systems fosters envi-

ronmental resilience and productivity [52]. By inter-
planting oil palms with compatible crops and native 
trees, agroforestry promotes biodiversity, soil health, 
and ecosystem services, contributing to sustainable 
and balanced cultivation practices [52,53].

Soil Health Management: Prioritizing soil health 
through practices like cover cropping, mulching, and 
organic matter incorporation enhances nutrient avail-
ability and soil structure [3,54]. Improved root devel-
opment and nutrient uptake lead to higher oil palm 
yields, promoting long-term sustainability.

Integrated Pest and Disease Management: Im-
plementing integrated pest and disease management 
techniques reduces reliance on chemical pesticides [55]. 
Employing biological controls, beneficial insects, 
and pest-resistant varieties effectively manages pests 
while preserving the natural balance of ecosystems [56-58].

Efficient Water Management: Employing efficient 
water management practices, such as drip irrigation 
and water recycling, optimizes water usage and en-
sures equitable distribution, particularly in regions 
facing water scarcity. This responsible approach con-
tributes to water conservation, sustainable cultivation 
and an increase in yield [59].

Continuous Research and Innovation: Fostering 
ongoing research and innovation in oil palm culti-
vation is essential for continuous improvement [60]. 
Advancements in techniques, technologies, and best 
practices enable growers to optimize their replanting 
strategies, fostering productivity and sustainability 
in the industry [61-63]. Collaborative efforts between 
stakeholders, including researchers, governments, 
and industry players, drive progress and promote a 
resilient and thriving oil palm sector [25].

Intercropping and Multilayer Farming: Intro-
duce intercropping and multilayer farming practices  
to make efficient use of available land and resourc-
es [64,26]. For example, planting leguminous crops or 
covering crops between the oil palm rows can im-
prove soil fertility and moisture retention.

Tissue Culture Propagation: Use tissue culture 
propagation techniques to produce high-quality, 
disease-free planting materials [60,62]. Tissue culture 
ensures uniformity in the new palm population and 
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minimizes the risk of introducing diseases from the 
old plantation.

Regular Pruning and Thinning: Pruning and 
thinning the oil palm canopy helps improve light 
penetration and air circulation within the plantation, 
leading to better fruit development and lower disease 
incidence [25,26,65].

Enhancing Pollination: It is imperative to actively 
encourage pollinators to visit the oil palm plantation. 
By doing so, we foster improved pollination, which 
directly translates into better fruit sets and ultimately 
higher oil yields [66]. Employing eco-friendly practic-
es and preserving natural habitats around the plan-
tation can further enhance pollinator populations, 
benefiting the entire ecosystem.

Climate-Smart Agriculture: Adapt to changing 
climatic conditions by implementing climate-smart 
agriculture practices. This might include adjusting 
planting schedules, using drought-resistant varieties, 
or employing shade management techniques [25,26].

Data-Driven Decision Making: Utilize data and 
analytics to monitor and optimize various aspects of 
plantation management, from pest and disease mon-
itoring to yield forecasting. Data-driven decisions 
can lead to more efficient resource allocation and 
increased productivity.

7. Overcoming barriers to adoption

7.1 Addressing economic, regulatory, and tech-
nical challenges

Economic Incentives: Overcoming economic 
barriers to adoption requires providing incentives to 
farmers and plantation owners to invest in innova-
tive practices. This may include offering financial 
support, tax incentives, or subsidies for adopting ad-
vanced breeding, precision agriculture technologies, 
and other sustainable replanting strategies [8,67].

Access to Finance: Access to affordable financ-
ing is crucial for smallholder farmers and plantation 
owners to adopt innovative practices. Establishing 
accessible credit and financing schemes tailored to 
the specific needs of oil palm growers can facilitate 
the transition to more sustainable and productive re-

planting methods [8,67].
Capacity Building and Training: Addressing 

technical challenges involves providing training and 
capacity-building programs for farmers and work-
ers to effectively implement sustainable innovative 
practices [68]. Embracing certification and enhancing 
technical knowledge and skills empowers growers  
to confidently adopt new technologies and approach-
es [69].

Regulatory Support: Governments can play a 
vital role in overcoming regulatory barriers by cre-
ating a supportive policy environment. Streamlining 
approval processes, providing clear guidelines, and 
promoting sustainable practices through regulations 
can encourage the widespread adoption of innovative 
replanting strategies [25].

Research and Development Investment: Investing 
in research and development (Research and Devel-
opment) is essential for addressing technical chal-
lenges and fostering innovation. Governments, pri-
vate sectors, and research institutions can collaborate 
to develop and disseminate knowledge on effective 
replanting techniques and technologies [1].

7.2 Strategies for encouraging widespread 
adoption of innovative practices

Demonstration Plots and Farmer Field Schools: 
Establishing demonstration plots and farmer field 
schools allows farmers to witness the benefits of 
innovative practices firsthand. Hands-on learning 
experiences and knowledge sharing through these 
platforms can build confidence and encourage wider 
adoption [70].

Knowledge Exchange and Extension Services: 
Facilitating knowledge exchange between successful 
adopters of innovative practices and other farmers 
can inspire and motivate broader implementation. 
Utilizing extension services to disseminate informa-
tion, provide technical support, and facilitate learn-
ing networks can promote adoption at the communi-
ty level [10,25,71].

Public-Private Partnerships: Collaborations be-
tween governments, private companies, NGOs, and 
research institutions can accelerate the adoption 
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of innovative replanting strategies. Public-private 
partnerships can leverage resources and expertise to 
drive the development and dissemination of sustain-
able practices.

Certification and Market Incentives: Certification 
schemes that recognize sustainable replanting practices 
can create market incentives for growers. Sustainable 
palm oil certifications, such as RSPO (Roundtable on 
Sustainable Palm Oil), provide market access and pre-
mium prices for certified products, encouraging wider 
adoption of sustainability practices [72].

Awareness and Advocacy: Raising awareness 
about the benefits of innovative replanting strate-
gies and their positive impacts on the environment, 
society, and economic outcomes can garner support 
and advocacy from various stakeholders, fostering 
broader adoption of these practices.

Voluntary Agreements and Commitments: En-
couraging voluntary agreements and commitments 
from industry players to adopt sustainable replant-
ing practices can drive change across the sector [8]. 
Engaging key stakeholders in setting and meeting 
sustainability targets reinforces a collective effort to-
wards widespread adoption.

8. Implications of replanting
Oil palm replanting constitutes a multifaceted 

endeavour with far-reaching implications encom-
passing economic, environmental, social, and sus-
tainability dimensions. It offers smallholder farmers 
a pivotal opportunity to bolster the productivity of 
their plantations, thus narrowing the yield gaps that 
often exist when compared to plantations managed 
by larger companies. This surge in productivity holds 
the potential to translate into augmented incomes for 
smallholder households, a significant socio-econom-
ic benefit [14,73,74]. Moreover, oil palm replanting can 
serve as a platform for plantation redesign, thereby 
introducing more efficient layouts and practices. De-
spite the controversial reputation of oil palm culti-
vation, it has demonstrated its capacity to contribute 
to poverty reduction in certain contexts [2,14]. This 
economic aspect emphasizes the importance of stra-
tegic replanting initiatives. Environmental concerns 

also loom large in the realm of oil palm replanting. 
The expansion of oil palm plantations can impact bi-
odiversity, contribute to deforestation, influence soil 
quality, and affect water quality. These consequences 
necessitate careful consideration and sustainable 
practices to mitigate negative ecological effects. So-
cially, the process of oil palm replanting can bring 
about various changes. It may influence employ-
ment patterns, potentially leading to shifts in labor 
demand. Additionally, it can result in community 
displacement and raise issues related to land tenure 
and ownership. Within the ambit of sustainability, 
oil palm replanting opens doors for the adoption of 
eco-friendly agricultural practices and the pursuit 
of certifications that validate sustainable production 
methods. This avenue offers a potential pathway for 
harmonizing economic development with environ-
mental and social responsibilities, aligning with the 
broader goal of sustainable palm oil production. 

9. Conclusions
This review has shed light on the importance of 

innovative replanting strategies in maximizing oil 
palm yield sustainably. The main findings indicate 
that advanced breeding and clonal selection play 
a pivotal role in developing high-yielding and dis-
ease-resistant oil palm varieties, leading to increased 
productivity and reduced environmental impact. Inte-
grating precision agriculture technologies enables da-
ta-driven decision making, optimizing resource man-
agement, and minimizing waste. Sustainable land use 
planning and agroforestry integration emerged as key 
strategies to balance productivity with environmental 
conservation. Despite the valuable insights gained, 
this work has certain limitations. The scope of the 
study focused on replanting strategies, and additional 
research may be needed to investigate other aspects 
of oil palm cultivation, such as post-harvest practices 
and market dynamics. Furthermore, the applicability 
of the findings may vary across different geograph-
ical regions and farming systems, necessitating fur-
ther studies to account for regional variations. Future 
research in this field should continue to explore the 
potential of advanced breeding techniques and preci-



70

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

sion agriculture technologies in maximizing oil palm 
yield. Investigating the long-term impacts of sustain-
able land use planning and agroforestry integration 
on biodiversity and ecosystem services is crucial for 
comprehensive sustainability assessments. Addition-
ally, examining the socio-economic implications of 
adopting these innovative strategies can contribute to 
a more holistic understanding of their feasibility and 
potential benefits. The broader impacts of this work 
extend beyond the oil palm industry. Other sectors of 
agriculture and land use can draw valuable insights 
from the successful adoption of advanced breeding 
and precision agriculture practices. The knowledge 
gained from sustainable land use planning and agro-
forestry integration can be applied to other crops and 
contribute to landscape-level conservation efforts. 
Policymakers and agricultural stakeholders can lev-
erage the findings of this research to develop policies 
and initiatives that promote environmentally respon-
sible and economically viable agricultural practices.
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ABSTRACT
Excessive accumulation of zinc (Zn) in urban soil can lead to environmental pollution and pose a potential threat 

to human health and the ecosystem. How to quickly and accurately monitor the urban soil zinc content on a large 
scale in real time and dynamically is crucial. Hyperspectral remote sensing technology provides a new method for 
rapid and nondestructive soil property detection. The main goal of this study is to find an optimal combination of 
spectral transformation and a hyperspectral estimation model to predict the Zn content in urban soil. A total of 88 soil 
samples were collected to obtain the Zn contents and related hyperspectral data, and perform 18 transformations on 
the original spectral data. Then, select important wavelengths by Pearson’s correlation coefficient analysis (PCC) and 
CARS. Finally, establish a partial least squares regression model (PLSR) and random forest regression model (RFR) 
with soil Zn content and important wavelengths. The results indicated that the average Zn content of the collected soil 
samples is 60.88 mg/kg. Pearson’s correlation coefficient analysis (PCC) and CARS for the original and transformed 
wavelengths can effectively improve the correlations between the spectral data and soil Zn content. The number of 
important wavelengths selected by CARS is less than the important wavelengths selected by PCC. Partial least squares 
regression model based on first-order differentiation of the reciprocal by CARS (CARS-RTFD-PLSR) is more stable 
and has the highest prediction ability (R2 = 0.937, RMSE = 8.914, MAE = 2.735, RPD = 3.985). The CARS-RTFD-
PLSR method can be used as a means of prediction of Zn content in soil in oasis cities. The results of the study can 
provide technical support for the hyperspectral estimation of the soil Zn content.
Keywords: Urban soil; Zinc; Hyperspectral remote sensing; Prediction; PLSR; RFR
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1. Introduction
Zinc (Zn) and its compounds are often enriched in 

soil by substitution reactions and adsorption and im-
mobilization, resulting in environmental pollution [1].  
Through accumulation, migration and transport in 
the food chain, Zn in soil eventually poses a serious 
threat to human health [2]. Therefore, it is vital to pro-
tect the safety of the urban soil environment by rapid 
and accurate monitoring of the Zn content. The tradi-
tional methods for determining heavy metal content 
in soil require field sampling followed by laboratory 
experimentation, but it is time-consuming, costly and 
inefficient [3,4]. Hyperspectral remote sensing tech-
nology has been applied to the prediction of heavy 
metal contents in soil due to the advantages of rapid, 
accurate, non-destructive, lower cost, and dynamic 
monitoring over a large area [5-7]. 

In recent years, hyperspectral remote sensing 
technology has shown good results in the prediction 
of soil Zn content. For example, the BPNN model 
has good generalization ability (R2 = 0.74, RPIQ = 
1.44) to predict the soil Zn content for Dehong Pre-
fecture, southwest Yunnan Province, China [8], CWT-
RF model has a good prediction accuracy (R2 = 
0.77, RMSE = 9.54, MAE = 7.39) to estimate the Zn 
content for Ordos City, Inner Mongolia Autonomous 
Region, China [9] and PLSR model can effectively 
achieve quantitative inversion (R2 = 0.796, RMSE =  
2.574) of soil Zn content in mining areas of the city 
of Zoucheng, Shandong Province, China [10]. El-
Sayed E [11] found that the PLSR model had the op-
timal prediction for Bahr El-Baqar region with R2 of 
0.66, RMSE of 20.42, and RPD of 2.05. Yang et al. [12]  
pointed out that the PLSR model had the highest 
stability and accuracy (R2 = 0.95, RMSE = 33.65) in 
predicting the Zn content in mining areas of the city 
of Tongling, Anhui Province, China. 

With the acceleration of urbanization and the in-
fluence of the “Silk Road Economic Belt”, eco-envi-

ronmental problems in oases in the northwestern arid 
zones garnered more attention [13,14]. In addition, due 
to the impact of strong human activities, factories 
and high traffic volumes, the level of Zn in urban 
soil is higher than that in farmland and natural soil [15].  
Relevant studies also reported that there is serious 
trace element contamination exists in soil and sur-
face dust in Urumqi [16,17]. Therefore, it is very im-
portant to analyze the possibility of the hyperspectral 
inversion of Zn contents in urban soils. The main 
objective of this study was to find an optimal model 
to predict the Zn content in soil. Thus, the work of 
this study was to identify the important wavelengths 
of Zn in urban soil and evaluate the efficiency of dif-
ferent spectral transformations and soil Zn contents. 
Then, select an optimum hyperspectral prediction 
model for Zn content in urban soil based on the 
partial least squares regression (PLSR) and random 
forests regression (RFR). The results will solve the 
existing problems in the current hyperspectral inver-
sion of Zn content in urban soil.

2. Description of the study area
The experimental field (87°28’-87°37’ E and 

43°48’-44°04’ N) is selected in the central parts of 
the Urumqi, which is situated in the southern edge 
of the Junggar Basin, the northwest arid regions of 
China, and is one of the important metropolitan cit-
ies in NW China (Figure 1). The main soil type of 
this region is mainly grey desert soil [15]. The climate 
is regionally marked by a continental arid climate 
with an annual average temperature, precipitation, 
and evaporation of about 6.7 °C, 280 mm, and 2730 
mm, respectively. Urumqi has become the capital of 
Xinjiang and the second-largest city in northwestern 
China due to its rapid economic development and 
expanding industrial scale. Toxic elements in the soil 
are accumulating and are prone to soil pollution.
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Figure 1. Location of experimental field and sample sites.

3. Materials and methods

3.1 Sample collection and analysis

A total of 88 topsoil samples (0-20 cm) were 
collected within the study area (Figure 1) in April 
2021. At each sample site, five sub-samples from the 
topsoil (0-20 cm) layer were taken within 100 m ×  
100 m areas and then mixed together to form one 
composite soil sample, weighing more than 500 g. 
All the samples were returned to the laboratory and 
sieved for 20 meshes after naturally air dried. Each 
sample was divided into two groups, one for the 
determination of Zn content and another one for the 
hyperspectral measurement. The Zn content of soil 
samples was determined as described in “HJ 803-
2016” [18], using an Inductively Coupled Plasma 
Mass Spectrometer (ICP-MS 7800). The analytical 
data quality was analyzed by the laboratory quality 
control methods, including the use of reagent blanks, 
duplicates and standard reference materials for each 
batch of soil samples. For the precision of the an-
alytical procedures, a standard solution was used 
to compare samples to national standards (Chinese 
national standards samples, GSS-12). All of the soil 
samples were tested repeatedly, and the determined 
consistency of the Zn measurements was 96.5%.

3.2 Spectrometric determination and pre-pro-
cessing

The spectral determination of collected soil sam-

ples was measured using a FieldSpec®3 portable 
object spectrometer manufactured by Analytical 
Spectral Devices (ASD), USA. The interval of data 
acquisition was 1 nm with a spectral measurement 
range from 350 to 2500 nm. Firstly, the instrument 
was preheated, and secondly, a 40 cm × 40 cm white 
board was placed on a 2 m × 2 m black cardboard 
for calibration to obtain the absolute reflectance be-
fore determining the spectral data. Finally, the soil 
samples were kept in a natural state on the black 
cardboard with the sensor probe perpendicular to 
15 cm above the soil surface, and the sensor probe 
was optimized with a white board every 5 minutes. 
A total of 15 replicate measurements were taken on 
the same soil sample, and 15 spectral curves were 
collected. 

The 15 spectral curves were averaged using 
ViewSpecPro software, and the arithmetic mean was 
taken as the original reflectance spectral value of the 
soil sample. Due to the influence of the surrounding 
environment and the spectral instrument itself, the 
spectral bands within 350-399 nm, 1350-1430 nm, 
1781-1970 nm and 2401-2500 nm were exclud-
ed before constructing the hyperspectral models, 
which were outputted in a total of 1730 bands. The 
Savitzky-Golay (S-G) filter algorithm is applied for 
smoothing and removing noise from spectral curves. 
Figure 2 illustrates the spectral reflectance curves of 
the original spectra and spectra processed by the S-G 
smoothing.

Figure2. Original (a) and Savitzky-Golay smoothing (b) spectral 
reflectance curve of soil.

3.3 Spectral transformation and important 
wavelength selection

In order to enhance the spectral information re-
lated to Zn in soil samples, the original spectral re-
flectance data (R) are subjected to logarithm of the 
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reciprocal (AT), root mean square (RMS), logarithm 
(LT), reciprocal of the logarithm (RL), reciprocal 
(RT), first-order differentiation (FD), second-order 
differentiation (SD), first-order differentiation of the 
reciprocal (RTFD), second-order differentiation of 
the reciprocal (RTSD), first-order differentiation of 
the logarithm (LTFD), second-order differentiation 
of the logarithm (LTSD), root mean square first-or-
der differentiation (RMSFD), root mean square sec-
ond-order differentiation (RMSSD), logarithmic first 
order differentiation of the reciprocal (ATFD), loga-
rithmic second order differentiation of the reciprocal 
(ATSD), logarithmic first order differentiation of the 
reciprocal (RLFD), and logarithmic second order 
differentiation of the reciprocal (RLSD).

Firstly, Pearson’s correlation coefficient analysis 
(PCC) was performed between soil Zn content and 
18 forms of soil spectral data, and the bands with 
larger correlation coefficients were screened out as 
important wavelengths for hyperspectral prediction 
modeling. Secondly, all the original and 17 types of 
transformed spectral data were intelligently extract-
ed for the important wavelengths by using Com-
petitive Adaptive Re-weighted Sampling (CARS) 
to exclude further removed wavelengths with low 
correlation [19,20]. The CARS method is constructed 
in Python.

3.4 Modelling of hyperspectral inversion

Soil samples were randomly divided into a mod-
eling data set (70 samples) and a validation data set 
(18 samples) in order to ensure the rationality of 
hyperspectral modeling. The modeling data set was 
used to build hyperspectral prediction models, while 
the validation data set was used to test the accura-
cy of prediction models. The partial least squares 
regression (PLSR) and random forests regression 
(RFR) were used to select the optimum hyperspec-
tral prediction model. The PLSR algorithm considers 
both spectral information (x) and the corresponding 
reference values (y) of samples during modeling and 
transforms the original spectral data into mutually 
orthogonal and unrelated new variables via linear 
transformation, thereby eliminating multicollinearity 

between datasets [21]. 
The RFR is a relatively new data mining tech-

nique that is designed to produce accurate predic-
tions that do not overfit the data. RFR is easy to use 
as it requires only three input parameters: the number 
of two ‘random_state’ and ‘n_estimators’. The three 
input parameters are used to partition the modeling 
set and validation set, and determine the optimal 
partitioning of each tree node [22], respectively. The 
individual trees in the RFR ensemble are built on a 
bootstrapped training sample, and only a small group 
of predictor variables are considered at each split; 
this ensures that trees are de-correlated with each 
other. Additionally, studies have shown that the three 
input parameters provide accurate results [23].

3.5 Model validation

A robust model has high R2 and RPD and low 
RMSE and MAE [24]. Thus, the determination coef-
ficient (R2), root mean square error (RMSE), mean 
absolute error (MAE) and residual prediction devi-
ation (RPD) were chosen to evaluate the prediction 
accuracy of the hyperspectral prediction models. 
When R2 < 0.5, the prediction model does not have 
prediction ability, when 0.5 ≤ R2 < 0.7, the model has 
preliminary prediction ability, and when R2 ≥ 0.7, the 
model has good prediction ability [25]. When RPD ≥ 
2.0, the prediction model has a good prediction abil-
ity, when 1.4 ≤ RPD < 2.0, the model has the initial 
predictive capability, and when RPD < 1.4, the mod-
el has a poor predictive capability. In general, lower 
RMSE and MAE indicate better model prediction 
accuracy [26].

4. Results and analyses

4.1 Statistical analysis of Zn content in soil

Statistical results of Zn contents for soil samples 
in the Urumqi are given in Table 1. Standard devi-
ation (SD) and coefficient of variation (CV) were 
used to measure data dispersion, with the CV used as 
a complement to the SD. Table 1 shows that the Zn 
contents of soil samples are distributed in the range 
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of 34.00-200.00 mg/kg, with an average value of 
60.88 mg/kg. The average Zn contents of modeling 
set and validation set are 60.57 mg/kg and 62.06 mg/
kg, respectively. The SD of modeling set and vali-
dation set are 21.18 and 35.28 mg/kg, respectively. 
And, the CV values of modeling set and validation 
set are 0.35 and 0.57, respectively. It’s clear that 
the average and CV values of Zn contents in the 
modeling set are essentially the same as those of the 
validation set. Influenced by two high value sample 
points, the SD values have a difference. This is be-
cause the main factories are located in the northern 
and northeastern parts of Urumqi and the roads with 
high traffic volumes stretch across the city center [16].  
So, two high value sample points were split into 
modelling set and a validation set respectively. Over-
all, it indicates that the division of soil samples was 
reasonable and can be used for subsequent model 
construction. 

4.2 Correlation between soil Zn content and 
reflectance data

The PCC analysis was performed between the 
Zn content and the spectral data after 17 types 
of transformations and R, which can identify the 
correlation between Zn content and spectral data 
of soil samples. The degree of correlation was ex-
pressed by the Pearson coefficient (r), and PCC was 
examined in the significance test at the P < 0.01 
level (two-sided).

In Figure 3, the spectrum of the R, RMS, and LT 
showed a highly significant negative correlation with 
Zn content with 1730 important wavelengths select-
ed. The spectrum of the AT, RL, and RT showed a 
highly significant positive correlation with Zn con-
tent with 1730 important wavelengths selected. The 
correlation analysis of the Zn content and spectral 
data processed by first-order and second-order dif-
ferentiation transformed indicated that both positive 
and negative correlation coefficients showed extreme 
values, and the positive and negative correlations 
of the filtered important wavelengths were more 
uniformly distributed. Thus, 18 types of spectrum 
can filter out characteristic bands for data modeling, 

and the number of the important wavelengths is de-
scended in the order of: R(1730) = RMS(1730) =  
LT(1730) = RL(1730) = RT(1730) = AT(1730) > 
RLFD(663) > FD(502) > RTFD(436) > RTSD(387) >  
RMSFD(306) > LTSD(253) = ATSD(253) > 
LTFD(194) = ATFD(194) > RMSSD(186) > SD(125) > 
RLSD(82).

The number of important wavelengths selected 
by CARS is descended in the order of RMSSD(25) = 
RMSFD(25) = RTFD(25) > RLSD(23) > RTSD(22) >  
ATSD(21) > LTFD(20) = ATFD(20) = FD(20) > 
SD(19) > R(16) > LTSD(14) > RLFD(13) = AT(13) >  
RMS(12) > RL(11) > LT(9) = RT(9). The number 
of important wavelengths selected by CARS is less 
than the important wavelengths selected by PCC.

4.3 The establishment and analysis of the 
spectral inversion prediction model

Partial least squares regression model (PLSR) 
and random forest regression model (RFR) were 
constructed to predict the Zn content of soil in this 
study. Based on Python, the “random_state” of three 
models was set as 48. Due to the randomness of 
the RFR model, the number of parameters (“n_es-
timators” and another “random_state”) will disturb 
the predictive performance of the model. Under the 
consideration of model performance, model running 
time, sample number and other factors, the number 
of parameters (“n_estimators” and another “random_
state”) of the RFR model was set in the range from 
1 to 99. The modeling set is used to construct the 
inversion model, whereas the validation set is used 
to evaluate the performance of the final model. Ac-
cording to the correlation coefficient between the 
Zn content and the spectrum, wavelengths with ab-
solute values more than 0.272 under the processed 
spectral reflectance data were taken as important 
wavelengths. Then, the important wavelengths are 
selected as the independent variables (x), and the 
Zn contents of the soil are selected as the dependent 
variables (y). The hyperspectral inversion model for 
soil Zn content was established by the partial least 
squares regression (PLSR) and the random forests 
regression algorithms, respectively.
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Table 1. Statistical values of Zn contents in soil in the Urumqi.

Data set Samples/n Minimum Maximum Average SD CV
Modeling set (mg/kg) 70 37.00 164.00 60.57 21.18 0.35
Validation set (mg/kg) 18 34.00 200.00 62.06 35.52 0.57
Total (mg/kg) 88 34.00 200.00 60.88 24.81 0.41

Figure 3. Correlations of PCC between soil Zn content and spectral reflectance data.

The analysis of the PLSR model
The basic statistics related to the stability and ac-

curacy of the PLSR model are given in Table 2.
As shown in Table 2, the R2 inversed by the 

PLSR model based on the important wavelengths se-
lected by PCC range from 0.208 to 0.540, RMSE val-
ues range from 24.089 to 31.621, MAE values range 
from 3.981 to 4.095, and RPD values range from 
1.123 to 1.475. For the RTSD-PLSR model (R2 =  
0.540, RMSE = 24.089, MAE = 3.981, and RPD = 

1.475), the estimation capability of the remaining 
models is poor and the prediction accuracy is low. 

The ranges of R2, RMSE, MAE, and RPD values 
inversed by PLSR based on the important wavelengths 
selected by CARS are 0.135-0.937, 8.914-33.039, 2.735-
4.305, and 3.985-1.075, respectively. The prediction 
accuracy of CARS-RTFD-PLSR model is highest (R2 =  
0.937, RMSE = 8.914, MAE = 2.735, RPD = 3.985). 
PLSR model based on AT, RMS, RT, RMSFD, LTFD, 
ATFD, and FD has the better estimation capability. 
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In general, CARS is superior to PCC, and the 
CARS-RTFD-PLSR model is better than the RT-
FD-PLSR model. A map of the spatial distribution 
(Figure 4) illustrates the relationship between the 
predicted contents of Zn and the measured contents 
of Zn in the study area.
The analysis of the RFR model

In Table 3, the ranges of R2, RMSE, MAE and 
RPD values inversed by the RFR model based on the 
important wavelengths selected by PCC are 0.477-
0.799, 1.414-4.714, 12.417-21.481, and 7.535-
25.120, respectively. The R2 is higher than 0.5 except 
for the RLSD-RFR model, so the RFR model has 
good prediction ability. The best inverse prediction 
model is the FD-RFR model (R2 = 0.799, RMSE = 
2.711, MAE = 12.417, and RPD = 13.102). 

The R2 inversed by the RFR model based on the 
important wavelengths selected by CARS ranges 
from 0.316 to 0.856, the ranges of RMSE and MAE 
values are 1.100-7.377 and 10.074-20.343, and the 
RPD values are 4.815-30.127. The prediction accu-
racy of CARS-LTFD-RFR model is highest (R2 = 
0.856, RMSE = 2.514, MAE = 10.074, and RPD = 
14.129). 

CARS is superior to PCC, and the CARS-LTFD-
RFR model is better than the FD-RFR model. How-
ever, all the estimation capability of the RFR model 
is good because the values of RPD are higher than 
2.0. A map of the spatial distribution illustrates the 
relationship between the predicted contents of Zn 
and the measured contents of Zn in the study area 
(Figure 5).

Table 2. Statistics of accuracy parameters of PLSR model for soil Zn content in Urumqi.

Transformation
PCC CARS

R2 RMSE MAE RPD R2 RMSE MAE RPD

R 0.376 25.051 4.037 1.418 0.496 24.209 3.919 1.467

AT 0.329 29.095 4.215 1.221 0.550 23.833 3.935 1.490

RMS 0.303 29.650 4.232 1.198 0.532 24.297 4.050 1.462

LT 0.329 29.095 4.215 1.221 0.480 25.624 3.805 1.386

RL 0.271 30.334 4.048 1.171 0.200 31.770 4.651 1.118

RT 0.346 28.735 3.951 1.236 0.506 24.977 3.653 1.422

RMSFD 0.263 30.502 3.894 1.165 0.591 22.722 4.128 1.563

RMSSD 0.389 27.776 4.079 1.279 0.332 29.023 4.307 1.224

LTFD 0.481 25.579 3.752 1.389 0.762 17.323 3.536 2.050

LTSD 0.427 26.899 4.032 1.320 0.135 33.039 4.305 1.075

RLFD 0.208 31.621 4.095 1.123 0.168 32.402 4.294 1.096

RLSD 0.372 28.158 4.066 1.261 0.299 29.732 4.038 1.195

RTFD 0.358 28.451 3.916 1.248 0.937 8.914 2.735 3.985

RTSD 0.540 24.089 3.981 1.475 0.337 28.932 4.045 1.228

ATFD 0.474 25.765 3.926 1.379 0.510 24.856 4.114 1.429

ATSD 0.426 26.905 4.036 1.320 0.333 29.017 4.367 1.224

FD 0.384 27.889 4.036 1.274 0.687 19.833 3.871 1.791

SD 0.367 28.263 4.095 1.257 0.397 27.594 4.062 1.287

R (original spectral reflectance data); AT (logarithm of the reciprocal); RMS (root mean square); LT (logarithm); RL (reciprocal of the logarithm); RT (reciprocal); RMSFD 

(root mean square first-order differentiation); RMSSD (root mean square second-order differentiation); LTFD (first-order differentiation of the logarithm); LTSD (second-

order differentiation of the logarithm); RLFD (logarithmic first order differentiation of the reciprocal); RLSD (logarithmic second order differentiation of the reciprocal); 

RTFD (first-order differentiation of the reciprocal); RTSD (second-order differentiation of the reciprocal); ATFD (logarithmic first order differentiation of the reciprocal); 

ATSD (logarithmic second order differentiation of the reciprocal); FD (first-order differentiation), SD (second-order differentiation).
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Figure 4. Distribution of Zn content based on measured values (A) and PLSR predicted values (B).

Table 3. Statistics of accuracy parameters of RFR model for Zn content of soils in Urumqi.

Transformation
PCC CARS

R2 RMSE MAE RPD R2 RMSE MAE RPD

R 0.509 3.012 14.228 11.793 0.437 1.179 14.926 30.127 

AT 0.584 2.593 14.722 13.698 0.470 3.477 17.097 10.216 

RMS 0.509 3.012 14.228 11.793 0.437 3.693 16.259 9.618 

LT 0.508 3.012 14.253 11.793 0.488 2.357 14.426 15.070 

RL 0.584 2.593 14.806 13.698 0.457 1.100 14.148 32.291 

RT 0.584 2.593 14.722 13.698 0.518 5.215 15.646 6.811 

RMSFD 0.578 2.671 21.481 13.298 0.598 3.435 12.992 10.341 

RMSSD 0.640 2.027 14.822 17.523 0.316 2.678 18.884 13.264 

LTFD 0.524 1.500 14.126 23.680 0.856 2.514 10.074 14.129 

LTSD 0.714 2.216 13.622 16.029 0.388 3.359 18.903 10.575 

RLFD 0.744 3.614 12.963 9.828 0.463 7.377 15.206 4.815 

RLSD 0.477 2.269 15.729 15.654 0.318 2.721 20.343 13.054 

RTFD 0.692 3.300 16.944 10.764 0.747 2.095 11.648 16.955 

RTSD 0.683 2.711 14.694 13.102 0.536 1.886 13.846 18.834 

ATFD 0.628 1.414 17.556 25.120 0.709 2.887 12.352 12.303 

ATSD 0.655 2.828 15.556 12.560 0.454 3.435 18.111 10.341 

FD 0.799 2.711 12.417 13.102 0.777 1.886 11.778 18.834 

SD 0.593 4.714 16.889 7.535 0.465 2.528 15.949 14.051 

R (original spectral reflectance data); AT (logarithm of the reciprocal); RMS (root mean square); LT (logarithm); RL (reciprocal of the logarithm); RT (reciprocal); RMSFD 

(root mean square first-order differentiation); RMSSD (root mean square second-order differentiation); LTFD (first-order differentiation of the logarithm); LTSD (second-

order differentiation of the logarithm); RLFD (logarithmic first order differentiation of the reciprocal); RLSD (logarithmic second order differentiation of the reciprocal); 

RTFD (first-order differentiation of the reciprocal); RTSD (second-order differentiation of the reciprocal); ATFD (logarithmic first order differentiation of the reciprocal); 

ATSD (logarithmic second order differentiation of the reciprocal); FD (first-order differentiation), SD (second-order differentiation).
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4.4 Discussion of optimal prediction models

On the one hand, estimating Zn content in soils 
using hyperspectral remote sensing is a cost-efficient 
method but challenging due to the effects of natural 
environmental conditions and soil properties [27]. On 
the other hand, high-data dimensionality is a com-
mon problem in hyperspectral data processing, so 
the inversion accuracy of the constructed model is 
biased by redundant spectra and noise [23,28]. 

In this study, the predicted accuracy of the soil Zn 
content is R2

CARS-RTFD-PLSR > R2
RLSD-RFR > R2

CARS-LTFD-RFR > 
R2

RTSD-PLSR. Therefore, combined with the performance 
of the prediction accuracy of soil Zn content, the predic-
tion accuracy of PLSR among the modeling methods 
is significantly better than that of RFR. As shown in 
Tables 2 and 3, the fitness, stability and accuracy of the 
prediction model are changed to different degrees after 
processing methods of the original spectral data. The best 
predict prediction model is the CARS-RTFD-PLSR (par-
tial least squares regression model based on first-order 
differentiation of the reciprocal by CARS) model (R2 =  
0.937, RMSE = 8.914, MAE = 2.735, and RPD = 3.985), 

which has the better ability to invert the soil heavy metal 
content in the study area. The scatter plot of the meas-
ured and predicted values of Zn content modeling by 
CARS-RTFD- PLSR and R-PLSR model was exhibited 
in Figure 6.

The R2 calculated by the PLSR model constructed 
based on CARS-RTFD of the important wavelengths 
is significantly higher than that modeled from the 
original spectral data, and both the RMSE and MAE 
are significantly decreased. From Figure 6, it can 
be intuitively seen that the prediction accuracy of 
the PLSR model based on original spectral data was 
not high, and the R2 between the measured and pre-
dicted values was 0.496. The prediction accuracy of 
the CARS-RTFD was improved significantly, and 
the predicted and measured values presented a good 
agreement with each other, with R2 of 0.937, which 
was improved by 0.441 compared with the R-PLSR 
model. Overall, a faster and more convenient meth-
od for estimating Zn content in soil is described in 
this work. This method provides an effective way for 
predicting soil Zn contents in oasis cities.

Figure 5. Distribution of Zn content based on field measured values (A) and RFR predicted values (B).



85

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

5. Conclusions
To find an optimal model to predict the soil Zn 

content for the study area, the PLSR model and the 
RFR model were constructed based on the important 
wavelengths and Zn content from soil samples. The 
results of this study lead to the following conclu-
sions: 

1) Transformed spectral data with Pearson’s cor-
relation coefficient analysis and CARS can obvious-
ly reduce the interference of the environmental back-
ground and improve the correlations between soil 
spectral reflectance data and Zn contents of soil. The 
first-order differentiation of the reciprocal (RTFD) 
has the most significant enhancement of spectral fea-
tures.

2) The results showed that the CARS-RTFD-
PLSR model is more stable with the highest pre-
diction ability (R2 = 0.937, RMSE = 8.914, MAE = 
2.735, and RPD = 3.985) for soil Zn content in the 
research region. The CARS-RTFD-PLSR method 
can provide a reference method and technical sup-
port for the prediction of soil Zn content in oasis cit-
ies.

Overall, the results of this study demonstrate the 
possibility of directly applying hyperspectral remote 
sensing approaches to estimating soil Zn contents 
in oasis cities. This method can provide technical 
support for the hyperspectral estimation of the soil 
Zn content and can require rapid detection of Zn a 
contamination of soil. However, the limitation of this 

study is the lack of combination of hyperspectral and 
remote sensing imagery, which needs to be further 
verified in subsequent studies.
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1. Introduction
Synthetic aperture radar (SAR) imagery has been 

widely utilized in various fields [1]. It can be applied 
by public institutions for urban planning purposes, 
while also providing valuable assistance to military 

personnel in decision-making processes [2]. Various 
surface features have a significant impact on SAR 
imaging [3]. Factors such as snow cover, topographic 
characteristics, and man-made structures need to be 
taken into account for accurate interpretation and 
analysis of SAR image data. For fields like environ-
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mental monitoring, disaster assessment, and urban 
planning, SAR technology provides valuable and 
comprehensive information sources [4]. However, 
the multiplicative speckle noise in SAR imaging has 
caused practical difficulties in the interpretation of 
the targets shot in the image [5]. Because the speckle 
noise in SAR images has an important impact on the 
generation of change detection results, removing the 
speckle noise in the image has become an impor-
tant way to improve the detection accuracy of SAR 
change detection. 

For SAR image change detection, there are two 
main methods: direct classification and generation 
of difference image (DI) [2,6]. The first is to process 
the original input images respectively; the second 
is to first comprehensively consider the differenc-
es between the two-phase images and generate the 
difference image, and then use clustering and other 
methods to generate the binary image of the change 
detection results. In the method of generating the 
difference image, many scholars have improved 
the detection accuracy by improving the quality of 
the difference image and optimizing the clustering 
algorithm. Many scholars have made important con-
tributions in removing speckle noise and integrating 
it into the clustering algorithm. K-means clustering 
is used to generate the detection binary image [7]. 
FCM (Fuzzy C-Means Clustering) is used to classify 
the different images into three categories, and then 
a neural network is used for classification [2]. Gong  
et al. [6] employed fusion to combine the mean ratio and 
logarithmic ratio difference graphs., and then used 
the improved fuzzy C-means algorithm for change 
detection, which not only improved the quality of the 
difference graphs, but also made contributions to im-
proving subsequent clustering methods. Gao et al. [8]  
introduced the dual-tree complex wavelet transform 
into the convolutional neural network to classi-
fy changed and unchanged pixels, so as to reduce 
speckle noise in the image. Qu et al. [9] used the fre-
quency domain information of the image to reduce 
speckle noise. 

The main goal of change detection in SAR im-
age analysis is to identify and analyze SAR images 

captured at different time periods within the same 
region, particularly dual-phase images [9]. The pri-
mary task involves classifying individual pixels in 
the image as either altered or unaltered. Clustering 
algorithms are commonly utilized for this purpose, 
as they effectively classify sample data to detect 
changes. Several researchers have improved cluster-
ing methods to enhance detection accuracy. Shang 
et al. [10] introduced a mean classification technique 
followed by fuzzy clustering, while Gao et al. [2] 
employed the FCM clustering algorithm initially to 
categorize pixel points into three groups and then 
used neural networks for generating results. Many 
scholars have also combined deep learning tech-
niques with clustering algorithms, resulting in signif-
icant enhancements in detection accuracy. The above 
methods have greatly improved the detection accura-
cy of change detection by combining clustering and 
deep learning. However, whether feature extraction 
is performed through difference image fusion or con-
volutional network, the setting of difference image 
fusion coefficient weight and robust methods for 
speckle noise suppression are still worth exploring. 

Therefore, before change detection, reducing the 
speckle noise of the image has become the main con-
tent of many scholars’ research. Because the cluster-
ing algorithm is sensitive to noise [1,11], literature [12]  
first uses the PPB (the probabilistic-patch-based 
algorithm) filter to weaken noise before difference 
operator fusion. Tan et al. [13] proposed a new end-to-
end self-supervised SAR denoising model: Enhanced 
Noise2Noise (EN2N) to solve the problem of detail 
loss caused by CNN. Zhang et al. [14] proposed FFD-
Net network architecture, which has excellent ability 
in image balance denoising and detail retention.

In order to improve the quality of difference 
maps, this paper proposes a two-phase SAR image 
change detection method based on FFDNet, which 
will use a deep neural network to denoise SAR im-
ages for change detection. Our contributions are 
mainly in two aspects: 

(1) use the FFDNet model framework in a deep 
neural network to denoise difference maps and gen-
erate more universal difference images; 
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(2) combine traditional clustering with deep 
learning, use the network to minimize speckle noise 
and classify rapidly through clustering. By combin-
ing the advantages of the two methods, the perfor-
mance of the algorithm is improved.

2. Experimental method
The method proposed in this paper is shown in 

Figure 1, which combines the network with the 
traditional clustering method, takes the two-phase 
image as the input of the FFDNet network, calcu-
lates the corresponding difference operator of the de-
noised image, and then makes the change detection 
result graph through clustering analysis. In this sec-
tion, the difference operator, FFDNet and clustering 
method in the experiment are introduced.

Figure 1. Method flow chart.

2.1 FFDNet denoising model

The main idea of the FFDNet-based image de-
noising method is to use the network to learn the 
noise in the original image, and then use the original 
image and the noise in the network to reduce the 
noise to achieve image denoising [15]. The existing 
CNN denoising tends to Gaussian noise, and has 
poor generalization ability for real noisy images with 
more complex noise [16]. In order to solve the prob-
lem of different noise levels, the topic of edge detec-
tion on SAR images has been extensively studied in 
the literature [17], providing valuable knowledge to 
improve our understanding and application of Syn-
thetic Aperture Radar (SAR) technology. Kai et al. [14] 
used noise level map as input. The research findings [18]  
indicate that the use of ratio information is not suitable 
for edge detection. Nevertheless, incorporating var-
ious types of information through fusion techniques 
has been proven to greatly enhance the precision of 
detection, thereby enhancing its effectiveness.

FFDNet network uses Gaussian noise to model 
image noise, and has a weak effect on the removal of 
speckle noise in SAR images. Therefore, this paper 
uses speckle noise as a sample to re-train and design 
a noise model that conforms to SAR images. It is 
mainly composed of a convolution neural network, 
which can remove a wider range of noise when pro-
cessing sampling operators. The experiment uses 
the speckle noise in the original real SAR image as 
input, and the network structure is shown in Figure 2.

The input Y consists of a reversible downsam-
pling operator, which reshapes the input image into 

Figure 2. The architecture of the FFDNet for image denoising.
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four downsampling images, and together with the 
noise level image, becomes the input of the convolu-
tion. The noise level image specifies a specific noise 
level for each pixel of the image, which is used to 
manage the trade-off between noise reduction and 
detail preservation in the case of spatially varying 
noise [16,19,20].

The size of input image Y is defined as W×H×C, 

subimage after downsampling is 4
2 2

W H C× × . Y rep-

resents the input image object, W denotes the pixel 
width of the image, and H represents the pixel height 
of the image. C is the number of channels of the im-
age, and is 1 in the SAR denoising model. Subimage 
and noise level graphs are connected together as the 

tensor of (4 1)
2 2

W H C× × + , which is used as the data 

input of CNN. 
CNN is composed of a series of 3 × 3 convolution 

layers, the first convolution layer is “Conv + ReLU”, 
the middle 15 layers are “Conv + BN + ReLU”, and 
the last Conv layer is “CONV”. Fill the feature map 
with zero to ensure the constant size of the feature 
map.

The output end is four denoised sub-images, 
which are restored to the original image after recon-
struction. According to the FFDNet [10] team, when 
SAR gray image noise reduction is used, the convo-
lutional layer of gray image is set to 15 layers, the 
feature mapping channel of gray image is set to 64, 
and the downsampling factor is set to 2.

We normalized the SAR input image without 
introducing additional errors in the calculation and 
without changing the information storage of the im-

age itself, and compressed the original image to the 
range of 0 to 1 by using Equation (1). yi represents 
the pixel value of the i-th pixel point corresponding 
to input image Y. max(y) and min(y) are respectively 
the maximum and minimum pixel values of the cor-
responding images. The denoising process is shown 
in Figure 3.

min( )
max( ) min( )

iy ynorm
y y
−

=
−

� (1)

In forward propagation, FFDNet uses residual 
learning to train a residual map, as shown in Equa-
tion (2):

( ; )i i iR y y xλ ≈ − � (2)

R(yi; λ) is the noise image predicted by the net-
work, λ is the network parameter used for training, yi 
is the original noise input image, and xi is the noise-
free label graph. N represents the number of pixels 
in the image. Δxi is the substitute quantity used for 
approximate calculations in the backpropagation, the 
mean square error is used as the loss function and 
quantified, as shown in Equation (3), and the adap-
tive moment estimation (Adam) algorithm is used to 
minimize the loss function.

2

1

1( )
2

N

i i
i

x x
N

λ
=

∂ = −∑ V �  (3)

( )i i i ix y R y x= − −V �  (4)
where N is the number of training samples.

After the network is trained on SAR images with 
speckle noise, the real dataset is sent to the trained 
FFDNet, and the new network parameters are used 
to weaken the noise in the image, and then the four 
sub-images that generate downsampling are restored 
to the original image.

Figure 3. The architecture of the FFDNet for image denoising.
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2.2 Logarithmic ratio operator and mean ra-
tio operator

The generation effect of the difference map has a 
significant impact on the results of change detection. 
Essentially, the process of generating a difference 
map involves using specific algorithms to identify 
discrepancies between two images, initially high-
lighting areas that have changed in SAR images and 
providing a basis for subsequent analysis of differ-
ence maps to obtain change detection results. The 
logarithmic ratio operator incorporates logarithmic 
operations into the ratio method, effectively convert-
ing multiplicative noise models into additive noise 
models [12]. The logarithmic ratio method is widely 
employed for acquiring difference maps. Howev-
er, this approach’s drawback lies in its tendency to 
amplify pixel contraction characteristics through 
logarithmic operations, potentially resulting in inad-
equate preservation or even blurring of edge pixel 
details.

2
2 1

1

log log logLR
XX X X
X

= = − � (5)

where X2 and X1 are input image information, the 
gray value in SAR image matrix is used in the calcu-
lation.

In order to avoid calculation error caused by zero 
pixel value in image XLR, the calculated pixel value 
in Equation (5) is added by 1, and the logarithmic 
ratio operator is obtained by Equation (6).

2
2 1

1

1log log( 1) log( 1)
1L

XD X X
X

+
= = + − +

+
� (6)

2 1

1 2

1 min( , )MR
X XX
X X

= − � (7)

By using the neighborhood information of pixels, 
the mean ratio operator replaces the texture feature 
value or gray value of the corresponding pixel by 
averaging the neighborhood pixel, which can sup-
press the speckle of a single pixel shape. Goodman [13] 
has proved that the noise in SAR images is speckle 
noise. In this paper, a relatively ideal log-ratio and 
mean-ratio operator is used as the difference operator 
in the experiment.

2.3 Clustering algorithm

When analyzing the difference map and generat-
ing change detection results, there are threshold algo-
rithms [23] and clustering algorithms [24]. Because the 
difference image cannot obtain an obvious boundary [25],  
and the clustering algorithm does not need to es-
tablish a sample model, it is more flexible than the 
threshold method and has been widely used. As is 
widely known in the scientific literature [20] mode-
ling for the difference image does not need any prior 
information about the data distribution of the differ-
ence image, and creates a feature space, and finally 
uses K-means clustering to generate detection re-
sults. Gong et al. [6] reconstructed the difference map, 
and then used the improved fuzzy local information 
C-means clustering to perform change detection. The 
following is an explanation of the clustering method 
used in this experiment. K-means algorithm is an 
early method used in clustering methods, which can 
quickly divide the data into multiple categories, and 
has a good clustering effect and universality. First, 
k initial clustering centers Ki are randomly select-
ed from the data pixel points, and the sum of the 
squares of the distances between the pixel points and 
the selected clustering center points is taken as the 
objective function.

2

1 1
( )

n m

i i
j i

d x K
= =

= −∑∑ � (8)

where xi is the traversal pixel, Ki is the cluster center 
initially randomly selected, n and m are the number 
of cluster centers and data dimension respectively. 
In this algorithm, Euclidean distance is used to cal-
culate the distance from the cluster center, and each 
sample is classified into the class with the smallest 
distance. In change detection, each pixel in the SAR 
image is classified as changed or unchanged under 
the objective function, that is, the label is designated 
as one of {0,1}. Finally, the center of mass of each 
class is calculated, that is, the average distance be-
tween each pixel in the class and the center, and the 
new center point is adjusted according to this, until 
the cluster center is no longer changed.

FCM forms the classification of specified data 
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by optimizing the minimum objective function [26], 
which is an improvement of K-means method and 
plays an important role in the field of data process-
ing and analysis [27]. In change detection, the method 
calculates the membership degree between each 
pixel and the cluster center, and makes the objective 
function obtain the minimum value, so that all pixels 
can be classified. It is realized in the process of iter-
atively calculating membership degree uij and cluster 
center vi.

Its objective function is:

2

1 1

c n
m
ij ij

i j
J u d

= =

=∑∑ 	�  (9)

where c is the specified number of categories, c = 
2 in the change detection experiment, n represents 
the number of pixels in the image, and uij represents 
the membership degree of the j-th pixel in the image 
belonging to the i cluster center. uij must satisfy the 
following two constraints.

1
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0 1
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m is the fuzzy weight index, and different fuzzy 
weight indices have an impact on the clustering re-
sults and the time complexity of the algorithm. The 
value of this parameter is usually [1.5, 2.5]. Pal et al. 
considered m = 2 to be the best through experimental 
verification [23], and we also adopted this parameter 
in the experiment. dij is the distance between the j-th 
pixel point and the i-th cluster center point, which is 
consistent with the K-means clustering idea. Euclid-
ean distance, which is simpler to calculate in two-di-
mensional data, is used for distance calculation.

22
ij j id x v= − � (11)

xj is the vector representation of the j-th sample 
point in the two-dimensional image, and vi is the 
cluster center of the i class.

The iterative calculation formula of membership 
degree and cluster center is as follows:
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U = [uij] is a matrix of c×n size composed of 
membership degree, V = [vi] is a matrix of n×c size 
composed of cluster center, and n is the total number 
of pixels used for the classification of images. In this 
paper, cluster classification is carried out for all pix-
els in well-registered images.

2.4 Evaluation 

The quantitative analysis of change detection re-
sults is set as follows:

PSNR (Peak Signal-to-Noise Ratio) is used to 
measure the difference between two images. This 
method is used to calculate the degree of difference 
between different difference graphs. The minimum 
value of PSNR is 0, and the larger the PSNR, the 
smaller the difference between the two images. The 
minimum value of SSIM [24] (structural similarity 
index) SSIM is 0 and the maximum value is 1. The 
larger the SSIM, the more similar the two images 
are.

FN (False Negatives): The number of changed 
pixels classified as non-changed pixels; FP (False 
Positives): Number of pixels that do not change. 
Total errors OE (Overall errors): Sum of missed 
FN and false alarms FP; PCC (Percentage Correct 
Classification): The ratio of the number of correct 
detections to the total pixels; Kappa coefficient [25] 
takes into account both correctly detected pixels and 
incorrectly detected pixels.

In the calculation of PCC and Kappa coefficient, 
two other indicators should be used: True Positive 
(TP): Change pixels are classified as the number of 
changed pixels; True Negative (TN): The number of 
non-changing pixels classified as non-changing pix-
els.

Num OEPCC
Num
−

= �  (14)
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Num can be represented as Num = TP + FP + 
FN + TN, which is the total number of image pixels; 
The closer the Kappa coefficient is to 1, the better 
the detection effect is.

In this paper, PSNR and SSIM were used to eval-
uate the similarity measure of the difference graph, 
and PCC and Kappa were used to compare the change 
detection result graph with the reference graph.

3. Experimental results and analysis

3.1 Research data and experimental scheme

The interaction between radar waves and the 
Earth’s surface, as observed through Synthetic Aper-
ture Radar (SAR) imaging technology, is significant-
ly influenced by the moisture content of the soil. The 
dielectric constant of wet soil is higher compared 
to dry soil, resulting in increased attenuation of mi-
crowave signals emitted by SAR sensors at specific 
frequencies and subsequently reducing the depth of 
penetration. At the same time, when SAR sensors 
are used for observation, the snow-covered surface 
shows distinct characteristics. The dielectric prop-
erties of snow differ from those of other materials 
found on land, resulting in changes in the levels of 
backscattering energy detected by SAR systems. Due 
to the fine-scale roughness of snow, freshly fallen 
snow typically has increased reflectivity. However, 
on a larger scale, fresh snow exhibits reduced reflec-

tivity because of volume scattering effects caused by 
ice crystals within the layer of snow.

To validate the practicality of the experiment 
under the aforementioned circumstances, two dis-
tinct sets of actual data were chosen for comparative 
analysis. The reference figure of the research area 
and changes is shown in Figure 4. The first set of 
experimental data size 301 × 301, SAR images taken 
by the European Remote Sensing 2 satellite of the 
Swiss capital Bern city (Bern). Figures 4a and 4b 
show the flood situation near the outskirts of Bern, 
the capital of Switzerland, taken in April 1999 and 
May 1999 respectively. Figure 4c is the reference 
map of changes.

The second group of experimental data, 256 × 
256, was captured by the Envisat satellite. As shown 
in Figure 5, a and b show the process of ice rupture 
on March 11, 2011 and March 16, 2011, respectively. 
The changes were mainly caused by the bending and 
breaking of the ice shelf due to huge sea waves [8], and 
Figure 5c is the reference diagram of the changes.

In order to prove the effectiveness of the change 
detection algorithm combined with the FFDNet 
denoising model, experiments were carried out on 
the above two real data. Firstly, the FFDNet model 
is used to pre-process the image denoising, and the 
globally optimized high-quality difference map is 
constructed. Secondly, the log-ratio difference op-
erator is constructed, and the performance of the 
mean-ratio operator in the experimental scheme is 
compared in the follow-up experiment. Finally, the 
difference map is classified and the final change de-
tection result map is generated. The experimental 

a b c
Figure 4. SAR image of Bern area.



95

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

environment was Inter Core i7-1160G7, a computer 
with 16G memory, and the experimental program-
ming language was Python.

3.2 Difference operator denoising results

Figures 6 and 7 are the results of de-noising 
through the FFDNet network, which inhibits speckle 
noise and makes the overall image smoother. Areas 
of change that are not caused by floods are more 
significant in the Bern dataset, and noise levels in 
the exposed sea surface in the Sulzberger dataset are 
reduced.

a b
Figure 6. Bern region denoisseurized image.

a b
Figure 7. Sulzberger region denoisseurized image.

The difference operator is the earliest method 
applied to change detection and the simplest one. In 
this section, to verify the validity of the proposed 
difference operator, the difference operator is used 
as the basic operator of the two-phase image, and is 
compared with the logarithm ratio, the mean value 
operator and the operator after FFDNet denoising, 
and the PSNR and SSIM values of the difference 
operator are calculated. The results are shown in 
Figure 8. The model proposed in this paper takes the 
average value of the whole image, and some details 
are lost in the flat region, resulting in a certain de-
gree of blur, but the speckle noise is obviously sup-
pressed.

Figure 8. Evaluation index of different difference operators in 
Bern and Sulzberger region.

3.3 Change detection results and analysis

The experimental results of Bern dataset are 
shown in Figure 9 and Table 1. Classical K-means 
clustering [25] and FCM clustering [11] algorithms 
generate more discrete noise points in Bern. As the 
basic clustering method does not consider other in-
formation of the data in the spatial space, it is more 

a b c
Figure 5. SAR image of Sulzberger area.
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sensitive to image noise. As can be seen from the 
figure, the original clustering method generates more 
discrete isolated points, and many missing units are 
also generated in the flood coverage area. Through 
feature dimension extraction, PCAKM [7] algorithm 
significantly reduces noise points, and makes image 
edges smoother, edges of changing subjects smooth-
er, and Outlines clearer. PCANet [2] has an obvious 
suppression effect on speckle noise after pre-classifi-
cation, but the main content is also compressed to a 
certain extent, and part of the change information is 
lost, so the effect on Kappa index is low.

Sulzberger datasets are shown in Figure 10 and 
Table 2 in several experimental results. The classical 
K-means clustering and FCM clustering algorithms 
produced more fissures where the main Sulzberger 
glacier was melting. The PCAKM [7] algorithm has 
improved the crevasses in major places and enhanced 
the smoothness of the glacier edge. The result of 
PCANet [2] still has some deficiencies compared with 
the reference figure.

Table 1. Metrics of Bern dataset.

Method FP FN OE PCC Kappa
K-means 360 326 686 99.24 70.35
FCM 162 554 716 99.21 62.29
PCAKM 179 150 329 99.64 85.75
PCANet 434 31 465 99.49 75.37
FFDNet-K 94 193 287 99.68 86.86
FFDNet-F 83 214 297 99.67 86.20

Table 2. Metrics of Sulzberger dataset. 

Method FP FN OE PCC Kappa
K-means 1411 610 2021 96.92 90.31
FCM 1376 624 2000 96.95 90.40
PCAKM 1111 768 1879 97.13 90.87
PCANet 473 739 1212 98.15 94.04
FFDNet-K 270 837 1107 98.31 94.47
FFDNet-F 1038 246 1284 98.04 93.84

The Kappa coefficient of PCANet on Bern da-
taset is 5.02 and 13.08 higher than that of K-means 
clustering and FCM clustering algorithm, respective-
ly, but the detection accuracy is slightly improved 

(a) K-means (b) FCM (c) PCAKM

(d) PCANet (e) FFDNet-K (f) FFDNet-F
Figure 9. Change detection maps were obtained by using different methods for multi-temporal images in Bern.
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compared with the improved K-means clustering, 
that is, PCAKM algorithm. In Sulzberger dataset, it 
is 3.73 and 3.64 higher than K-means clustering and 
FCM clustering algorithm, respectively, and 3.17 
higher than PCAKM algorithm. The experimental 
results show that the robustness to speckle noise can 
be improved by using PCANet algorithm, but there 
will be significant differences in different actual situ-
ations, and the actual content of the changing subject 
will be compressed in different degrees. The value of 
K-means and FCM after combining FFDNet in the 
OE index decreased significantly, and the content of 
the change detection results was complete, with good 
results in denoising and detail retention. Meanwhile, 
the robustness of the clustering algorithm to the 
noise in the difference map was improved. The Kap-
pa coefficient of the improved results is significantly 
increased, indicating that the proposed method is su-
perior to other methods. 

3.4 Difference operator and result analysis

Different difference operators have a medium 
to significant impact on the final change detection 
results [1], and the logarithmic ratio operator is used 
for subsequent classification in the experiment in 
Section 3.2. In order to verify the effectiveness of the 
method in this paper on other difference operators, 
the logarithmic ratio [31] and mean ratio [32] operators 
are compared in the clustering method, and the ex-
perimental results are shown in Tables 3 and 4. There 
are certain differences in the experimental results of 
the datasets using different difference operators. The 
overall results of the mean ratio operator in the two 
real datasets are lower than the logarithmic ratio. 
After the introduction of FFDNet spatial denoising, 
the Kappa coefficient is improved, and the maximum 
increase is 35.84 in the K-means method in the Bern 
dataset; the overall increase is 2.00 in the PCNet 
network. After the FFDNet is used to preprocess the 

(a) K-means (b) FCM (c) PCAKM

(d) PCANet (e) FFDNet-K (f) FFDNet-F
Figure 10. Change detection maps were obtained by using different methods for multi-temporal images in Sulzberger.
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input original image in the spatial domain, the meth-
od in this paper is helpful in improving the Kappa 
coefficient in the two classical difference operators.

Table 3. Kappa coefficient of the Bern dataset in the mean-ratio.

Kappa Non-FFDNet FFDNet

K-means 23.30 59.14

FCM 5.90 17.58

PCAKM 37.88 58.45

PCANet 2.00 4.00

Table 4. Kappa coefficient of the Sulzberger dataset in the 
mean-ratio.

Kappa Non-FFDNet FFDNet

K-means 83.87 84.03

FCM 82.34 84.30

PCAKM 90.85 91.56

PCANet 8.00 10.00

4. Discussion
The method of SAR change detection allows for 

the quick identification and analysis of potential 
pollutants or abnormal conditions in water bodies by 
comparing image data at different time points. This 
approach facilitates prompt intervention by relevant 
authorities to ensure the safety of water sources, 
while also providing a scientific basis for environ-
mental management and governance. Moreover, this 
technique can monitor real-time variations in param-
eters such as liquid level, flooding status, and soil 
moisture content within aquatic regions like lakes 
and rivers. Such information is particularly vital for 
the efficient allocation and administration of water 
resources, especially during emergency response 
efforts or disaster relief operations. Hence, we have 
chosen the widely-utilized Bern dataset as the focus 
of our research in this study.

The high mountain cryosphere is an extreme-
ly vulnerable and sensitive ecosystem on Earth, 
which has significant implications for global climate 
change [33]. To gain a comprehensive understanding 
and effectively monitor changes in this region, it is 

essential to utilize appropriate technological tools. 
Synthetic Aperture Radar (SAR) technology utilizes 
electromagnetic wave reflections to provide exten-
sive and continuously updated data of high quality. 
This technology plays a crucial role in studying the 
high mountain cryosphere. Additionally, researchers 
can investigate the impact of climate change on this 
ecosystem by analyzing long-term trends in snow 
coverage using historical records of multi-temporal 
satellite imagery. Therefore, we have chosen repre-
sentative Sulzberger ice sheet data for our research 
paper to conduct change detection experiments and 
validate our analyses.

The present study emphasizes the optimization 
of two pivotal factors: the construction of disparity 
images and the clustering methodology. Through 
meticulous construction of disparity images coupled 
with the implementation of an efficient clustering 
technique, it becomes feasible to attain enhanced de-
tection accuracy in change detection, particularly for 
real synthetic aperture radar (SAR) imagery signifi-
cantly impacted by speckle noise. In order to evalu-
ate the effectiveness of the suggested methodology, 
extensive experiments were carried out on two sets 
of well-known SAR images that are known for their 
significant interference caused by speckle noise. The 
results confirm that our approach successfully reduc-
es speckle noise and outperforms existing techniques 
when assessed using robust metrics like the Kappa 
coefficient.

The utilization of SAR change detection is a sig-
nificant approach with substantial benefits. It aids 
in enhancing our comprehension of intricate and 
nuanced dynamic procedures within a specific area, 
while also facilitating early detection and control of 
natural calamities. Moreover, it offers valuable re-
sources for comprehending worldwide concerns like 
climate change.

5. Conclusions
To improve detection accuracy and effectively re-

duce speckle noise, a new method is proposed in this 
study. It involves the integration of transfer learning 
by incorporating the gray-level weights suggested 
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by the FFDNet team. The FFDNet is utilized as a 
denoising network to alleviate the noise present in 
the initial input Synthetic Aperture Radar (SAR) im-
ages. In order to enhance the model’s performance, 
we integrate SAR graphics containing speckle noise 
during the retraining phase. This additional training 
helps fine-tune the model specifically for SAR imag-
es impacted by mild speckle noise, thereby improv-
ing its ability to handle such complex situations.

In conclusion, significant results have been 
achieved in processing SAR images with speckle 
noise by using FFDNet as a denoising network, 
optimizing the construction of difference images, 
and employing clustering methods. These research 
findings can not only be widely applied to change 
detection tasks in the field of remote sensing but also 
provide valuable references for other related fields.
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ABSTRACT
The Berg River Catchment based in the Western Cape Province, South Africa services the greater Cape Town 

area with water, subsequent to supplying the vast agricultural activities that exist in the middle and the lower reaches. 
This study thus investigates the hydrogeochemical interactions between surface and groundwater in the Berg River 
Catchment with the aim of establishing trends and transfer of constituents between the surface and groundwater 
systems, investigates the role that geology plays in water chemistry as well as identifies the geochemical processes 
controlling surface and groundwater chemistry in the catchment. This study was carried out using three types of 
research designs namely i) experimental research design; ii) field research design and meta-analysis research design. 
Furthermore, the study made use of hydrochemical data ranging from 2003 to 2013 obtained from the National Water 
Monitoring Database owned and maintained by the Department of Water and Sanitation and data that were sampled in 
2016 by authors and analyzed using the ICP-MS Technique Ground Water Chart, Arc-GIS and Geosoft (Oasis Montaj) 
were further employed to model the data. The results indicated that: i) in the Upper Berg there is not much interaction 
and transfer of constituents between surface and groundwater; ii) the Middle Berg, however, indicated a degree of 
interaction with the sharing of constituents between the two water systems and iii) the Lower Berg indicated only NaCl 
water type also noting that the area situated near the river mouth whereby there is the mixing of river and seawater.
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1. Introduction
It is well established that the quality of freshwa-

ter resources has been and still is deteriorating at an 
escalated rate globally affecting the chemical, physi-
cal and biological composition of water. As a result, 
fresh water has thus become a rare commodity that 
is crucial for the survival of any living organism 
on Earth [1]. Fresh water is found in groundwater 
aquifers and surface water resources such as rivers, 
streams, lakes and dams however, these resources 
only comprise 0.3% of fresh water that is available 
for human consumption out of the 71% of water that 
constitutes the earth [2].

The remaining quantity of water found in oceans 
and seas requires expensive processes of desalination 
in order to become potable for human use. Accord-
ing to Khatri, N. et al. [2], the deteriorating quality of 
fresh water is escalating the already existing problem 
of water scarcity and in the near future the demand 
will surpass the supply of fresh water.

The surface and groundwater quality is a function 
of natural setup and processes as well as anthropo-
genic activities collectively. According to Khatri, N. 
et al. [2], human influences towards the quality of wa-
ter are a result of economic activities such as the ap-
plication of fertilizers, irrigation, construction sites, 
mining operations, sewage and industrial discharge, 
leaching of contaminants from land fill sites and 
feedlots of livestock farming amongst many others. 
On the other hand, groundwater quality is influenced 
by the leaching of organic matter and nutrients from 
soil, weathering of bedrock minerals, atmospheric 
processes involving evapotranspiration, deposition of 
dust and salts by wind or water. All these processes 
possess a great potential to introduce contaminants in 
both surface and groundwater systems [2]. Both water 
systems can further be influenced by physiographi-
cal factors such as topography, land cover, climate, 
stream geomorphology, as well as the positioning of 
surface water features relative to subsurface water 
flow paths in catchments [3].

As a result, effective water quality management 
requires a thorough understanding of how and why 
chemical composition varies across the catchment. 

Understanding these many forces playing a role in 
water quality is thus essential for the development of 
effective water quality management strategies as per 
Section 9 of the South African National Water Act, 36 
of 1998. According to Lintern, A. [1], immense stud-
ies linking anthropogenic activities and water quality 
have been conducted in the Berg River Catchment 
(referred to as BRC hereto). However, there have been 
fewer studies on the natural setting particularly geol-
ogy and soil types influencing the chemistry of water 
in the BRC. This research thus aims to lessen this 
gap by discussing the hydrogeochemical interactions 
between surface and groundwater with respect to geo-
logic settings and soils in the BRC. This study intends 
to be of good use to water users, catchment managers 
and researchers to develop water quality management 
strategies and models.

2. Study area

2.1 Location of study area

The Berg River Catchment is found in the West-
ern Cape Province broadening about 270 km from 
Jonkershoek and Franschhoek mountains flowing in 
a north westerly direction where it discharges into 
the Atlantic Ocean at Laaiplek [4,5] (Figure 1). From 
the head waters, the river flows north and joins with 
the Franschhoek River in the Franschhoek valley 
where it is further merged by two more tributaries: 
the Wemmershoek River to the east and the Banhoek 
River to the west [4].

Furthermore, the Berg River flows through Paarl 
and Wellington where it is joined by the Krom River 
tributary from the eastern direction [6]. In the north of 
Wellington, the Berg River is connected to several 
other tributaries namely: Klein Berg River, Kompan-
jies River and the Twenty Four Rivers [4,5]. Further 
southwards it is joined by the Boontjies River where 
it begins to flow westwards between the Obiekwa 
and Voëlvlei mountains into the Berg River Valley 
and joins the Berg River to the west of Saron [6,7]. 
The Berg River then flows over the Misverstand 
Weir in which upstream of the weir, the river is 
joined by the tributaries that drain the areas north of 
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Porterville and Moorreesburg [4]. The river then flows 
in a north-westward direction and drains into the At-
lantic Ocean at Velddrift [4,5,7].

Figure 1. Location of the Berg River Catchment (BRC). 

2.2 Land-use activities

The land use in the BRC can be divided into four 
types namely: i) agriculture which comprises about 
+60% of the catchment; ii) natural which takes a 
further +36% of the catchment; iii) urban settlements 
which take up about +2.5% and iv) forestry which 
is about, 1% [8]. Furthermore, the agricultural land is 
further divided into two sectors namely i) dry land 
farming activities which comprise about 53% as well 
as ii) irrigated land which takes up +7%. The catch-
ment, however, has recently experienced high a vol-
ume of population increase which results in urbani-
zation in the Paarl, Tulbagh and Wellington areas [8].

2.3 Topography, rainfall and flow regimes of 
the catchment

The topography of the BRC varies greatly from 
the head waters to the mouth of the river, thus re-
sulting in the great variability of the flow. According 
to Clark, B. et al. [9], the upper reaches of the Berg 
River are hydraulically very steep with an average 
bed slope of 0.67% down to Paarl. From Paarl, the 
river profile flattens, with an average bed slope to 
the estuary of 0.045%. According to Madlala T.E. [3], 
the topography ranges between minimum, mean, and 

maximum elevations of 213 m, 238 m, and 1500 m 
above sea level respectively. The highest elevation 
is found at the head waters with mountainous terrain 
and flattens towards the river mouth into the Atlantic 
Ocean. It is worth note taking however that the BRC 
is mostly flat in terrain.

The catchment receives the most rainfall in win-
ter due to its Mediterranean climate, though the pre-
cipitation distribution varies greatly in the extent of 
the catchment [9]. According to research by Clark, B. 
et al. [9], the BRC receives the Mean Annual Precip-
itation (MAP) that is usually above 1500 mm in the 
southern parts of the catchment but decreases stead-
ily to less than 500 mm further northwards towards 
the mouth of the river. The MAP then drops further 
to below 300 mm at the river mouth in Veldrift [10]. 
There are significant seasonal variations in monthly 
evaporations which fall typically between 40 mm 
and 50 mm in winter and 230-250 mm in the summer 
months [10]. Furthermore, the Mean Annual Evapora-
tion (MAE) in the southern and western regions of 
the catchment ranges from 1400 mm to over 1600 
mm in the northeast [4]. The topography of the BRC 
varies greatly from the head waters to the mouth of 
the river, thus resulting in the great variability of the 
flow. 

2.4 Geology and soils

The geology of the BRC comprises four groups 
namely: a) the Table Mountain Group (TMG), b) 
the Malmesbury Group (MG), c) the Cape Granite 
Suite (CGS) and d) the Klipheuwel Group (KP). The 
catchment is however dominated by TMG and MG 
therefore the CGS and KG form a relatively small 
component of the total geology of the BRC [9]. The 
upper reaches of the BRC consist of a combination 
of CGS and TMG in areas between Franschhoek 
and Paarl. According to research by the Council for 
Geoscience [11] (Geology Map of South Africa), the 
lithology includes the medium to fine grained granite 
and granodiorite with subordinate syenite, gabbro, 
diorite and quartz porphyry. The TMG nonetheless 
dominates the uppermost reaches of the catchment. 
There are two geologic formations making up the 
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TMG in the BRC namely: a) Nardow Formation and 
b) Peninsula Formation [3]. The Narrow Formation is 
made up of white coarse-fine-grained, thick-bedded 
pebbly quartz arenites, thin-bedded feldspathic and 
ferruginous sandstone, subordinate shale and silt-
stone.

Furthermore, the Peninsula Formation is made 
up of pebbly quartz arenites, diamictite, minor con-
glomerate, mudrock, siltstone and shale. As Madlala, 
T.E. [3] further summarized the abovementioned, 
the author noted that the two formations comprise 
primarily of chemically inert granite, quartzitic 
sandstones, relatively mineralized siltstones, shale, 
and mudstones. Madlala, T.E. [3] further highlighted 
that the dominant formation in the upper reaches is 
the Peninsula Formation. A layer of alluvium in the 
valleys covers these formations and constitutes the 
primary aquifer material in the catchment [3,9].

The MG is the most dominating group of rocks 
in the middle-lower areas of the catchment such as 
Darling, Moorreesburg, Piketburg, and Porterville as 
well as the areas towards the river mouth [9]. Accord-
ing to Kisters, A. [12], the rocks of the MG are largely 
marine sediments, shales and greywackes that were 
deposited in a near-shore to deep-water environment. 
Structurally, the rocks of the Malmesbury Group are 
folded and also consist of faults [12]. The faults stretch 
up to numerous kilometer-wide fault zones and are 
generally thought to disconnect three structurally 
and lithologically distinct formations comprising 
the southwestern Tygerberg, central Swartland and 
northeastern Boland terranes.

The Swartland Formation is the dominant domain 
compared to Boland Formation within the Malmes-
bury Group separated by Wellington fault. There-
fore, Boland Formation is found east of Swartland in 
areas such as Piketberg, Porterville and Tulbagh and 
comprises units such as greenstone, dolomite, chert, 
quartz-serecite and graphite schist [11,12]. Swartland 
Formation on the other hand is found in areas such 
as Moorreesburg, Malmesbury, Hopefield and the 
areas in the lower reaches towards the river mouth 
and consists of quartz-serecite, chlorite, schist and 
phyllite [11].

There have been numerous claims that groundwa-
ter quality in the Berg River Catchment is generally 
quite poor in the middle-lower reaches of the catch-
ment owing to the geologic setting of the MG [8,13]. 
Clark, B. et al. [9] added that groundwater quality is 
controlled by, amongst other factors, lithology, resi-
dence time and rainfall. Aquifers consisting of rocks 
of the MG generally yield poor quality groundwater 
with a NaCl character and an EC fluctuating between 
100 and 1000 mS/m.

3. Methodology
This study was carried out using three types of 

research designs namely i) Experimental research 
design; ii) Field research design and iii) Meta-analy-
sis research design. The primary data were obtained 
from published scientific journals and books, and 
governmental institutions. The data were analyzed 
and incorporated into the literature to explain the ge-
ology, hydrology and geohydrology of the area. The 
surface and groundwater data from 2003 to 2013 
were obtained from the National Water Monitoring 
Database owned by the Department of Water and 
Sanitation in South Africa (Figure 2). The 2016 data 
was sampled by the authors is depicted in Figure 3.

Figure 2. Department of water and sanitation surface and 
groundwater localities.
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Figure 3. 2016 surface water samples locality collected by authors.

The surface water samples were collected in 2016 
during the dry season. The samples were collected 
from the head waters (Berg River Dam) to the mouth 
of the river (Laaiplek) by means of grab sample tech-
nique. The samples were collected from 23 different 
locations in the river extent using plastic bottles of 
125 mL. Each bottle was labeled by a unique iden-
tity (numbers i.e. S1, S2 etc.). To ensure accuracy 
and avoid cross contamination of the samples, the 
bucket used to collect water samples was first rinsed 
with deionized water and secondly rinsed with the 
water from the river before taking the actual sample. 
When both the bucket and the bottles were rinsed 
with deionized water, they were further rinsed again 
with sample water prior to final sample collection 
and bottling. This procedure was performed at each 
sample location to avoid contamination of samples.

Physical parameters (TDS, salinity, pH, EC and 
temperature) were immediately analyzed in-situ 
using M99720 Combo Water Meter in order to get 
the original nature of the sample. The water meter 
was also rinsed with deionized water prior to tak-
ing physical parameter readings from sample water. 
Thereafter, the samples were stored in cooler boxes 
whereby the chemical parameters were analyzed in 
24-72 hours at the Stellenbosch University (ICP-MS 
and XRF Laboratory) for the analysis of chemical 

parameters (nitrates, calcium, magnesium, sodium, 
potassium, chloride, sulphates and bicarbonates).

3.1 Analysis method for cations (Ca++, Mg++, 
Na+, K+) using Perkin Elmer ICP-OES Opti-
ma 5300 DV

This method describes multi-elemental determi-
nations by ICP-OES using a simultaneous optical 
system with axial and radial viewing of the plasma. 
The instrument measures characteristic emission 
spectra by optical spectrometry. Samples were nebu-
lized and the resulting aerosol was transported to 
the plasma torch. Element-specific emission spec-
tra were produced by radio-frequency inductively 
coupled plasma. The spectra were dispersed by an 
echelle polychromator, and the intensities of the 
emission lines were monitored by segmented-array 
charge-coupled detectors. Simultaneous background 
correction was performed for each element. The po-
sition selected for the background-intensity measure-
ment, on either or both sides of the analytical line, 
was determined by the complexity of the spectrum 
adjacent to the analyte line.

3.2 Analysis method for Anions (Cl, SO4 and 
HCO3) using thermo fischer scientific gallery 
plus discreet analyser

The Gallery Plus Discrete Analyser is designed 
to selectively analyse chloride, nitrate and sulphate 
in water samples based on photometric principles 
where colour-forming complexing reagents were 
added to a sample to produce a unique coloured solu-
tion for each analyte to be determined. Each unique 
colour was measured at a specific wavelength where 
colour intensity (absorbance) was directly propor-
tional to the concentration of the analyte.

3.3 Surface water hydrochemical analysis

The samples collected in 2016 were analysed 
using Waters 717 autosampler, conductivity detector 
and Waters 2410 pump, controlled with Waters Em-
power software. An IC Pak A column was used with 
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a Lithium Borate/Gluconate eluent, conductivity 240 
μS consisting of 20 mL Lithium Borate Gluconate 
concentrate (34 g Boric acid, 23.5 mL d-Gluconic 
acid, 8.6 g Lithium hydroxide monohydrate, 250 
mL Glycerin, filled up to 1 litre with Milli-Q water), 
10 mL n-Butanol, 120 mL Acetonitrile filled up to 1 
litre with Milli-Q water. A 5 μL sample was injected 
for analysis at a flow rate of 1.2 mL/min.

3.4 Mapping and modeling

Mapping and modelling were done by the use 
of GW Chart, ArcView and Oasis Montaj (Geosoft) 
Software packages. GW-Chart is a software program 
used for creating specialized graphs in groundwa-
ter studies. The program can create several types 
of graphs such as piper diagrams and hydrographs 
which were created for this study to provide more 
understanding of the sample results. To create the 
piper diagrams, raw data from the laboratory which 
is usually expressed in milligrams per litre “mg/L” 
units were organized into the Excel spreadsheet and 
then added onto the GW Chart to create piper plots.

ArcView comprises one of several ArcGIS soft-
ware that are used for mapping. This software was 
used in this study for the creation of maps that were 
used to indicate the direction of water flow, sampling 
points (location), correlation, trends as well as vul-
nerable areas that are more prone to contamination. 
The maps were created using an Excel spreadsheet 
and base maps by means of shapefiles which were 
obtained from the Department of Rural Develop-
ment. The Excel spreadsheet contains the correct 
sampling location (XY coordinates), sample identity 
and sample contents (chemical parameters) with con-
centration. The base maps consist of the following 
layers: rivers, provincial layers, towns and catchment 
layers. Oasis Montaj software was used to grid the 
Nitrates concentrations in both surface and ground-
water data to establish the trends and correlations. 
The color intensity and scale were used to denote the 
concentration magnitude of the analytes understud-
ied. 

4. Results and discussion

4.1 Groundwater and surface water hydro-
chemical facies correlation

The data from both surface and ground water 
were grouped according to their geographical loca-
tions as explained below (Table 1):

SW1, SW12, BH3, BH4, BH6 and BH11 surface 
and groundwater hydrochemical correlation

The above sample points are in the G10A+B qua-
ternary catchment in the BRC headwaters where the 
lithology is mostly dominated by sandstones of the 
Table Mountain Group. The hydrochmeical facies 
deduce that all the above-mentioned samples are 
NaCl type. This suggests that the NaCl in the BRC 
may have originated from the rocks such as siltstone 
and sandstone which exists in the upper Berg. It can 
further be observed that surface water samples have 
both NaCl and Mixed-CaMgCl while groundwater 
has three additional water types to those of surface 
including CaHCO3, Mixed CaNaHCO3 and CaCl. It 
can thus be said there is little to no interaction and 
transfer of constituents as the water types found in 
groundwater are not present in surface water. Fur-
thermore, the Mixed-CaMgCl water type in ground-
water is only found in BH3, which further suggests 
that there may be other factors contributing to the 
presence of this water type in BH3 as it does not oc-
cur in other borehole data (Figure 4).

SW4 and BH14 surface and groundwater hy-
drochemical correlation

SW4 and BH14 are in an area in the G10C qua-
ternary catchment where the underlying geology 
is predominantly of granitic rocks, most of those 
belonging to the Cape Granite Suite. Based on the 
hydrochemical facies, there is very little movement 
of water from the surface into groundwater, but rath-
er a recharge of surface water by groundwater. The 
borehole waters in this area recorded only NaCl wa-
ter type while surface waters reflected both NaCl and 
Mixed-CaMgCl, meaning, this water type does not 
originate from groundwater but from other factors.
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Table 1. Summary of groundwater and surface hydrochemical facies.

Borehole ID Hydrochemical facies Surface point ID Hydrochemical facie

1.	 BH1 NaCl 1.	 SW1 NaCl; Mixed-CaMgCl
2.	 BH2 NaCl ; Mixed CaMgCl 2.	 SW2 NaCl
3.	 BH3 CaHCO3; NaCl; Mixed CaNaHCO3; Mixed CaMgCl 3.	 SW3 NaCl; Mixed-CaMgCl
4.	 BH4 CaHCO3; Mixed CaNaHCO3; NaCl 4.	 SW4 NaCl; Mixed-CaMgCl
5.	 BH5 NaCl 5.	 SW5 NaCl; Mixed-CaMgCl; CaHCO3

6.	 BH6 NaCl; CaHCO3; Mixed CaNaHCO3 6.	 SW6 NaCl; Mixed-CaMgCl
7.	 BH7 NaCl 7.	 SW7 NaCl; Mixed-CaMgCl; CaHCO3

8.	 BH8 NaCl 8.	 SW8 NaCl
9.	 BH9 NaCl 9.	 SW9 NaCl
10.	BH10 NaCl 10.	SW10 NaCl
11.	BH11 NaCl ; CaHCO3 ; CaCl 11.	SW11 NaCl
12.	BH12 NaCl ; CaHCO3 12.	SW12 NaCl; Mixed-CaMgCl; CaHCO3

13.	BH13 NaCl 13.	SW13 NaCl
14.	BH14 NaCl 14.	SW14 NaCl; Mixed-CaMgCl
15.	BH15 NaCl 15.	SW15 NaCl
16.	BH16 NaCl; Mixed CaMgCl 16.	SW16 NaCl
17.	BH17 Mixed CaMgCl; NaCl 17.	SW17 NaCl
18.	BH18 Mixed CaMgCl; NaCl 18.	SW18 NaCl
19.	BH19 NaCl
20.	BH20 NaCl

Figure 4. Groundwater chemistry data plot.
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SW13, SW15, BH2, BH15 and BH17 surface 
and groundwater hydrochemical correlation

The correlation of the above-mentioned samples 
suggested very little interaction of water between 
the two hydrological components. The groundwater 
data indicated similarities amongst the boreholes 
which vary from the surface waters. BH2 and BH17 
have both NaCl and Mixed-CaMgCl types; however, 
BH15, SW13 and SW15 have only NaCl water type 
(Figure 5).

SW11, SW14, BH8, BH18 and BH19 surface 
and groundwater hydrochemical correlation

The above samples indicated the presence of 
NaCl and Mixed-CaMgCl water types, therefore it 
can be said that there is reasonable interaction be-
tween the surface and groundwater in this G10F qua-
ternary catchment.

SW8, BH10 and BH12 surface and groundwa-
ter hydrochemical correlation

With reference to the hydrochemical facies, it 

can be said there is little interaction and transfer of 
constituents amongst the above samples. All sample 
points have NaCl water type. However, BH12 fur-
ther shows the presence of CaHCO3 water type.

SW17 and BH5 surface and groundwater hy-
drochemical correlation

The two sample points above are in the G10L 
quaternary catchment and both have NaCl water 
type. It is also worth note-taking that the two sam-
ple points are located nearer to the river mouth and 
therefore, the presence of saline water is inevitable.

SW18, BH1, BH13 and BH20 surface and 
groundwater hydrochemical correlation

Like those of the G10L quaternary catchment, 
SW18, BH1, BH13 and BH20 are also located in the 
G10M quaternary catchment, very close to the river 
mouth into the Atlantic Ocean and as such the dom-
inant NaCl water type is highly inevitable. All the 
sample points in the G10M indicated no other water 
type than NaCl.

Figure 5. Surface water chemistry data plot.
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SW3, SW9, SW10, SW16, BH7 and BH9 sur-
face and groundwater hydrochemical correla-
tion

All the above sample points indicated none other 
than NaCl water type except for BH3 which reflected 
both NaCl as well as Mixed-CaMgCl. The presence 
of Mixed-CaMgCl therefore suggests another factor 
contributing to its presence as well as no movement 
of water from surface into groundwater as this water 
type is not detected in the groundwater.

SW2, SW5, SW6 and SW7 surface and ground-
water hydrochemical correlation

These surface water samples could not be cor-
related with groundwater samples as there were no 
available groundwater data in the same vicinity (Ta-
ble 2).

4.2 Surface and groundwater nitrates varia-
tions in the Berg River Catchment

The data from both surface and groundwater were 
grouped according to their geographical locations as 
explained below: 

SW1 surface and groundwater nitrate correla-
tion

The SW1 sample recorded nitrate concentrations 
that exceeded the permissible drinking water stand-
ards as stipulated in the SANS 241-1 2015 for more 
than half the years involved in this research. In most 
years, however, the values were just below 1.2 mg/L  
which is negligible. Only on two occasions were 
the SW1 sample point recorded just above 2 mg/L  
and 8.6 mg/L in 2008. This indicates that there may 

have been accidental discharges or releases of ex-
cess nitrates into the river by either malfunctioning 
Wastewater Treatment Works (WWTW) or agricul-
tural activities as the area is highly cultivated with 
various types of grapes and stone fruits. On the other 
hand, however, the report by Cullis, J.D.S. et al. [8]  
rules out the possibility of the Franschoek and 
Wemmershoek areas being the possible sources of 
nitrates as they are not listed as part of those which 
are worst performing in the catchment. The report by 
the DWAF [6] nonetheless indicated that agricultural 
practices in the area may be the most possible source 
of excess nitrates by means of fertilizer application 
and eventually run-off into the river.

Nonetheless, the boreholes (BH3, BH4, BH6 and 
BH11) in the same area have not recorded nitrates 
above 1 mg/L, although the DWAF [6] report indicat-
ed the area of Franshoek and Wemmershoek as one 
of those highly irrigated in the catchment, the bore-
holes have very low nitrates (Figures 6 and 7). This 
suggests that the river water used for irrigation may 
be treated prior to irrigation.

BH14 and BH16 surface and groundwater ni-
trates correlation

The two boreholes showed more than 80% higher 
nitrate concentrations with BH16 taking the lead. 
The boreholes are located in the vicinity of Paarl 
which is industrialized, cultivated and also consists 
of residential areas. The Berg River around the area 
of Paarl has been recorded to have slightly bad qual-
ity of water due to many activities taking place as 
well as non-compliant WWTW which discharge into 
the Berg River [6]. The possible source of the nitrates 
however points to agricultural activities by means of 

Table 2. Correlation of excessive surface water and groundwater nitrate data.

Quaternary catchment—Location Surface sample ID Boreholes ID
G10A—Franschhoek SW1 -
G10C—Paarl - BH14 and BH16
G10D—Wellington SW13 and SW15 -
G10F—Riebeek Kasteel SW11 and SW14 BH8, BH18 and BH19
G10H—Porterville & Piketberg SW8 -
G10J—Mooreesburg SW3, SW9, SW10 and SW16 -
G10M—West Coast - BH1 and BH20



111

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

irrigation and not fertilizer application as the surface 
water sample point only recorded 1.7 mg/L once in 
11 years. The SW4 sample has shown nitrates values 
less than 1 mg/L in 10 out of 11 years involved in 
this research. Another possible explanation for the 
high nitrates in the boreholes can be pointed to the 
broken sewage infrastructure (pipes in particular) 
which may leak into the groundwater system.

SW13 and SW15 surface and groundwater ni-
trates correlation

SW15 had shown nitrates above 1mg/L in only 
one incident out of the 11 years of sampling. This 
suggests an accidental discharge by means of dam-
aged sewage infrastructure. On the other hand, 
SW13 indicated high values of concentrations in 7 

Figure 6. Groundwater NO3
-+NO2

-.

Figure 7. Surface water NO3
-+NO2

-.
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out of 11 years. This therefore suggests a constant 
feeder of nitrates into the river such as an ailing 
sewage system and damaged sewage infrastructure. 
SW13 is situated adjacent to an area dominated by 
informal settlements and has an ailing wastewater 
infrastructure like most informal settlements in the 
country. The sewage run-off (overflowing manholes) 
directly into the Berg River as it passes adjacent to 
the informal settlement. Although SW13 and SW15 
are in the same quaternary catchment, recorded high-
ly variable nitrates suggest a significant dilution and 
or the presence of marine organisms which consume 
the parameter at hand. Furthermore, the boreholes 
(BH2, BH15 and BH17) have shown a record of 
very low nitrate concentrations contrary to surface 
data. This may be due to the fact that there are no 
agricultural activities in the vicinity and further there 
may be significantly low or no interchange of surface 
and groundwater.

SW11, SW14, BH8, BH18 and BH19 surface 
and groundwater nitrates correlation

These sample points showed moderately high ni-
trate concentrations. The area is also highly cultivat-
ed and irrigation with river water is highly practiced. 
The possible source of nitrates in surface water can 
be pointed to the application of fertilizers which is 
transported to the Berg River by run-off. It is also 
worth noting that the farms in this area are adjacent 
to the Berg River; as a result, fertilizers are easily 
leached into the river. In addition, the boreholes in 
the area have also shown significant concentrations 
of nitrates with BH18 going up to 16.8 mg/L of ni-
trates. This notion therefore suggests that there is 
irrigation with the untreated river water and insig-
nificant dilution in groundwater compared to surface 
water.

SW8 surface and groundwater nitrates correla-
tion

This sample point only recorded on one occa-
sion values exceeding 1 mg/L of nitrates. This may 
have been due to an accidental discharge of sewage 
around the area.

SW3, SW9, SW10 and SW16 surface and 
groundwater nitrates correlation

SW3 recorded values exceeding the permissible 
limits only in 2 out of 11 years and SW9 in 3 out of 
11 years. Such inconsistencies point to accidental 
discharges such as overflowing manholes. SW10 
and SW16 on the other hand have moderately high 
nitrate concentrations compared to SW3 and SW9. 
All the surface samples stated above are situated 
in an area that is highly cultivated. Therefore, the 
application of fertilizers is the most possible source 
of excessive nitrates in the river in the vicinity. In 
addition, the area is dominated by farmhouses and a 
small informal settlement of the farm workers. Most 
of the farmhouses use septic tanks whereas areas like 
other areas use the oxidation ponds as their sewage 
system and discharge directly into the Berg River. 
The sewage discharge from the area’s oxidation 
ponds, however, cannot be pointed as the leading 
source of excessive nitrates in the river as it has not 
been listed as one of the worst performing [8].

There is however no corresponding groundwater 
data which have recorded abnormal nitrate concen-
trations in the vicinity. BH7 and BH9 in the area 
have indicated significantly low nitrates throughout 
11 years. This further indicates little or no inter-
change of surface and groundwater as there is no 
evidence of an exchange of constituents. In addition, 
the low nitrates in the borehole data may also sug-
gest that irrigation is practised with treated water.

BH1 and BH20 surface and groundwater ni-
trates correlation

BH1 and BH20 are located on the West Coast 
known for the cultivation of stone fruits and winter 
cereals. These two boreholes recorded the highest 
nitrate concentrations amongst all other boreholes 
with BH20 recording high values all throughout the 
11 years, with 2008 being the highest with the record 
of 22.11 mg/L. On the contrary, the surface water 
samples in the area, SW17 and SW18 have shown 
incredibly low nitrate concentrations all throughout 
11 years.

The data from both the DWS surface and 2016 
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surface water sampled by the authors were grouped 
according to their geographical locations as ex-
plained below (Figure 8): 

SW1, SW12, T1 & S1-S3 surface water hydro-
chemical correlation

The 2016 surface data indicated that the data 
located in the G10A+B quaternary catchment had 
shown much higher nitrate concentrations compared 
to the DWS surface data throughout the 11 years of 
sampling. The SW1 and SW12 from the DWS had 
been fairly compliant with drinking water standards 
set out in SANS 241-1 wherein the SW12 had only 
exceeded the set limits on two occasions in 11 years 
whereas SW1 exceeded in 7 out of 11 years. Their 
nitrate values were much lower compared to the 
2016 data for S1, S2, S3 and T1. Their nitrates val-
ues ranged between 55.1 mg/L and 67.8 g/L which 
far exceed the WHO nitrates limits of 50 mg/L for 
drinking. Thus far it is unclear as to how these values 
arose too much in a span of 3 years from 2013 where 
they were below 10 mg/L to 2016 where they were 
above 50 mg/L. According to the land-use data it can 
be deduced that in the entire catchment of BRC the 
agricultural activities were reduced between 2006 
and 2015 however, urban areas development in the 
catchment has grown significantly. The urban areas 
development, however, comes with more sewer sys-

tem challenges which may be a possible explanation 
for such a peculiar rise in nitrates.

SW4, SW13, SW15 and S4-17 surface water 
hydrochemical correlation

According to the geosoft plots, it can be distin-
guished that amongst the sample points in G10C & 
G10D (SW4, SW13 and SW15), the sample SW13 
illustrated values exceeding the drinking water 
standards set out in SANS 241-1 while SW4 and 
SW15 only exceeded once in 11 years. These values 
however were still not close to the 2016 samples 
which were between 60.5 mg/L and 92.1 mg/L. 
Again, there is no possibility of correlating the two 
as the values are far apart. It is worth noting however 
that, SW13 and S17 are very close to each other and 
are adjacent to the informal settlement which had re-
cords of continuous sewer overflows from manholes, 
dilapidated and damaged sewer infrastructure.

Nevertheless, the increase in urban area devel-
opment is by far the possible explanation for the 
abnormal nitrate concentrations. In addition, urban 
developments for residential habitation resulted in 
the overloading of municipal sewage systems which 
were already ailing, pipe bursts, overflowing man-
holes running off in the streets ending up in the river 
and further by-passing of sewage treatment process-
es due to ailing infrastructure. The half-treated efflu-

Figure 8. Department of water and sanitation surface sample locations and 2016 sample locations sampled by the authors.
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ent is thus discharged into the river.

S18, S19, SW11 and SW14 surface water hy-
drochemical correlation

The sample points SW14 had moderately high 
nitrate concentrations. The concentrations however 
point out to the application of fertilizers since the 
farms are situated adjacent to the riverbanks and 
there are no nearby informal settlements. On the 
other hand, S18 and S19 recorded higher values than 
other samples from the 2016 surface data wherein 
S18 had 85.6 mg/L nitrates and S19 had 91.9 mg/
L nitrates concentrations. This however, unlike the 
samples mentioned above are not situated near ma-
jor towns or informal settlements, as a result, their 
sources cannot be pointed to anthropogenic influenc-
es but rather agriculture through the application of 
fertilizers. Other parameters were however normal 
though increasing steadily from S1.

T2, SW3, SW9, SW10 and SW16 surface water 
hydrochemical correlation

The SW3, SW9, SW10 and SW16 were amongst 
a group of samples which were among the highest 
records from the DWS data although they were not 
any close to the 66.6 mg/L of nitrates recorded in T2. 
The area where these samples are located is heavily 
cultivated and there are no nearby major towns and 
informal settlements with ailing sewer systems. The 
nitrates are thus the result of fertilizer application 
which are easily run-off into the river as the farms 
are adjacent to the riverbanks.

Furthermore, the DWS samples indicated very 
high NaCl concentrations of more than 3500 mg/L 
of Cl in some years, with SW9 and SW16 taking the 
lead. In addition, SW9 and SW16 have also recorded 
concentrations of Na more than 1000 mg/L in sever-
al years wherein the T2 recorded less NaCl with Na+ 
concentration of 103.6 mg/L and Cl with 94.3 mg/L.

S20, S21, T3 and SW8 surface water hydro-
chemical correlation

Both the DWS surface and the authors’ data indi-
cate that there are no linkages in this particular area 
as with the rest of the samples in terms of nitrate 

concentrations. Nonetheless, this area had shown a 
steep increase in Na and Cl wherein S20 recorded 
Na 161.6 mg/L and Cl 162.7 mg/L and S21 had a Na 
concentration of 201.5 mg/L and Cl 219 mg/L. SW8 
however had less than 100 mg/L throughout the 11 
years studied. T3 however, recorded NaCl concen-
trations which are low with Na+ 61.79 mg/L and Cl 
57.8 mg/L. 

S22, S23, SW17 and SW18 surface water hy-
drochemical correlation

S22 and S23 recorded significantly high concen-
trations in all other parameters excluding nitrates. 
All these sample points however have similarities in 
high records of all other parameters except nitrates. 
Their NaCl is particularly high, and this may be due 
to the river water mixing with sea water as the sam-
ple location is closer to the sea. The nitrates in S22 
were undetectable whereas the S23 recorded nitrates 
just below 30 mg/L which is significantly low com-
pared to other samples from 2016 data. SW17 and 
SW18 have also significantly low nitrates throughout 
the 11 years studied except on two occasions the 
SW17 had nitrates concentrations just above 1 mg/L.

In your results and discussion, you need to in-
clude your maps. The maps will help in the under-
standing of the explanations above. Please work on 
that.

4.3 Influence of geological features on the wa-
ter chemistry of the BRC

The Table Mountain Group (TMG) dominates 
the uppermost reaches of the catchment. The TMG 
rocks represent a multi-porous medium, consisting 
of two major components, namely fractures and in-
ter-fracture rock matrix [14]. In general, the fractures 
act as the more permeable conduits for groundwater 
movement, while the matrix blocks form the main 
storage unit or reservoir [15]. However, the TMG rock 
matrices are very inert and do not contribute much to 
the mineral content of the groundwater in the aqui-
fers [14]. As a result, the macro-chemical character of 
the groundwater is determined more by the character 
of the precipitation than by mineralogy of the rock 
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through which it percolates [16]. Groundwater from 
the TMG aquifers is generally of the Na-Cl type, 
reflecting the fact that precipitation generally de-
rives from frontal systems in the Atlantic and Indian 
Oceans.

The Malmusbury Group (MG) is the most dom-
inating group of rocks in the middle-lower areas of 
the catchment as well as the areas towards the river 
mouth [9]. The rocks of the MG are largely marine 
sediments, shales and greywackes that were deposit-
ed in a near-shore to deep-water environment. Struc-
turally, rocks of the Malmesbury Group are folded 
and consist of many faults [2]. The indication of a de-
gree of interaction between surface and groundwater, 
is a result of the heavily structured middle and lower 
parts of the catchment.

4.4 Influence of anthropogenic activities on 
the water chemistry of the BRC

The NaCl hydrochemical facies in the headwa-
ters suggest disturbances of groundwater quality by 
activities such as irrigation with saline water which 
may have enhanced NaCl concentrations as the area 
is heavily cultivated. In the upper catchment, the un-
derlying geology resembles very little possibility of 
weathering of salt bearing rocks [9]. As a result, the 
presence of salt may not be the result of the underly-
ing geology but rather other external factors. Several 
studies have highlighted that nitrates have for some 
years become an environmental issue in certain areas 
of the BRC that have ailing sewage infrastructure. 
Farmers apply nitrogen-based fertilizers to their 
crops to enhance plant growth and increase agri-
cultural productivity. When applied excessively or 
improperly, these nitrates can leach into the soil and, 
ultimately, groundwater. As a result of the dynamic 
hydrological system, both surface water and ground-
water may be affected by excess nitrates from these 
activities. Runoff from rainfall or irrigation can wash 
excess nitrates from agricultural fields into nearby 
water bodies, such as rivers, lakes, and streams. This 
runoff contributes to elevated nitrate levels in surface 
waters of the BRC. Livestock agricultural activi-
ties can also contribute to nitrate pollution. Manure 

from livestock contains nitrogen, and if not managed 
properly, it also releases nitrates into the environ-
ment through leaching and runoff.

4.5 Policies and management implications

To address these issues, sustainable agricultural 
practices and effective nutrient management are es-
sential to minimize the impact of agricultural activi-
ties on nitrate levels in the environment while ensur-
ing food security and economic viability for farmers.

Efficient irrigation practices like drip irrigation, 
soil moisture monitoring, and rainwater harvesting 
are crucial for sustainable agriculture as they help 
conserve water resources, reduce energy costs, and 
promote healthier crops. Effective soil management 
practices like nutrient management, compost and or-
ganic matter incorporation, soil testing and analysis, 
and crop rotation are key to maintaining productive 
and sustainable agriculture while minimizing adverse 
environmental impacts. Farmers and land managers 
must adapt these practices to their specific conditions 
and crop types to achieve optimal results. Effective 
fertilizer application practices like split application 
and fertigation, reduce the environmental impact 
of agriculture and protect both surface water and 
groundwater quality while maintaining crop produc-
tivity.

It is recommended that authorities at the sur-
rounding wastewater treatment works should im-
prove nutrient removal processes and educate, the 
community about the benefits of these activities. 
Government authorities should also host regular 
awareness programs that highlight the impacts of 
pollution in rivers. In South Africa, the Fertilizers, 
Farm Feeds, Seeds and Remedies Act 36 of 1947 
intends to provide a guide on the manufacturing and 
use of fertilizers. However, it is recommended that 
the government needs to enforce such regulations on 
farmers.

5. Conclusions
Water is a precious and scarce resource that is 

extremely crucial for life on Earth. In South Afri-
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ca, water is crucial not only for the socio-economic 
development but for other forms of ecosystems at 
large. As a result, it is therefore important to investi-
gate, monitor, record, and rectify water quality deg-
radation and hold accountable those who degrade the 
water resources. 

Therefore, this study investigated the hydrogeo-
chemical interactions between surface and ground-
water in the BRC with the aim of establishing trends 
and transfer of constituents between surface and 
groundwater systems. The hydrochemical facies 
indicated that in the upper Berg River Catchment, 
there is very minimal interaction between surface 
and groundwater systems. Other water types that 
were found in the groundwater other than NaCl were 
barely found in surface water and vice versa. This 
may be due to the underlying consolidated hard rock 
formations (granitic rocks) having less geohydrolog-
ical properties like fractures and voids.

The Middle Berg, however, indicated a degree of 
interaction with the sharing of constituents between 
the two water systems. Most of the water types found 
in borehole data were also found in the surface water. 
This can be explained with reference to the structural 
geology of the area in which a northwest-trending 
strike-slip faults of the Piketberg-Wellington faults 
occurred which gave rise to more permeability and 
movement of water. Moreover, the Lower Berg in-
dicated only NaCl water type. It is worth noting that 
Lower Berg is situated near the river mouth where 
there is the mixing of river and sea water. This no-
tion therefore further explains the NaCl being the 
sole water type in the area. In surface water, this 
may have further been exacerbated by means of sea 
spray. With reference to groundwater, Lintern, et al. [9] 
highlighted that there may have been a possibility of 
seawater intrusion also enhanced by the faulting of 
rocks originating from the Colenso fault.

With reference to nitrates, the data indicated no 
interaction and transfer of constituents. The data 
illustrate that there are 3 boreholes (BH8, BH18 
and BH19) which were correlated with the 2 sur-
face samples (SW11 and SW14). The rest of the 

surface and groundwater samples did not indicate 
correspondence. It can therefore be deduced that the 
nitrates in the boreholes came by because of using 
nitrate rich water from agricultural activities like ir-
rigation.

Overall, the results obtained in this study indicat-
ed that:

●	 The entire catchment geology consists of rocks 
containing various minerals with varying 
chemical make-up however, the NaCl exists in 
the entire geology even though in some areas 
it is not dominant.

●	 The geology and soils do not entirely con-
trol the water chemistry of the surface water 
however, in areas which have been affected 
by geological faults; there was a correlation 
of water chemistry between the surface and 
groundwater systems.

●	 The surface and groundwater interaction and 
transfer of constituents occurs mostly in the 
Middle Berg, and Lower Berg of the catch-
ment.

●	 Nitrates in groundwaters are believed to be a 
result of agricultural activities as a result of 
the application of nitrate rich fertilizers, these 
nitrates can leach into the soil and, ultimately, 
groundwater.
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1. Introduction
Accurate classification of satellite images plays 

an essential role in many fields such as urban man-
agement, environmental planning, precision agri-
culture, and natural resource monitoring [1]. With the 
rapid advance of machine learning, a wide range of 
methods has emerged to automate this complex and 
crucial task [2]. 

Casablanca, a dynamic and constantly growing 
metropolis, faces complex challenges in urban man-
agement and sustainable development. Accurate 
classification of satellite imagery [3] in this region is 
a major challenge to enable informed decisions on 
planning, land use, and environmental preservation. 
For these challenges, machine learning methods 
offer promising prospects by providing tools for ex-
tracting meaningful information from large amounts 
of imagery data.

In this context, this study proposes to compare 
machine learning methods for satellite image classi-
fication [4,5], focusing on a case study carried out in 
Casablanca using Landsat imagery data. This study 
aims to evaluate and compare the performance of 
different machine learning methods in the context of 
satellite image classification, using Landsat 8 OLI 
data [6] from Casablanca. We examine supervised 
learning methods [7] such as support vector machines 
(SVMs) [8] and random forest (RF) [9], gradient tree 
boost (GTB) [10], etc., as well as unsupervised learn-
ing methods [2] such as K-means [11] and Lvq [12] using 
the Google Earth Engine platform [13]. By evaluating 
these methods through appropriate performance met-
rics, we aim to identify the most suitable method for 
accurate land use classification in a complex urban 
environment.

The importance of this study lies in its contri-
bution to the scientific literature, offering essential 
information to practitioners and researchers engaged 
in satellite image classification. The results of this 
study could guide the choice of appropriate methods 
for specific applications in urban areas like Casa-
blanca. In addition, this research could inspire future 
improvements in the design of hybrid methods or the 
exploration of deep learning techniques to meet the 

increasingly complex challenges of satellite image 
classification.

In the following sections, we detail the machine 
learning methods examined, the data used in this 
study, experimental protocols, and evaluation met-
rics. Finally, we present and discuss in depth the 
results obtained, while highlighting the implications 
and future perspectives arising from this in-depth 
comparison of machine learning methods for satellite 
image classification in Casablanca. 

2. Related work
Numerous studies in the scientific literature have 

focused on land cover classification using various 
machine learning techniques [14], including CART [15],  
SVM [8], and random forest [9] classifiers for super-
vised learning. Table 1 provides an overview of oth-
er related works.

Yang et al. [16] highlighted the advantages of 
automated monitoring programs based on remote 
sensing, such as early change detection, informed 
decision-making, and wide spatial coverage, making 
them valuable tools for resource management and 
decision-making.

Wahbi et al. [17] highlighted the evolution from 
simple algebraic methods to artificial intelli-
gence-based techniques [18,19], such as machine learn-
ing and deep learning [20], to generate accurate and 
useful settlement data. They highlighted the chal-
lenge of information extraction and image classifi-
cation, proposing a system for assigning classes to 
pixels in the input image.

Phan et al. [21] demonstrated that satellite image 
time series gave higher classification accuracies than 
single-date images in land cover studies over the last 
decade. They noted the importance of Google Earth 
Engine (GEE) in remote sensing applications due 
to its efficient temporal aggregation methods and 
cloud-based nature.

Although the literature review [14,22-24] indicates 
extensive research on land cover classification using 
GEE and various algorithms in European and Asian 
regions, there is little specific research for Morocco. 
This review is an opportunity for researchers to ex-
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plore land cover classification in Casablanca, Moroc-
co, using supervised and unsupervised algorithms by 
exploiting the advantages of the GEE platform [13,25].

For unsupervised learning methods, previous 
work [11,26-28] highlights the ability of unsupervised 
learning to autonomously identify and categorize 
distinct land-use classes, offering a data-driven ap-
proach to land-use analysis.

Land cover mapping in urban environments has re-
ceived particular attention due to the challenges associ-
ated with dynamic and heterogeneous urban settings [29].  
Previous studies have highlighted the complexity of ur-
ban land cover analysis, including spectral heterogene-

ity, mixed pixels, and temporal changes [30]. They also 
demonstrated the usefulness of Landsat data for urban 
land use analysis, leading to a better understanding of 
urban growth and dynamics [31].

This research makes a valuable contribution to 
the field by examining six supervised and two un-
supervised machine learning algorithms to broaden 
our understanding of land use dynamics in the region 
and to promote more comprehensive land use studies 
specific to the city of Casablanca and to compare in 
terms of accuracy and Kappa coefficient the effec-
tiveness of each algorithm for the classification of 
different areas of Casablanca.

Table 1. Overview of related work.

Classification methods Datasets satellite Better methods from 
researcher study References

● Maximum Likelihood
● Minimum Distance 
● Mahalanobis Distance

Landsat 7 ETM+ data Maximum likelihood [32]

● ISODATA 
● Maximum Likelihood 
● Hybrid Method 

Desert Outlay Datasets Hybrid method  [33]

● Minimum Distance 
● Maximum Likelihood 
● K-Nearest Neighbour

IRIS Plants Dataset K-Nearest neighbour [34]

● Maximum Likelihood 
● Minimum Distance 
● Parellelpiped
● Maximum Likelihood

Landsat 7 ETM+ 
Images Maximum likelihood [35]

● Support Vector Machine 
● Maximum Likelihood 
● Mahalanobis Distance 
● Minimum Distance
● Spectral Information Divergence 
● Binary Codes
● Parallelepiped

Landsat 7 ETM+ data Support vector machine [36]

● Random Forest
● Classification and regression tree
● Gradient tree boost
● Support vector machine
● Minimum distance
● Decision tree

Landsat 8 OLI Minimum distance [14]

3. Study area and datasets

3.1 Casablanca study area

The study area for this research encompasses the 
vibrant urban landscape of Casablanca, a prominent 

coastal city in Morocco. As the largest city in the 
country, Casablanca represents a dynamic hub of 
economic, cultural, and social activities. It is geo-
graphical features, urban expansion, and diverse land 
uses make it an ideal case study for evaluating and 
comparing machine learning methods for satellite 
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image classification.
Casablanca’s geographical coordinates range 

from 33.5441° N latitude to 7.5864° W longitude. 
The city is situated along the northwestern coast of 
Morocco, overlooking the Atlantic Ocean as shown 
in Figure 1. The study area includes the densely 
populated urban core, and the surrounding suburban 
regions, capturing the intricacies of different land 
cover types and their interactions.

Figure 1. Casablanca study area.

3.2 Landsat 8 OLI dataset

Landsat imagery serves as the primary data 
source for this study. The Landsat satellites provide 
multispectral images with different wavelength 
bands, enabling the extraction of valuable informa-
tion about land cover, vegetation, water bodies, and 
urban structures. These images have been collected 
over specific time frames, allowing the assessment 
of seasonal variations and changes in land use. This 
study collects Landsat images from 1-1-2021 to 31-
12-2021.

The complex urban environment of Casablanca 
presents a rich array of land cover classes, including 
residential areas, industrial zones, commercial dis-
tricts, green spaces, water bodies, and transportation 
networks. The diversity of these classes poses a sig-
nificant challenge for accurate satellite image classi-
fication, highlighting the importance of selecting ap-
propriate machine learning methods and techniques.

This study utilized Landsat 8 OLI satellite im-
agery for land cover mapping in the designated 
study area. For land cover classification, the study 

obtained reflectance data from Landsat 8 OLI image 
bands spanning from January 1, 2021, to December 
31, 2021. These images had a spatial resolution of 
30 meters for bands B1 to B7. They were captured 
every 16 days using the GEE cloud platform, which 
offered data availability, storage, and advantages.

4. Methodology
Through the utilization of the methodology illus-

trated in Figures 2 and 3, researchers can proficiently 
employ both supervised and unsupervised machine 
learning algorithms for the classification of Landsat 
satellite images within the Google Earth Engine plat-
form, enabling them to gain valuable insights into 
the dynamics of land use change and make informed 
decisions about urban planning and environmental 
management [37]. Invariably, the first step of data 
pre-processing is shared between the methodologies 
of supervised and non-supervised algorithms. 

● Data acquisition and preprocessing
We obtained Landsat 8 OLI satellite imagery [38] 

for the target region, Casablanca, Morocco, from 
the Google Earth Engine data catalogue [13], then 
pre-processed and filtered the imagery to correct 
for atmospheric distortions and radiometric calibra-
tion, to ensure data quality and consistency. We then 
selected January 1, 2021, to December 31, 2021, 
to capture the different land cover conditions and 
changes over time.

4.1 Workflow of supervised methods 

● Data preparation and feature extraction
After the data acquisition stage, we moved on 

to the data preparation and feature extraction stage, 
in which we defined five land cover classes (built-
up area, cropped area, forest area, barren area, and 
water body) based on the study objectives and the 
specific characteristics of our study area, these 
classes are presented in Table 2. Next, we created a 
representative training dataset by selecting sample 
pixels from the pre-processed imagery for each land-
use class. The samples had to be accurately labeled 
using ground truth data or existing land cover maps. 
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Then we extracted from the Landsat 8 OLI imagery 
the spectral bands and indices that distinguish the 
different land cover types. The most common visible 
bands are B2, B3, and B4, the NIR band is B5 and 
the short-wave infrared bands are B6 and B7 (Table 
3). 

Figure 2. Workflow of the presented method.

● Training the models
In this step, we selected six supervised algorithms 

to apply a land cover classification of the six classes 
(built-up area, cropped area, forest area, barren area, 
and water body) extracted in the previous step. The 
supervised machine learning algorithms chosen to 
classify the Casablanca study area are random forest 
(RF) [9], CART [15], support vector machine (SVM) [8], 
decision tree (DT) [15], minimum distance (MD) [39], 
and gradient tree boost (GTB) [10]. Table 4 provides 
an overview of the parameters for each algorithm.

Figure 3. Workflow of methodology implemented in Google 
Earth Engine (GEE).

These algorithms are implemented in the Google 
Earth Engine platform using available built-in func-
tions or custom scripts. We trained the supervised al-
gorithms using the prepared training dataset. During 
training, the algorithms learn to associate the extract-
ed features with the corresponding in these step land-
use classes. Note that we have already divided the 
training data into training (80%) and validation (20%) 
sets to evaluate model performance during training 
and avoid over-fitting.

● Model evaluation
We evaluated the performance of the trained 

models using a validation dataset to measure their 
accuracy and generalization capabilities. Evaluation 
measures such as accuracy, producer accuracy, user 
accuracy, and coefficient Kappa. Table 5 shows 
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these metrics. 
● Land cover classification
Finally, we generated land-use maps and visual-

ization outputs to evaluate the results and identify 
classification errors or ambiguities.

A confusion matrix [40] analysis was conducted 
for each method to evaluate the accuracy of the clas-
sified land cover maps generated by the supervised 
machine learning algorithms in GEE. The confusion 
matrix provided an overview of the accuracy assess-
ment, and the metrics were presented in Table A1. 

4.2 Workflow of unsupervised methods 

The unsupervised learning methodology for 
mapping the land cover of Casablanca using Google 

Earth Engine involves a sequence of steps encom-
passing data preparation, unsupervised clustering, 
interpretation, accuracy assessment, and visualiza-
tion. The integration of Google Earth Engine’s capa-
bilities and satellite imagery facilitates efficient and 
accurate land cover classification within the urban 
context of Casablanca. The following steps describe 
the methodology shown in Figure 3:

● Region of interest (ROI) selection
Next, we defined the specific area of Casablanca 

that will be the focus of the classification. The ROI 
should encompass the land cover types of interest 
and account for the urban complexity of the city.

● Unsupervised learning algorithm
Subsequently, unsupervised learning algorithms, 

Table 2. Land cover classes/references.

Land cover classes Numbers of points Description

Water_area 115
A water area refers to a geographical region or surface covered by various 
types of water bodies, such as oceans, seas, rivers, lakes, ponds, reservoirs, 
and wetlands.

Forest_area 174

A forest area refers to a large expanse of land characterized by dense 
vegetation dominated by trees, shrubs, and other woody plants. Forests are 
vital ecosystems that provide numerous ecological, economic, and social 
benefits.

Barren_area 150 Barren areas are characterized by minimal or no vegetation cover, and they 
can be found in various environments

Built-up_area 130 This class represents densely built urban areas with structures, buildings, 
roads, and other urban infrastructure.

Cropped_area 119

A cropped area, also known as cropland or agricultural land, refers to 
a specific portion of land that is actively used for cultivating crops and 
agricultural activities. In such areas, farmers engage in planting, growing, 
and harvesting various crops to produce food, fiber, and other agricultural 
products.

Total 688

Table 3. Bands of Landsat 8 OLI satellite.

Bands

Name Spatial resolution (Pixel size) meters Spectral resolution (μm) Wavelength

B3 30 0.53-0.59 Green
B4 30 0.64-0.67 Red
B5 30 0.85-0.88 Near infrared (NIR)
B6 30 1.57-1.65 Shortwave infrared (SWIR 1)

B7 30 2.11-2.29 Shortwave infrared (SWIR 2)

Source: [38].
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specifically k-means clustering [43], and LVQ [12] are 
applied to the pre-processed Landsat imagery. 

K-means clustering [11] is chosen for its capability 
to autonomously group pixels with similar spectral 
characteristics into distinct clusters, representing dif-
ferent land cover classes. The algorithm is initialized 
with a user-defined number of clusters and iterative-
ly assigns pixels to the nearest cluster centroid based 
on spectral similarity. Google Earth Engine’s cloud-
based processing capabilities play a pivotal role in 

the scalability of the methodology. 
LVQ, or learning vector quantization [12], is a 

supervised learning algorithm, but it always works 
with unlabeled data; it can also be said to be an un-
supervised learning algorithm. It has been used to 
compare the differences between unsupervised and 
supervised learning algorithms. It uses a training 
data set to classify new data points according to their 
similarity to labeled examples in the training set. In 
this paper, we used LVQ as an unsupervised cluster-

Table 4. Parameters for each algorithm.

Machine learning 
algorithms type Algorithms Parameters Description

Supervised 
algorithms

MD metric = Mhalanobis The distance metric to use.
RF numberOfTrees = 15 The number of decision trees to create.
Cart maxNodes = 15 The maximum number of leaf nodes in each tree

SVM kernel = linear The kernel type. One of LINEAR (u′×v), POLY 
((γ×u′×v + coef0)ᵈᵉᵍʳᵉᵉ)

DT treeString The decision tree, specified in the text format
GTB numberOfTrees = 15 The number of decision trees to create.

Unsupervised 
algorithms

K-means
nCluster = 5 The number of clusters.

distanceFunction = Euclidean Distance function to use.

LVQ numCluster = 5 The number of clusters.

Table 5. Evaluation metric equations for each classification.

Metrics Equation Description

 (OA) 
Overall 
accuracy

 Land cover classification

Finally, we generated land-use maps and visualization outputs to evaluate the results and
identify classification errors or ambiguities.

A confusion matrix [40] analysis was conducted for each method to evaluate the accuracy
of the classified land cover maps generated by the supervised machine learning algorithms in
GEE. The confusion matrix provided an overview of the accuracy assessment, and the metrics
were presented in Table A1.

4.2 Workflow of unsupervised methods

The unsupervised learning methodology for mapping the land cover of Casablanca using
Google Earth Engine involves a sequence of steps encompassing data preparation, unsupervised
clustering, interpretation, accuracy assessment, and visualization. The integration of Google Earth
Engine’s capabilities and satellite imagery facilitates efficient and accurate land cover
classification within the urban context of Casablanca. The following steps describe the
methodology shown in Figure 3:

 Region of interest (ROI) selection

(OA)
Overall
accuracy

OA =
Number of correctly classified samples

Number of samples

It was used to determine the proportion of correctly mapped
reference sites among all reference sites, expressed as a percentage.
It was calculated by dividing the number of correctly classified
samples by the total number of samples [40,41].

(UA)

User
accuracy

UA =
Correct imprevious surface pixel

Correct+ Misclassified pixel

It represented the frequency with which the actual terrain features
were correctly displayed on the classified map or the probability of
correctly classifying a certain land cover in a ground area. It was
calculated by dividing the number of accurately classified reference
sites for a particular class by the total number of reference sites for
that class [34].

(PA)

Producer
accuracy

PA =
Correct imprevious surface pixel

Total imprevious pixels

It indicated the reliability of the class on the map with respect to its
presence in the field. It was calculated by dividing the total number
of correct classifications for a specific class by the sum of correct
and misclassified pixels for that class [34].

Kappa
coefficient

 =
paccord − PHasard

1 − PHasard
.

It provided an overall evaluation of the classification performance
compared to random assignment. It ranged from –1 to 1 and was
derived from a statistical test to evaluate the classification
accuracy, determining if the classification performed better than
random [42].

 The observation of inter-rater agreement is: paccord

 The overall probability that graders agree is: PHasard

It was used to determine the proportion of correctly mapped 
reference sites among all reference sites, expressed as a 
percentage. It was calculated by dividing the number of correctly 
classified samples by the total number of samples [40,41].
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accuracy

 Land cover classification

Finally, we generated land-use maps and visualization outputs to evaluate the results and
identify classification errors or ambiguities.

A confusion matrix [40] analysis was conducted for each method to evaluate the accuracy
of the classified land cover maps generated by the supervised machine learning algorithms in
GEE. The confusion matrix provided an overview of the accuracy assessment, and the metrics
were presented in Table A1.

4.2 Workflow of unsupervised methods

The unsupervised learning methodology for mapping the land cover of Casablanca using
Google Earth Engine involves a sequence of steps encompassing data preparation, unsupervised
clustering, interpretation, accuracy assessment, and visualization. The integration of Google Earth
Engine’s capabilities and satellite imagery facilitates efficient and accurate land cover
classification within the urban context of Casablanca. The following steps describe the
methodology shown in Figure 3:

 Region of interest (ROI) selection

(OA)
Overall
accuracy

OA =
Number of correctly classified samples

Number of samples

It was used to determine the proportion of correctly mapped
reference sites among all reference sites, expressed as a percentage.
It was calculated by dividing the number of correctly classified
samples by the total number of samples [40,41].

(UA)

User
accuracy

UA =
Correct imprevious surface pixel

Correct+ Misclassified pixel

It represented the frequency with which the actual terrain features
were correctly displayed on the classified map or the probability of
correctly classifying a certain land cover in a ground area. It was
calculated by dividing the number of accurately classified reference
sites for a particular class by the total number of reference sites for
that class [34].

(PA)

Producer
accuracy

PA =
Correct imprevious surface pixel

Total imprevious pixels

It indicated the reliability of the class on the map with respect to its
presence in the field. It was calculated by dividing the total number
of correct classifications for a specific class by the sum of correct
and misclassified pixels for that class [34].

Kappa
coefficient

 =
paccord − PHasard

1 − PHasard
.

It provided an overall evaluation of the classification performance
compared to random assignment. It ranged from –1 to 1 and was
derived from a statistical test to evaluate the classification
accuracy, determining if the classification performed better than
random [42].

 The observation of inter-rater agreement is: paccord

 The overall probability that graders agree is: PHasard

It represented the frequency with which the actual terrain features 
were correctly displayed on the classified map or the probability 
of correctly classifying a certain land cover in a ground area. It 
was calculated by dividing the number of accurately classified 
reference sites for a particular class by the total number of 
reference sites for that class [34].

(PA)
Producer 
accuracy

 Land cover classification

Finally, we generated land-use maps and visualization outputs to evaluate the results and
identify classification errors or ambiguities.

A confusion matrix [40] analysis was conducted for each method to evaluate the accuracy
of the classified land cover maps generated by the supervised machine learning algorithms in
GEE. The confusion matrix provided an overview of the accuracy assessment, and the metrics
were presented in Table A1.

4.2 Workflow of unsupervised methods

The unsupervised learning methodology for mapping the land cover of Casablanca using
Google Earth Engine involves a sequence of steps encompassing data preparation, unsupervised
clustering, interpretation, accuracy assessment, and visualization. The integration of Google Earth
Engine’s capabilities and satellite imagery facilitates efficient and accurate land cover
classification within the urban context of Casablanca. The following steps describe the
methodology shown in Figure 3:

 Region of interest (ROI) selection

(OA)
Overall
accuracy

OA =
Number of correctly classified samples

Number of samples

It was used to determine the proportion of correctly mapped
reference sites among all reference sites, expressed as a percentage.
It was calculated by dividing the number of correctly classified
samples by the total number of samples [40,41].

(UA)

User
accuracy

UA =
Correct imprevious surface pixel

Correct+ Misclassified pixel

It represented the frequency with which the actual terrain features
were correctly displayed on the classified map or the probability of
correctly classifying a certain land cover in a ground area. It was
calculated by dividing the number of accurately classified reference
sites for a particular class by the total number of reference sites for
that class [34].

(PA)

Producer
accuracy

PA =
Correct imprevious surface pixel

Total imprevious pixels

It indicated the reliability of the class on the map with respect to its
presence in the field. It was calculated by dividing the total number
of correct classifications for a specific class by the sum of correct
and misclassified pixels for that class [34].

Kappa
coefficient

 =
paccord − PHasard

1 − PHasard
.

It provided an overall evaluation of the classification performance
compared to random assignment. It ranged from –1 to 1 and was
derived from a statistical test to evaluate the classification
accuracy, determining if the classification performed better than
random [42].

 The observation of inter-rater agreement is: paccord

 The overall probability that graders agree is: PHasard

It indicated the reliability of the class on the map with respect to 
its presence in the field. It was calculated by dividing the total 
number of correct classifications for a specific class by the sum of 
correct and misclassified pixels for that class [34].

Kappa 
coefficient

 Land cover classification

Finally, we generated land-use maps and visualization outputs to evaluate the results and
identify classification errors or ambiguities.

A confusion matrix [40] analysis was conducted for each method to evaluate the accuracy
of the classified land cover maps generated by the supervised machine learning algorithms in
GEE. The confusion matrix provided an overview of the accuracy assessment, and the metrics
were presented in Table A1.

4.2 Workflow of unsupervised methods

The unsupervised learning methodology for mapping the land cover of Casablanca using
Google Earth Engine involves a sequence of steps encompassing data preparation, unsupervised
clustering, interpretation, accuracy assessment, and visualization. The integration of Google Earth
Engine’s capabilities and satellite imagery facilitates efficient and accurate land cover
classification within the urban context of Casablanca. The following steps describe the
methodology shown in Figure 3:

 Region of interest (ROI) selection

(OA)
Overall
accuracy

OA =
Number of correctly classified samples

Number of samples

It was used to determine the proportion of correctly mapped
reference sites among all reference sites, expressed as a percentage.
It was calculated by dividing the number of correctly classified
samples by the total number of samples [40,41].

(UA)

User
accuracy

UA =
Correct imprevious surface pixel

Correct+ Misclassified pixel

It represented the frequency with which the actual terrain features
were correctly displayed on the classified map or the probability of
correctly classifying a certain land cover in a ground area. It was
calculated by dividing the number of accurately classified reference
sites for a particular class by the total number of reference sites for
that class [34].

(PA)

Producer
accuracy

PA =
Correct imprevious surface pixel

Total imprevious pixels

It indicated the reliability of the class on the map with respect to its
presence in the field. It was calculated by dividing the total number
of correct classifications for a specific class by the sum of correct
and misclassified pixels for that class [34].

Kappa
coefficient

 =
paccord − PHasard

1 − PHasard
.

It provided an overall evaluation of the classification performance
compared to random assignment. It ranged from –1 to 1 and was
derived from a statistical test to evaluate the classification
accuracy, determining if the classification performed better than
random [42].

 The observation of inter-rater agreement is: paccord

 The overall probability that graders agree is: PHasard

It provided an overall evaluation of the classification performance 
compared to random assignment. It ranged from –1 to 1 and 
was derived from a statistical test to evaluate the classification 
accuracy, determining if the classification performed better than 
random [42]. 

● The observation of inter-rater agreement is: paccord 
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ing algorithm to group pixels or data points based on 
their similarity. The LVQ algorithm in GEE works 
by iteratively adjusting a set of cluster prototypes to 
minimize the distance between prototypes and data 
points. It assigns each data point to the nearest pro-
totype, effectively clustering the data into distinct 
groups. The platform efficiently computes clustering 
algorithms across Landsat imagery spatial and tem-
poral coverage of Landsat imagery, enabling rapid 
analysis of the entire study area.

● Accuracy assessment and validation
Validation and accuracy assessment are integral 

components of the methodology. A stratified random 
sampling approach generates reference data points 
across the study area. These reference points are 
used to validate the accuracy of the unsupervised 
classification results. Table 2 shows the reference 
data used. Various accuracy metrics, including over-
all accuracy and kappa coefficient, are calculated to 
quantify the agreement between the classified land 
cover map and the reference data.

● Visualization and mapping
The final step of the methodology involves visual 

interpretation and refinement. The unsupervised 
classification results are visually compared with 
high-resolution imagery and existing land cover 
maps to identify and rectify misclassifications or in-
consistencies. 

In summary, throughout the methodology, Google 
Earth Engine’s computational capabilities are lever-
aged for efficient processing, enabling the analysis of 
large-scale Landsat datasets. The cloud-based nature 
of the platform facilitates scalability and accelerates 
data processing to achieve accurate land cover map-
ping in the urban environment of Casablanca.

5. Results and discussion

5.1 Supervised learning

The study area comprised multiple land cover 
classes (5 classes), as shown in Table 2, which re-
quired considerable computational effort in local 
computation mode.

Various classification methods [8-10,15,39] were ap-
plied to map the study area in Casablanca, including 
random forest (RF), classification and regression 
trees (CART), gradient tree boosting, support vector 
machine (SVM), minimum distance (MD), and de-
cision trees (DT). The resulting land cover maps for 
each approach are displayed in Figure 4, and you’ll 
find the legend showing the names of each classified 
class with its very visible color in Figure 5.

The performance of each classification method 
was evaluated using several metrics [13]: overall accu-
racy, user accuracy for each class, producer accuracy 
for each class, and the Kappa coefficient derived 
from the confusion matrix. The equations utilized 
for the computation of these metrics are illustrated in 
Table A1.

We have integrated spectral indices with the ex-
tracted features and Landsat image bands to guaran-
tee high accuracy for each algorithm. These spectral 
indices are combinations of pixel values from mul-
tiple spectral bands in a multispectral image. These 
indices provide valuable information about the rela-
tive presence or absence of specific land cover types. 
One widely recognized index is the Normalized 
Difference Vegetation Index (NDVI) [33]. Besides 
NDVI, several other indices like the Modified Nor-
malized Difference Water Index (MNDWI), among 
others, utilize various spectral bands to emphasize 
different phenomena such as vegetation, water, soil, 
etc. In this study, we employed three specific spec-
tral indices [33]: NDVI for vegetation, soil, MNDWI 
for water, and Normalized Difference Built-up Index 
(NDBI) for built-up areas. Table 6 outlines the for-
mulas for calculating each of these indices.

This research incorporated the four spectral indi-
ces into the feature extraction phase and incorporat-
ed them integrated the training data creation process. 
During this step, the indices were computed and 
appended as additional spectral bands to enhance the 
classification outcomes for each classifier utilized 
in this project. By incorporating these indices, the 
study aimed to improve the classification accuracy 
and achieve more precise identification of land cover 
categories.



126

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

SVM RF

CART DT

GTBMD

Figure 4. Classification results of Casablanca’s land cover map.

   

Figure 5. Legend of classification results in the land cover map-
ping of Casablanca.

This study used Landsat 8 OLI datasets and pro-
cessing tools, including the Google Earth Engine 
(GEE) platform, to map land cover categories in 
Casablanca. The study used various classifiers, such 
as CART, RF, SVM, Gradient Tree Boost, DT, and 
MD, to delineate the territory into different zones, in-
cluding Water, Forest, Built-up, Barren, and Cropped 
areas. 

Based on previous studies [9,14,16,19-23,46-52] and our 
own research, we found that the methodology em-

ployed in our experiment can be adapted to map and 
evaluate different regions in various countries or 
cities, as this methodology is not oriented solely to-
ward Casablanca city. The main contribution of this 
research has been the successful adaptation of the 
method to map and evaluate land use in other regions 
or countries. Based on the confusion matrix for each 
classifier, it was evident that the random forest clas-
sifier was the most effective, boasting a Kappa co-
efficient of 0.94. This value is close to 1, indicating 
that the classification is significantly superior to ran-
dom. Moreover, it achieved an accuracy of 95.42%, 
significantly higher than the accuracy of the other 
classifiers, which were 94.77%, 91.50%, 91.50%, 
83%, and 93.46% for MD, DT, CART, SVM, and 
GTB, respectively. Figure 6 shows the overall accu-
racy of these classifiers. The results for the DT and 
CART classifiers were very similar. However, the 
SVM classifier exhibited a considerably lower accu-
racy of 83% compared to the other classifiers, and its 
Kappa coefficient was 0.78.

Table 6. Spectral indices used.

Index Equation References
Normalized 
difference 
vegetation index 
(NDVI)
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coefficient of 0.94. This value is close to 1, indicating that the classification is significantly
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accuracy of the other classifiers, which were 94.77%, 91.50%, 91.50%, 83%, and 93.46% for MD,
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its Kappa coefficient was 0.78.
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NIR+ RED

[27]

Modified normalized
difference water index
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Green+ SWIR1
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[27]
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The user and producer accuracy of random forest 
for a given class was generally different. For exam-
ple, the built-up class showed a difference between 
the producer accuracy (84.61%) and user accuracy 
(91.66%), indicating that some areas were correctly 
identified as built-up areas. Table A1 shows the land 
cover confusion matrix of each classifier. In the con-
fusion matrix of the SVM classifier, which has high 
accuracy compared to other classifiers, we found 
the producer’s accuracy for the cropped class was 
50%. By comparison, Table A1 reveals that the user 
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achieved an accuracy of 86.66%. This signifies that 
only half of the reference cropped areas were accu-
rately identified as such, while 86.66% of the areas 
classified as cropped were indeed cropped.

Figure 6. The overall accuracy (OA) of different methods.

The study also incorporated spectral indices, such 
as NDVI, MNDWI, and NDBI, to enhance land 
cover classification. These indices were useful in 
separating different land cover characteristics in Cas-
ablanca, including vegetation, water, soil, and built-
up areas. Each index had its calculation equation, as 
detailed in Table 6. 

Overall, the research demonstrated that some 
classes achieved high accuracy. In contrast, others 
had relatively poorer accuracy, indicating the com-
plexity and challenges of land cover classification in 
diverse regions and environmental conditions.

5.2 Unsupervised learning

This section presents the results and subsequent 
analysis of the Weka K-means and Lvq algorithm ap-
plied in Google Earth Engine (GEE) for land cover 
mapping of Casablanca using Landsat 8 OLI satellite 

data for the specified period 1-1-2021 to 31-12-2021. 
The image was segmented into five distinct land-use 
classes: water, forest, cultivated areas, barren land, 
and built-up areas. Performance metrics, including 
accuracy and Kappa coefficient, provide insight into 
the effectiveness of these algorithms. Table 5 shows 
the equations for these evaluation metrics.

In the Google Earth Engine platform, clusters are 
used the same way as classifiers. The training data 
are feature collection properties, fed into the clus-
ter. Unlike classifiers, there is no input class value 
for a cluster file. The general clustering workflow 
we followed in this paper is presented in Figure 3: 
First, we collected features with numerical proper-
ties in which we searched for clusters, second, we 
instantiated our cluster and trained the cluster using 
the training data, then we applied the cluster to the 
Landsat satellite image of our study area (Casablan-
ca) and finally we labeled the clusters.

In this study, several underlying factors contribute 
to the accuracy achieved by the K-means and Lvq 
algorithm:

● Spectral discrimination: The ability of the al-
gorithm to discriminate between land-use classes is 
highly dependent on the selection of spectral bands 
and derived indices. Making an informed choice of 
features with high discriminating power.

● Number of clusters (K): Determining the op-
timum number of clusters (K) is essentially crucial. 
An inappropriate choice can lead to classes being 
merged or split, affecting classification accuracy.

● Spectral similarity: Spectral similarity between 
certain land use classes can confuse and reduce clas-
sification accuracy.

Based on the results obtained by the algorithms 
used, it can be concluded that unsupervised methods 
do not achieve optimum performance in the classi-
fication and clustering of satellite images for land 
cover mapping. Supervised approaches, on the other 
hand, achieve significantly higher accuracy rates. 
Nevertheless, in the context of this study, consider-
able efforts have been made to improve the perfor-
mance of the K-means and Lvq algorithms. Before 
the application of techniques to improve data quality, 
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the results of K-means and Lvq had demonstrated 
particularly low accuracy, amounting to 31.47% and 
19.96%, respectively, with a Kappa coefficient of 
0.14 and 0.0009, respectively, as shown in Table 7. 
The land-use maps obtained for each algorithm are 
shown in Figure 7.

K-means LVQ

Figure 7. Land cover classification of Casablanca of each algo-
rithm.

To improve these results, a series of improve-
ments were made to the pre-processing stages. 
Atmospheric correction and cloud removal were 
applied to enhance source data quality. Next, inte-
grating spectral indices such as NDBI, NDVI, and 
WNDBI was carried out in conjunction with the 
image bands. We were incorporating these indices 
aimed to increase separability between the different 
classes. Table 6 shows the equations for these spec-
tral indices.

This approach proved to generate a clear im-
provement in the accuracy of the K-means algorithm, 
reaching an accuracy of 38.66% with 0.06 Kappa co-
efficients, and for the LVQ algorithm, unfortunately, 
we have a poor accuracy of 26.01% with Kappa co-
efficients of 0.06. Figure 8 illustrates these results. 

This improvement reflects moderate accuracy but 
represents significant advances in the initial results. 
From these results, we can say that the K-means 
algorithm performs better than the Lvq algorithm, 
but we concluded that unsupervised learning algo-
rithms do not perform well for land cover mapping. 
On the other hand, in these previous studies and my 
previous work [14], we demonstrated that supervised 
learning algorithms perform well for satellite image 
classification and land cover mapping.

Figure 8. The overall accuracy and Kappa coefficient values of 
each adopted algorithm.

5.3 Comparison results of supervised and un-
supervised methods

According to the results presented in the previous 
sections, the random forest classifier outperformed 
the other supervised and unsupervised learning al-
gorithms, achieving an accuracy of 95.42% and a 
Kappa coefficient of 0.94, indicating its significant 
superiority over the other classifiers.

The analysis involved comparing the accuracy 
of each classifier using confusion matrices and var-
ious measures such as overall accuracy (OA), user 
accuracy (UA), producer accuracy (PA), and Kappa 
coefficient, as shown in Table 5. The results showed 
that the random forest classifier consistently outper-
formed and outperformed the other algorithms in 
terms of accuracy and Kappa coefficient, achieving 
an accuracy of 95.42%, significantly higher than that 
of the other supervised and unsupervised algorithms, 
which were 94.77%, 91.50%, 91.50%, 83%, 93.46%, 
38.66%, and 26.01% for MD, DT, CART, SVM, 
GTB, K-means, and Lvq respectively. 

As shown in Table 7, the SVM classifier showed 
a significantly lower accuracy of 83% compared to 
the other supervised algorithms. Its Kappa coefficient 
was 0.78, while for the non-supervised algorithms, 
the results indicate that K-means and Lvq showed 
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particularly low accuracy, amounting to 31.47% and 
19.96%, respectively, with Kappa coefficients of 0.14 
and 0.0009, respectively.

These results allow us to assert that supervised learn-
ing algorithms perform better for land cover mapping 

than non-supervised learning algorithms. In this work, 
we have demonstrated that the supervised random for-
est algorithm outperforms all other algorithms, and that 
supervised learning algorithms perform well for satellite 
image classification and land cover mapping.

Table 7. Overall accuracy and Kappa coefficient of each supervised and unsupervised method.

Evaluation 
metrics

Supervised methods Unsupervised methods

SVM Cart RF GTB DT MD K-means LVQ
Overall 
accuracy % 83 91.50 95.42 93.46 91.50 94.77 38.66 26.01

Kappa 
coefficient 0.78 0.89 0.94 0.91 0.89 0.93 0.21 0.06

6. Conclusions and prospects
In summary, this study highlights the importance 

of methodological selection in achieving accurate 
classification of satellite imagery and underlines the 
need for context-sensitive assessments. The results 
of this research have significant implications for 
improving land use mapping, urban planning, and 
environmental management in similar areas of Cas-
ablanca. This study provides useful information for 
selecting appropriate machine-learning methods for 
satellite image classification in urban areas like Cas-
ablanca. By highlighting the advantages and disad-
vantages of each technique, we offer practical advice 
to practitioners and researchers. 

This work carried out an in-depth evaluation of 
various supervised and unsupervised algorithms 
for the classification of Landsat satellite images in 
the Casablanca region of Morocco. The aim was to 
assess the ability of these algorithms to represent 
various land cover categories. Based on the results 
presented in this work, accurately the reliability 
and versatility of the GEE platform, with its cloud-
based architecture, eliminates the need to integrate 
other external and often commercial software. Ac-
cording to the experimental results, the supervised 
random forest algorithm achieved high accuracy. 
This success can be attributed to the supervised 
learning methodology, which involves the collection 
of training and validation points in the study area. 
This approach improves the classification process of 

the study area. This study differs from the existing 
literature in that previous work has mainly focused 
on specific phenomena in various study areas in Mo-
rocco or other cities and countries. 

For future work, the study will explore integrating 
hybrid methods and exploration of more advanced 
neural networks, which offer increased efficiency 
in the classification of satellite images to achieve a 
more accurate classification of land cover and detec-
tion of urban areas in the Casablanca study area in 
Morocco.
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Appendix 

Table A1. Land cover evaluation metrics of each classifier.

SVM
PA UA OA Kappa

Water_area 100 100

83 0.78 
Barren_area 100 77.35
Forest_area 82.75 75
Built-up_area 69.23 81.81
Cropped_area 50 86.66
Cart

PA UA OA Kappa
Water_area 100 100

91.50 0.89
Barren_area 95.12 97.5
Forest_area 89.65 81.25
Built-up_area 76.92 83.33
Cropped_area 92.30 92.30

https://pro.arcgis.com/en/pro-app/latest/arcpy/spatial-analyst/ndbi.htm
https://pro.arcgis.com/en/pro-app/latest/arcpy/spatial-analyst/ndbi.htm
https://doi.org/10.1007/978-3-319-99010-1_35
https://doi.org/10.1007/978-3-319-99010-1_35
https://doi.org/10.4135/9781412939591.n1101
https://www.cde.unibe.ch/e65013/e542846/e707304/e707386/e707390/CDE_Pre-processingTool-UserGuide_eng
https://www.cde.unibe.ch/e65013/e542846/e707304/e707386/e707390/CDE_Pre-processingTool-UserGuide_eng
https://www.cde.unibe.ch/e65013/e542846/e707304/e707386/e707390/CDE_Pre-processingTool-UserGuide_eng
https://doi.org/10.1016/J.RSASE.2023.100941
https://doi.org/10.1016/J.PCE.2022.103138
https://doi.org/10.1109/JSTARS.2020.3021052
https://doi.org/10.3390/rs12223776


134

Journal of Environmental & Earth Sciences | Volume 05 | Issue 02 | October 2023

RF
PA UA OA Kappa

Water_area 100 100

95.42 0.94
Barren_area 97.56 100
Forest_area 93.10 90
Built-up_area 84.61 91.66
Cropped_area 100 92.85
GTB

PA UA OA Kappa
Water_area 100 100

93.46 0.91
Barren_area 97.56 100
Forest_area 79.31 92
Built-up_area 88.46 79.31
Cropped_area 100 92.85
DT

PA UA OA Kappa
Water_area 100 100

91.50 0.89
Barren_area 95.12 97.5
Forest_area 89.65 81.25
Built-up_area 76.92 83.33
Cropped_area 92.30 92.30
MD

PA UA OA Kappa
Water_area 100 100

94.77 0.93
Barren_area 95.12 100
Forest_area 86.20 92.59
Built-up_area 92.30 88.88
Cropped_area 100 89.65

Table A1 continued
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