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ABSTRACT
In recent decades, there have been significant advancements in medical diagnosis and treatment techniques. However, 

there is still much progress to be made in effectively managing a wide range of diseases, particularly cancer. Timely 
diagnosis of cancer remains a critical step towards successful treatment, as it significantly impacts patients’ chances of 
survival. Among various types of cancer, glioma stands out as the most common primary brain tumor, exhibiting different 
levels of aggressiveness. One of the monitoring techniques is magnetic resonance imaging (MRI) which provides a precise 
visual representation of the tumor and its sub-regions (edema (ED), enhancing tumor (ET), and non-enhancing necrotic 
tumor core (NEC)), enabling monitoring of its location, shape, and sub-regional characteristics. In this study, the authors 
aim to investigate the underlying relationship between the maximum diameters of tumor sub-regions and patients’ overall 
survival (OS) in glioblastoma cases. Using an MRI dataset of glioblastoma patients, the authors categorized them based on 
resection status: gross total resection (GTR) and unknown (NA). By employing the Euclidean distance algorithm, the authors 
estimated the sub-regions’ maximum diameters. Machine learning algorithms were used to explore the correlation between 
sub-regions’ maximum diameters and survival outcomes. The results of the univariate prediction models showed that 
tumor sub-regions’ maximum diameters have a noticeable correlation with the survival rates among patients with unknown 
resection status with the average Spearman correlation of –0.254. Also, the addition of the sub-regions’ maximum diameter 
feature to the radiomics increased the accuracy of ML algorithms in predicting the survival rates with an average of 4.58%.
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1. Introduction
According to WHO reports, cancer is the second 

cause of death in the world. Cancers have various 
ranges of aggressiveness. Some are more treatable 
and can be diagnosed early, while others have higher 
fatality due to their late symptoms’ indications and 
inadequate response to drugs [1]. The majority of 
brain tumor patients are those with glioma, which is 
an intra-axial tumor. Glioma includes almost 30% of 
all brain tumors beginning in glial cells [2,3]. Based on 
the cancer aggressiveness, glioma can be subdivided 
into low-grade glioma (grade I and II) and high-
grade glioma (grade III and IV). Among all types 
of glioma, glioblastoma (GBM) is less treatable, 
and only 5% of patients diagnosed with GBM 
have a 5-year survival chance [4]. One of the main 
difficulties in the therapeutic intervention of GBM 
is the complex structure of the tumor. It is multiform 
microscopically, with various regions including 
pseudopalisading necrosis, pleomorphic nuclei and 
cells, and microvascular proliferation [5]. 

Numerous ways have been investigated to estimate 
the malignancy of tumors and patients’ cancer status 
to predict better further clinical strategies and the 
chance of surviving. TNM staging is an acceptable 
way that classifies tumors based on three main 
criteria: primary brain tumor (T), regional lymph 
nodes (N), and distance metastasis (M). Besides, 
some studies have investigated the effect of social [6], 
physical [7], and economic features [8] on patients’ OS.  
Additionally, the utilization of general features like 
age and gender as standalone factors for predicting 
overall survival (OS) in patients has yielded 
discouraging results [9], mainly due to their lack 
of individualization [10]. Although medical images 
contain lots of information that can be detected by 
the naked eye, numerous quantitative features can be 
extracted from images by computer-aided algorithms 
that can describe the disease aggressiveness more 
accurately [11]. Indeed, automatic analysis of images 
would be a respectful replacement for traditional 
approaches and provides more precise results [12].

Radiomics is an emerging method that extracts 
a large number of quantitative medical imaging 
features capable of advanced image-based tumor 
phenotyping, providing valuable clinical information 
for OS prediction [13]. Early radiomics approaches 
were the semantic analysis as the radiologists 
tried to figure out the images only qualitatively. 
Following the rapid developments of computer-aided 
algorithms, the field moved quickly toward high-
throughput analyses, which led to the extraction 
of quantitative features from images [14]. More 
importantly, these features have shown excellent 
potential to improve the prognostic of glioblastoma 
patients when integrated with conventional clinical 
and genetic prognostic models [12].

Hooper [15] reviewed various MRI radiomic fea-
tures of glioblastoma, providing an overview of the 
potential applications of radiomics in this context. 
Zhu [16] developed a non-invasive prediction model 
for overall survival time in glioblastoma patients 
based on multimodal MRI radiomics, highlighting 
the potential of radiomic features in predicting pa-
tient outcomes. Furthermore, Li [17] proposed a mul-
tiparameter radiomic model for accurate prognostic 
prediction of glioma, demonstrating the development 
of novel prognostic radiomic models for predicting 
the prognosis of glioma.

In the field of glioma research, other studies 
have employed different approaches. Weninger [9]  
investigated an age-only regression model, achieving 
an accuracy of 56% and highlighting that the addition 
of radiomics to the age parameter did not necessarily 
improve prediction accuracy for different resection 
statuses. Shboul [18] utilized random forest regres-
sion (RFR) with radiomic features, while Feng [19]  
employed linear models with geometric features, achiev-
ing accuracies of 58% and 62% respectively [20]. Other 
studies have explored the use of deep models integrated 
with radiomics for gliomas [21], full-resolution resid-
ual convolutional neural networks (FRRN) [22], RFR 
with atlas locations and tumor’s relative size using 
a “pseudo-3D” method [23], and RFR method [24]. 
Choi investigated the impact of radiomic features 
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on a random survival forest model, demonstrat-
ing a nearly 7% improvement in performance by 
incorporating radiomics [25]. Similarly, Wankhede [26] 
used a hybrid model integrating deep features from 
MRI using the convolutional neural network (CNN) 
and radiomic features extracted with modified fuzzy 
C-means (MFCM) clustering algorithm and achieved 
approximately 20% higher accuracy in glioblastoma 
survival prediction compared to conventional 
models. Hu [27] combined radiomics, deep features, 
and patient-specific clinical features that indicated 
higher prediction accuracy (0.745) compared to 
using age and tumor region volumes only (0.638).

The BraTS is a widely used dataset entailing 
multimodal MRI scans of glioblastoma patients. 
These scans include T1-weighted MRI (T1), T1-
weighted MRI with contrast enhancement (T1CE), 
T2-weighted MRI (T2), and fluid-attenuated 
inversion recovery (FLAIR). T1-weighted images are 
widely utilized for analyzing brain tumor structures 
due to their ability to facilitate the annotation of 
healthy tissues [28]. In T1CE sequence images, the 
borders of brain tumors appear brighter as a result 
of contrast agent accumulation, allowing for easy 
differentiation of the necrotic core. Additionally, 
in T2-weighted images, the edema region appears 
brighter compared to other areas. The FLAIR scan is 
particularly useful in distinguishing the edema region 
from the cerebrospinal fluid (CSF). By combining 
these distinct MRI sequences, radiomic features can 
be extracted from the images [29].

In recent years, multimodal assessment has 
become increasingly popular for its enhanced 
performance and accuracy. It involves combining 
various factors such as demographic, socioeconomic, 
clinical, and radiographic features to predict OS 
more effectively [30]. However, the influence of tumor 
sub-regions’ maximum diameters on this assessment 
has not been thoroughly examined.

This study aims to explore the influence of the 
maximum diameters of sub-regions (edema (ED), 
enhancing tumor (ET), and non-enhancing necrotic 
tumor core (NEC) in glioblastoma (GBM)) on the 

prediction of OS, in conjunction with radiomic 
features. The training dataset exclusively consists of 
reliable segmentations from the BraTS 2019 database 
provided by multiple experts following a consistent 
annotation protocol, and subsequently validated by 
experienced neuro-radiologists. To account for the 
impact of resection status, the dataset was divided into 
two groups: patients with gross total resection status 
(GTR) and those with unknown resection status (NA), 
enabling separate analysis. The maximum diameters of 
tumor sub-regions were extracted from MRI images, 
and the individual influence of each feature on OS 
was evaluated using different regression algorithms. 
Additionally, the automatic extraction of radiomic 
features was performed, followed by the elimination of 
redundant features and the selection of the most relevant 
ones using feature reduction algorithms. Ultimately, 
these selected features were then used independently 
in multivariate prediction models. Additionally, an 
investigation was conducted to determine if the addition 
of tumor sub-regions’ maximum diameters to these 
features enhances the robustness of OS prediction.

In the “Materials” section, the article provides in-
formation on the dataset and details about the cohort 
study used in the research. The “Methods” section 
encompasses stages including image preprocessing, 
radiomic feature extraction, standardization, and 
preselection of radiomic features. It also covers the 
statistical hypothesis testing of preselected radiomic 
features, the procedure for tumor sub-regions’ feature 
extraction, and the development of prediction mod-
els. The “Results” section outlines radiomic feature 
reduction outputs, hypothesis testing outcomes, as 
well as the results from univariate and multivariate 
prediction models. The “Discussion” section delves 
into the interpretation of findings and explores their 
implications. Lastly, the “Conclusions” section pres-
ents a summary of key findings, suggesting potential 
directions for future research.

2. Materials
The BraTS 2019 training dataset, a well-known 
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resource in the medical field has been used in 
this study. Its key elements, including four MRI 
acquisitions and a comprehensive segmentation map, 
are explored. Patient data, specifically survival days 
and resection status, is considered for the purpose 
of this study. Beyond the dataset, a comprehensive 
cohort analysis is included in the study to examine 
how prediction models are influenced by population 
variations and treatment choices.

2.1 Dataset

The BraTS challenge, which has been held annually 
since 2012, serves as a platform for comparing 
different segmentation algorithms. Starting in 2017, 
the challenge introduced quantitative image features to 
explore the potential enrichment of clinical insights and 
the improvement in predicting patients’ OS [20,31–34].

In this study, we utilized the BraTS 2019 training 
dataset, which encompasses four MRI acquisitions (T1, 
T1CE, T2, and T2-FLAIR), along with a segmentation 
map that includes edema (ED), enhancing tumor 
(ET), and non-enhancing necrotic tumor core (NEC). 
Each of the sequences represents a specific part of the 
tumor brighter. A tumor segmentation map, which is 
necessary for radiomic feature extraction, is acquired 
by integrating all of the sequences.

Additionally, the dataset provides information 
on the survival days and resection status of 211 
glioblastoma (GBM) patients, whose OS spans a 
range of 3 to 1767 days. Patients were divided into 
two groups based on the resection status: patients 
reported as GTR; and patients whose resection status 
is unavailable (NA).

The BraTS challenge has classified patients’ OS 
into three categories: long-survivors (e.g., > 450 
days), short-survivors (e.g., < 300 days), and mid-
survivors (e.g., between 300 and 450 days). For 
the purpose of this study, 450 days were selected 
as the midpoint to create two distinct groups for 
classification purposes. However, when using 
regression models, the exact survival days were 

considered and fitted to the data.

2.2 Cohort study

The BraTS dataset primarily consists of data from 
the Center for Biomedical Image Computing and 
Analytics (CBICA) at the University of Pennsylvania 
and the Cancer Imaging Archive (TCIA). Although 
variations in population, imaging protocols, and 
treatment can have a noticeable impact on prediction 
models, certain parameters exhibit similarities within 
this dataset.

Initially, it is important to note that all patients 
with gross total resection (GTR) and unknown 
resection (NA) statuses are derived from the CBICA 
institution and TCIA, respectively. Consequently, 
there is no substantial disparity in the distribution 
of each dataset. Additionally, a significant statistical 
measure, known as the p-value, was employed 
to assess whether there were notable differences 
between the groups. Specifically, the p-value was 
obtained through a one-way analysis of variance. 
In this dataset, the calculated p-value exceeds 0.05, 
indicating the absence of significant statistical 
differences in terms of age or survival among 
the groups. To visually depict this similarity and 
facilitate comparison, Figure 1 illustrates the age 
and survival day variations for both the GTR and NA 
groups.

3. Methods
This study employs a set of essential procedures 

outlined by Soltani [35]. These procedures encompass 
image preprocessing, radiomic feature extraction, 
and feature reduction. Additionally, we extracted 
the maximum diameters of tumor sub-regions 
and incorporated them into learning algorithms to 
evaluate their influence on patients’ OS. 

The significance of these steps is visually 
represented in Figure 2. In the following section, a 
more detailed explanation of each step is provided.
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Figure 1. Distribution of age and survival days in patients with 
gross total resection status (GTR) and patients with unknown 
resection status (NA).

Figure 2. Methodology used to evaluate the predictiveness of 
location-based features independently and in combination with 
radiomics for overall survival.

3.1 Image preprocessing

Due to the limited dataset used in this study, it 
is necessary to normalize the images in order to 
reduce diversity and potential imaging errors. To 
achieve this, we followed the approach outlined 
in previous relevant studies and opted for N4 bias 
field correction and z-score normalization [36]. These 
techniques were employed to address differences 
in image intensities and ensure that the images are 
normalized in terms of both variance and zero mean.

• Z-score normalization: Z-score normalization, 
also known as standardization, is a technique used to 
normalize the pixel values of an image. It involves 
subtracting the mean value of the pixel intensities from 
each pixel and then dividing the result by the standard 
deviation of the pixel intensities. Mathematically, the 
z-score formula can be expressed as follows, where µ 
is the population mean, σ is the population standard 
deviation, and x is the individual data point being 
evaluated:

z = x − µ
σ

z-score normalization
• N4 bias field correction: N4 bias field cor-

rection is a commonly used technique in medical 
image preprocessing. It involves employing a multi-
scale optimization approach to estimate and correct 
for a smooth, slowly varying and multiplicative field 
present in the images. This correction helps address 
intensity variations caused by factors such as un-
even illumination or magnetic field inhomogeneities. 
Gaillochet [37] demonstrated the effectiveness of N4 
bias field correction in their research, supporting its 
usefulness as a preprocessing step in medical image 
analysis.

3.2 Radiomic feature extraction

To extract the radiomic features, we utilized the 
Pyradiomics module, as introduced by Griethuysen [38]. 
This module offers a comprehensive set of tools 
and algorithms specifically designed for radiomic 
feature extraction. The extracted features encompass 
various categories, including first-order statistics, 
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shape-based features (both 3D and 2D), gray level 
co-occurrence matrix, gray level run length matrix, 
gray level size zone matrix, neighboring gray-tone 
difference matrix, and gray level dependence matrix. 
These features provide valuable information about 
the texture, shape, and spatial relationships within 
the medical images, enabling a more comprehensive 
characterization of the tumor sub-regions.

A total of 3910 features were extracted from 
the images, while there was a total of 201 patients 
with GTR and NA resection status. In order to 
prevent overfitting and enhance the efficiency of 
the modeling process, feature reduction algorithms, 
as described by Bzdok [39], were applied. These 
algorithms helped in selecting the most important 
features, reducing the dimensionality of the dataset, 
and mitigating the risk of overfitting.

3.3 Standardization and preselection of features

To ensure reliable predictive models and 
address variability, the radiomic features were 
initially standardized using the scikit-learn object 
StandardScaler to have a value between zero and 
one. Reducing the dimensionality of the features 
became necessary due to redundancy. Therefore, 
the correlation matrix was first applied, followed 
by the variance inflation factor (VIF) and principal 
component analysis (PCA) independently.

• Correlation Matrix: In this approach, a 
simple linear regression was performed between 
each individual feature and the others. The pairwise 
correlations were evaluated, and representative 
features were selected based on their correlations [40].  
In the correlation matrix, areas with correlations 
above 95 percent were reduced to retain the most 
variable element.

• Variance Inflation Factor (VIF): The VIF 
preselection method was applied to the remaining 
features after the correlation matrix step to address 
multicollinearity. The commonly recommended 
threshold is 10, and features exhibiting a VIF 
exceeding this value were removed to address 
concerns related to collinearity.

• Principal Component Analysis (PCA): PCA 

was employed to extract essential information from 
the dataset [41] and reduce dimensionality [42]. After 
applying PCA to the features outputted from the 
correlation matrix, only the features capturing 95 
percent of the variance in the data were retained for 
the subsequent learning process.

3.4 Statistical hypothesis testing

To assess the impact of individual features on 
OS prediction and control for false discoveries, 
hypothesis tests were deemed necessary. It is 
important to note that controlling the false discovery 
rate (FDR) on PCA-selected features is not 
required, as this algorithm selects the most relevant 
elements based on their association with OS. On 
the other hand, VIF eliminates features based on 
multicollinearity, with OS having no influence on 
the VIF selection process. Hence, the Benjamini-
Hochberg procedure [43] was applied to the data 
remaining after VIF feature selection, using a 
specific level of α = 0.05, to control the FDR and 
minimize the risk of false discoveries.

3.5 Tumor sub-regions’ feature extraction

The primary objective of this study is to assess 
the predictive value of tumor sub-regions’ maximum 
diameters on overall survival (OS) in patients with 
different resection statuses as it provides valuable 
information about the extent and size of the tumor 
sub-regions, which has significant implications for 
treatment planning and patient prognosis. To achieve 
this, the tumor sub-regions, including the enhancing 
tumor, non-enhancing necrotic tumor core, and 
edema, were segmented for each patient based on the 
labels available in the BraTS dataset. The Euclidean 
distance algorithm was utilized to calculate the 
largest diameter of the enhancing tumor, non-
enhancing necrotic tumor core, and edema regions.

3.6 Prediction models

Regression and classification predictive models 
were utilized to assess the correlation between the 
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maximum diameters of sub-regions and their survival 
outcomes, considering the patient’s resection status. 
For the regression models, the maximum diameters 
of tumor sub-regions were directly fitted to the 
patients’ survival days to predict the exact duration 
of survival. In contrast, the classification models 
aimed to classify patients into two main groups 
based on their survival days: short and medium 
survival (< 450 days) and extended survival (> 450 
days). This approach provided a binary prediction of 
survival duration for the classification models.

Linear regression (LR), random forest regression 
(RFR), and support vector regression (SVR) models 
were employed to examine the univariate impact of 
maximum diameter features. The LR models indicate 
the linear relationship between two variables, with 
one as the explanatory variable and the other as 
the dependent variable. The RFR involves fitting 
multiple decision trees on different subsets of the 
dataset and averaging their predictions. The SVR is 
a nonparametric method that uses kernel functions to 
capture complex relationships between the features 
and the target variable.

For multivariate feature evaluation, the artificial 
neural network (ANN), random forest classifier 
(RFC), and k-nearest neighbors (KNN) models were 
selected. The ANN is designed to capture complex 
relationships between inputs and target values 
through interconnected nodes in different layers. 
The RFC combines the predictions of multiple 
decision trees to determine the final output. In the 
KNN algorithm, the new data point is assigned to the 
category of its closest neighbors based on similarity.

4. Results
In this section, the outcomes of the conducted 

research will be presented. This will include 
the results of the feature reductions applied to 
the extracted radiomic features, followed by the 
hypothesis testing of the VIF selected features. 
Furthermore, the robustness of the maximum 
diameters of tumor sub-regions is presented 
independently in univariate prediction models and in 
combination with the pre-selected radiomic features 

in multivariate prediction models.

4.1 Radiomic feature reduction approaches

First, following the approach described in Soltani [35],  
we employed a correlation matrix as the initial feature 
reduction algorithm, resulting in a reduction of 
radiomic features from 3910 to 1601. Subsequently, 
the VIF and PCA reduction methods were applied 
independently to the dataset selected by the correlation 
matrix. With the VIF selection method, the number of 
radiomic features was further reduced to 153 from the 
initial 1601. The PCA algorithm reduced the number of 
radiomic features from 1601 to 66.

4.2 Hypothesis testing

The Benjamini-Hochberg correction method was 
employed to select VIF features with the strongest 
correlation to patients’ OS. Three features, namely 
T2waveletHLL first order Skewness, T1waveletLHH 
first order Mean, and T2.log-sigma-3-0-mm 3D 
glszm Zone Percentage, were chosen based on 
controlling the false discovery rate. These features 
were utilized in the LR model, and their correlation 
with OS was presented in Table 1. The p-values 
were calculated to determine the significance of the 
correlation between the selected VIF features and 
patients’ OS using the linear correlation model. For 
the NA resection status, the selected features show 
similar values for MSE, RMSE, and Mean AE. 
However, the p-value indicates that T1wavelet-LHH 
first order Mean has the highest correlation, with the 
lowest value of 0.27. On the other hand, within the 
GTR dataset, T2wavelet-HLL first order Skewness 
feature has the lowest p-value of 0.159, indicating a 
strong correlation with OS.

4.3 Univariate prediction models

Table 2 presents the results of the regression 
models. The GTR dataset shows lower errors and 
better performance compared to the NA dataset. The 
average mean absolute error (MAE) and root mean 
squared error (RMSE) for the GTR dataset are 210 
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and 297, respectively. In contrast, the average MAE 
and RMSE for NA subjects are 242 and 315.

Spearman’s correlation coefficients were also 
calculated. The majority of the coefficients are negative, 
indicating a strong correlation between higher tumor 
maximum diameters and lower survivals. For the GTR 
dataset, the correlation coefficient is approximately 
–0.08, while for the NA dataset, it is more decisive, 
with an average of –0.25. Comparing these results to 
Table 1, it becomes evident that the tumor sub-regions’ 
maximum diameters have a greater impact on patients’ 
OS than the selected VIF features.

The average p-values for sub-regions maximum 
diameters in the NA dataset are 0.035, significantly 
lower than the selected VIF features (0.436). 
Similarly, in the GTR dataset, the average p-values 
extracted from the linear regression for sub-regions’ 

maximum diameters are 0.425, compared to 0.524 
for VIF features. Similarly, MSE, RMSE, and MAE 
indicate a higher correlation of the newly extracted 
features compared to the nominated VIF features. 
The results of the linear regression model are visually 
depicted in Figure 3. Figures 3a, 3b, and 3c depict 
the Spearman correlation between the survival days 
of GTR patients and their respective non-enhancing 
tumor diameter, enhancing tumor diameter, and 
edema diameter. Similarly, Figures 3d, 3e, and 
3f illustrate the Spearman correlation between the 
survival days of NA patients and their corresponding 
non-enhancing tumor diameter, enhancing tumor 
diameter, and edema diameter. The Spearman 
correlations, as presented in the subplots of Figure 3, 
along with the p-values from the regression models 
in Table 2, reveal that the diameters of tumor sub-

Table 1. Linear correlation analysis of VIF-selected features with overall survival.

Feature Spearman R MSE RMSE Mean AE p value Spearman R MSE RMSE Mean AE p value
NA resection status GTR resection status

T2.wavelet HLL_ 
firstorder_Skewness 0.032 106745 326.71 264.25 0.622 0.129 62771 250.54 187.53 0.159

T1.wavelet-LHH_ 
firstorder_Mean –0.109 103049 321.01 257.18 0.270 –0.005 58429 241.72 180.72 0.483

T2.log-sigma-3-0-
mm-3D _glszm_
ZonePercentage

0.096 99680 315.72 259.00 0.417 0.128 59422 243.76 182.47 0.932

Table 2. Comparing regression model performance for various resection status types: D1 denotes the non-enhancing necrotic tumor 
core’s diameter, D2 represents the enhancing tumor’s diameter, and D3 indicates the edema’s diameter.

Feature Model Spearman 
R MSE RMSE Mean AE p value  Model Spearman 

R MSE RMSE Mean 
AE p value

NA resection status GTR resection status

D1

LR –0.276 80414 283.57 232.37 0.012 LR –0.076 63023 251.04 191.36 0.130

RFR –0.037 79671 282.26 221.38 0.278 RFR 0.302 71840 268.03 219.74 0.270

SVR 0.050 93365 305.55 227.26 0.024 SVR –0.210 65031 255.01 186.74 0.280

D2

LR –0.239 83991 289.81 233.59 0.085 LR –0.085 73858 271.76 199.17 0.644

RFR –0.153 96529 310.69 260.66 0.517 RFR –0.143 177719 421.568 267.20 0.545

SVR 0.467 93155 305.21 227.24 0.037 SVR –0.038 65190 255.32 186.88 0.870

D3

LR –0.248 98139 313.27 268.40 0.010 LR –0.09 77189 277.83 200.31 0.502

RFR –0.056 127703 357.35 290.26 0.813 RFR –0.157 182101 426.73 263.07 0.507

SVR 0.416 153822 392.20 221.67 0.068 SVR –0.20 65289 255.51 186.96 0.390
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Table 3. Performance comparison of classification models for patients reported as gross total resection status (GTR).

Model Accuracy Precision Sensitivity Specificity AUC Model Accuracy Precision Sensitivity Specificity AUC

VIF-based feature subset VIF-based feature subset and tumor sub-regions 
diameter

ANN 0.70 0.44 0.81 0.55 0.67 ANN 0.70 0.55 0.81 0.55 0.70
KNN 0.70 0.68 0.70 0.67 0.60 KNN 0.80 0.75 0.82 0.67 0.67
RFC 0.64 0.57 0.81 0.50 0.59 RFC 0.68 0.63 0.87 0.67 0.68

PCA-based feature subset PCA-based feature subset and tumor sub-regions 
diameter

ANN 0.65 0.76 0.71 0.50 0.60 ANN 0.69 0.69 0.75 0.50 0.63
KNN 0.60 0.44 0.66 0.71 0.60 KNN 0.75 0.78 0.72 0.78 0.62
RFC 0.64 0.55 0.70 0.40 0.54 RFC 0.64 0.82 0.61 0.42 0.56

Table 4. Performance comparison of classification models for patients reported as unknown resection status (NA).

Model Accuracy Precision Sensitivity Specificity AUC Model Accuracy Precision Sensitivity Specificity AUC

VIF-based feature subset VIF-based feature subset and tumor sub-regions 
diameter

ANN 0.60 0.71 0.714 0.33 0.56 ANN 0.65 0.40 0.733 0.40 0.58
KNN 0.70 0.63 0.722 1.00 0.55 KNN 0.75 0.82 0.705 1.00 0.69
RFC 0.72 0.63 0.833 0.43 0.64 RFC 0.68 0.72 0.650 0.80 0.65

PCA-based feature subset PCA-based feature subset and tumor sub-regions 
diameter

ANN 0.60 0.89 0.533 0.80 0.61 ANN 0.65 0.71 0.769 0.43 0.63
KNN 0.65 0.82 0.631 0.79 0.56 KNN 0.80 0.86 0.737 0.86 0.60
RFC 0.68 0.60 0.695 0.50 0.53 RFC 0.68 0.62 0.714 0.50 0.57

regions for NA patients exhibit a stronger correlation 
with survival days (average Spearman correlation 
of –0.3 and average p-value of 0.035) compared 
to GTR patients (average Spearman correlation of 
–0.12 and average p-value of 0.425).

4.4 Multivariate prediction models

To transform the survival outcomes into binary 
categories, a midpoint of 450 days was selected based 
on the suggestion from the BraTs challenge (considering 
long-survivors as those with survival times greater 
than 450 days and short-survivors as those with 
survival times less than 450 days). This choice offers 
an additional advantage since the dataset is already 
balanced, eliminating the need to address any potential 
issues related to imbalanced data.

The regression models highlight the effectiveness 
of tumor sub-regions’ maximum diameters. In the 
classification methods (ANN, RFC, and KNN), the 

aim was to assess the robustness of the new features 
when combined with radiomics. The dataset was 
split into training, validation, and test sets (60% for 
training, 20% for validation, and 20% for testing). 
The results of the test set can be found in Table 3 
and Table 4.

Across most algorithms, the presence of tumor 
sub-regions’ maximum diameters shows a positive 
impact on the prediction of OS. The inclusion of the 
features improved the accuracy and precision of the 
classification methods by approximately 5%. The 
highest performance is observed in PCA-selected 
features for GTR patients, achieving an accuracy of 
80%. Furthermore, integrating radiomics with tumor 
sub-regions’ maximum diameters noticeably improved 
the area under the curve (AUC) values. In the GTR 
dataset, the combination of VIF-selected features 
and the maximum diameters of tumor sub-regions 
achieved the highest AUC of 70%. When the sub-
regions’ maximum diameters were added to radiomics, 
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the AUC values for ANN, KNN, and RFC methods 
increased with an average of 4.42%. Additionally, 
incorporating the new features led to a nearly 7% 
increase in AUC for VIF-based features in RFC and 
KNN methods specifically for the GTR dataset.

It is worth noting that certain algorithms in 

the study did not show significant improvements 
when incorporating the newly extracted features. 
Furthermore, the results did not emphasize the 
impact of resection status on enhancing survival 
prediction. These observations can be attributed to 
the limited dataset size utilized in the study.

5. Discussion
In recent years, the use of machine learning 

in medical image analysis has been extensively 
explored in various studies. Many of these studies 
have focused on cancer datasets and utilized 
computer-aided learning algorithms. However, the 
resection status, which refers to the extent of surgical 
removal of the tumor, has often been overlooked [9]. 

In several previous research works, all types 
of resection status have been combined and used 
together in the learning algorithms [44–48]. Similarly, 
radiomics has been employed for quantitative 
analysis of MRI [49] and 3D deep feature learning [50] 
without specifically considering the resection status.

In our study, we examined the influence of 
resection status on regression and classification 
models. While certain learning algorithms exhibited 
improved performance when trained on specific 

resection statuses, the difference was not statistically 
significant in some cases. These findings suggest 
that resection status is a potentially important 
factor in learning algorithms, but a larger and more 
diverse dataset is required for a more comprehensive 
evaluation of its impact on survival prediction.

Radiomic features have been extensively em-
ployed in quantitative image analysis studies, and 
numerous research works have investigated their 
effectiveness. However, the reported accuracies in 
these studies have been limited. For instance, Sun [51] 
and Wijethilake [52] utilized radiomics in their image 
analysis studies but achieved learning accuracies be-
low 70%. Similarly, Baid [53] employed a multi-layer 
perceptron (MLP) on radiomic features, resulting in 
an accuracy of 57.1% and a p-value of 0.427. In an-
other study by Shaheen [54], region-specific radiomic 
features were the focus of their classification models, 

a: Non-Enhancing Tumor Diameter vs.
Survival Days in GTR Patients.

b: Enhancing Tumor Diameter vs. Survival
Days in GTR Patients.

c: Edema Diameter vs. Survival Days in
GTR Patients.

Figure 3.d: Non-Enhancing Tumor Diameter vs.
Survival Days in NA Patients.

Figure 3.e: Enhancing Tumor Diameter vs.
Survival Days in NA Patients.

Figure 3.f: Edema Diameter vs. Survival
Days in NA Patients.

Figure 3. Scatter plot with linear regression line showing correlation between maximum diameter values (D1: non- enhancing tumor 
diameter, D2: enhancing tumor diameter, D3: edema diameter) and survival days, stratified by resection status. Graphs a, b, and c 
represent patients with GTR resection status, while graphs d, e, and f represent patients with NA resection status.
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and they attained training and test set accuracies 
of 47.1% and 55.2%, respectively. In a study by 
Ammari [55], the entire BraTS dataset was used, 
incorporating all resection statuses in their predictive 
models. The AUC results for 9, 12, and 15 months 
were reported as 85%, 74%, and 58%, respectively. 
Furthermore, Calabrese [56] demonstrated that 
combining radiomics and deep learning features 
improves the accuracy of radiogenomic prediction 
for common glioblastoma genetic biomarkers 
compared to using either feature alone. In a recent 
study by Manjunath [57], radiomic features extracted 
from postcontrast T1-weighted (T1) images using 
3D Slicer were employed for machine learning 
training. Among their evaluated models, the 
weighted subspace random forest exhibited the 
highest values for both the AUC and the concordance 
index (C-index), indicating its superior predictive 
performance for glioma patient survival. Chiesa [58] 
conducted a multicentric project, the GLIFA project, 
to investigate the role of radiomic analysis in guiding 
radiation target volume delineation for glioblastoma 
patients who have undergone total or near-total 
resection. This study aimed to personalize radiation 
treatment based on radiomic features extracted from 
the tissue around the resection cavity. The developed 
radiomic model was able to discriminate between 
patients with low-risk and high-risk relapse at 6 
months with an AUC of 78.5%. Tran [59] focused 
on the prediction of survival of glioblastoma 
patients using local spatial relationships and global 
structure awareness in FLAIR MRI brain images, 
highlighting the utilization of radiomic features and 
machine learning models for survival prediction. The 
accuracy of the model is reported to be 0.621, and 
the Spearman’s Rho is 0.576 in the validation set. 
Considering these findings, as well as our own study, 
it becomes evident that radiomic features alone may 
not be accurate enough for independent clinical 
applications especially for glioblastoma [60]. The 
tumor volumes and shape have shown great potential 
for the patients’ OS cancer staging status. Here, 
we focused on the maximum diameters of tumor 
sub-regions. In binary OS classification models, 

the incorporation of additional features alongside 
radiomics yielded visible effects, suggesting that 
tumor sub-regions’ maximum diameters can enhance 
the accuracy and improve the performance of the 
models. The regression models clearly showed the 
correlation between the maximum diameters of 
tumor sub-regions and patients’ OS. The Benjamini-
Hochberg algorithm identified three VIF-selected 
features that are highly relevant to OS. Notably, 
the correlation between the maximum diameters of 
tumor sub-regions and patients’ OS is stronger than 
the correlation observed with the most correlated 
radiomic features selected using the VIF method. 
In contrast to Weninger’s [9] research, where OS was 
categorized into three groups, we opted for a binary 
output in the classification algorithms due to its higher 
learning rates and accuracies. Adding tumor sub-
regions’ maximum diameters to radiomics improved 
the performance of the machine learning algorithms 
used in this study. This improvement has significant 
implications for developing better clinical treatment 
strategies and predicting cancer aggressiveness. To 
enhance the effectiveness of this approach, utilizing 
a broader and more diverse dataset is recommended. 
Therefore, radiomics should be considered an additional 
quantitative feature for improving the prediction of 
patients’ OS.

Efforts have been made to utilize machine learn-
ing and imaging for the diagnosis and classification 
of cancer [61]. Quantitative imaging offers the poten-
tial to extract valuable features that may not be per-
ceptible to clinicians. Therefore, combining essential 
medical imaging features identified by radiologists 
with quantitative medical imaging data can enhance 
the accuracy of evaluating the type and severity of 
cancer in patients.

Similar to previous studies, the achieved 
accuracies in both regression and classification 
models are not notably high, which can be attributed 
to the limitations of the dataset used. To overcome 
this issue, it is necessary to employ a larger and more 
comprehensive dataset, which would help address 
overfitting problems during training and validation. 
Moreover, the exploration and identification of novel 
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imaging features, alongside radiomics, have the 
potential to enhance the predictive capabilities of OS 
and improve the precision and accuracy of learning 
algorithms. This, in turn, can facilitate their practical 
use in medical treatments.

6. Conclusions
In this study, we utilized the BraTS 2019 train-

ing dataset to investigate the relationship between 
the maximum diameters of tumor sub-regions and 
patients’ OS. The regression models employed in 
our analysis revealed a clear correlation between 
the maximum diameters of tumor sub-regions and 
patients’ OS. Additionally, we explored the effective-
ness of integrating the newly extracted features with 
radiomics using classification models. Our findings 
demonstrated that the inclusion of tumor sub-re-
gions’ maximum diameters in the classification mod-
els yielded positive responses. This was observed 
in both the GTR and NA datasets, with an average 
increase of 4.58% in accuracy. The differences in 
results between the GTR and NA datasets in some of 
the machine learning algorithms further highlighted 
the resection status as a potentially important factor 
in the prediction models.

This study considered 450 days as the midpoint 
for survival days, leading to binary classification. 
However, utilizing a more extensive and diverse 
dataset with a broader class distribution would 
enable multiple classifications, providing a more 
accurate estimation of patients’ survival rates 
and enhancing generalizability. Additionally, 
assessing additional features related to the medical 
characteristics of tumor regions would improve the 
interpretability of machine learning models, ensuring 
that these features hold tangible medical and clinical 
significance for validation. The models employed 
in this study exhibit computational efficiency, 
underscoring their inherent advantages. As we 
consider future directions, exploring alternative deep 
learning models, particularly transformer-based ones, 
and incorporating additional clinical and genetic data 
may demand increased computational resources. 
However, the potential for achieving superior results 

justifies the computational costs for advancing our 
understanding and applications in this domain. Also, 
a deeper investigation into the NA characteristics 
of resection status is recommended to enhance 
understanding and enable a robust comparison with 
GTA resection status.
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