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Due to the advancement of information technology, 
Journal of Electronic & Information Systems aims to 
discover innovative methods, theories and studies in its 
field by publishing original articles, case studies and com-
prehensive reviews. Journal of Electronic & Information 
Systems provides a wide range of readers and authors. A 
good communication platform, in the expectation, the first 
issue of the first volume was first published.

Journal of Electronic & Information Systems publishes 
original research papers that it has officially applied for 
the electronic ISSN (Online) to be 2661-3204. The current 
Vol. 1 No. 1 will be issued with electronic publications. In 
this issue of the public collection section, there are includ-
ed four articles: 

The First article: Measurement for phase difference 
rate without phase ambiguity. The purpose of the paper 
is the direction finding solution at the midpoint of a single 
base array is given for  and the several functions relation 
between phase and frequency is also described. Then, the 
expression of phase difference rate is described based on 
the multichannel phase difference measurement.Thus, the 
function expression can be obtained that is equivalence 
with the quondam differential function of path differ-

ence and that is nothing to do with the difference item of 
wavelength integer. On this basic, several parameters are 
analyzed by using the method of phase difference mea-
surement without phase ambiguity.  The research results 
in this paper are related to engineering practical design 
related to the phase measuring.  

The Second article: A Novel Image Encryption 
Scheme Based on Reversible Cellular Automata. In this 
paper, a new scheme for image encryption is presented by 
reversible cellular automata.Due to reversibility of used 
cellular automata, decryption scheme can reversely be ap-
plied. The experimental results show that encrypted image 
is suitable visually and this scheme has satisfied quantita-
tive performance.

The Third Article: Computation Offloading and 
Scheduling in Edge-Fog Cloud Computing. Nowadays, 
resource allocation and task scheduling in the cloud envi-
ronment face many challenges. In this article, we review 
the resource allocation and task scheduling methods in 
Cloud, Edge and Fog environments, such as traditional, 
heuristic, and meta-heuristics. The authors also categorize 
the researches related to task offloading in Mobile Cloud 
Computing (MCC), Mobile Edge Computing (MEC), and 
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Mobile Fog Computing (MFC). Our categorization crite-
ria include the issue, proposed strategy, objectives, frame-
work, and test environment. 

The Fourth Article: Development of IoT Based Mo-
bile Robot for Automated Guided Vehicle Application. 
Mobile robot has been one of the researches focuses in 
this era due to the demands in automation. The advances 
in the navigation technology allows the AGV to be used 
for many tasks. This paper will therefore discuss the de-
velopment of Internet of Things (IoT) bases mobile robot 
for AGV application. In this project a mobile robot plat-
form is designed and fabricated. The results show that the 
prototype is able to follow line and go to any location that 
was preregistered from the App through the IoT. The mo-
bile robot is also able to avoid collision and any obstacles 
that exist on its way to perform any task inside the work-
place. 

In addition, Journal of Electronic & Information Sys-
tems publishes original research papers that offers pro-

fessional review and publication to freely disseminate 
research findings in areas of Networks and Telecommuni-
cation, Human–Computer Interaction, Data Management, 
High Voltage Engineering and more. The Journal focuses 
on innovations of research methods at all stages and is 
committed to provide theoretical and practical experience 
for all those who are involved in these fields.

Journal of Electronic & Information Systems aims to 
discover innovative methods, theories and studies in its 
field by publishing original articles, case studies and com-
prehensive reviews.

This journal will continue to move towards the inter-
nationalization of journals. Thanks to all readers for their 
long-term support, and welcome you to provide the latest 
research results to the journal for sharing and exchange.

Journal of Electronic & Information Systems
Chin-Ling Chen

DOI: https://doi.org/10.30564/jeisr.v1i1.1336
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Firstly, the direction finding solution at the midpoint of a single base array 
is given for the purpose of this paper and the several functions relation 
between phase and frequency is also described. Then, the expression of 
phase difference rate is described based on the multichannel phase differ-
ence measurement. With stripping time difference item correspond to the 
baseline length from phase difference rate, a function is extracted which 
signifies the differential characteristics of wavelength integer and phase 
difference in a unit of length. Simulation calculation found that the vari-
ation of differential function of path difference in a unit of length is very 
regular. The corresponding corrected value can is determine directly by 
distinguishing the range of differential item of phase difference obtained 
by actual measurement. Thus, the function expression can be obtained 
that is equivalence with the quondam differential function of path differ-
ence and that is nothing to do with the difference item of wavelength in-
teger. On this basic, several parameters are analyzed by using the method 
of phase difference measurement without phase ambiguity. The research 
results in this paper may provide a powerful technical support for engi-
neering practical design related to the phase measuring.

Keywords:
Phase difference rate
Phase ambiguity
Doppler frequency shift
Path difference
Passive location  
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Yu Tao,
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1. Introduction

The phase difference rate can be used for passive 
localization [1-5], There are two main methods to 
obtain the phase difference rate [6]: One is to ex-

tract the phase difference rate by measuring phase differ-
ence sequences and using algorithms such as difference, 
Kalman filtering and linear fitting [7]. The other is to cal-
culate the phase difference rate by indirectly measuring 
the output frequency difference between two comparison 
channels based on phase discrimination [8-10]. The previous 
method must be measured in a row to get enough phase 
difference sequences, and it needs to increase the mea-
surement accuracy by extending the observation time. It’s 
possible that the obtained phase difference is not linear. In 

the case of the short baseline application, the equivalent 
measurement time is very short because the frequency 
difference interval that can be measured is too small, so 
that the posterior method can make the measurement error 
become very large. Therefrom, the prediction accuracy of 
the phase difference rate is hard to improve.  

In the existing passive positioning analysis based on 
the phase difference measurement, the integer value of 
the wavelength is looked at as a constant value. And it’s 
thought that the phase difference rate will have nothing 
to do with the integer of wavelengths after the differential 
treatment. That is, the difference of phase difference is 
not ambiguous [11-14]. But the analysis shows whether the 
phase difference rate is derived based on the relationship 
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between phase and frequency or is obtained by making 
differential treatment directly to phase difference mea-
surement based on the time series, it is related not only 
to the difference item of phase difference, but also to the 
difference item of the difference value of the integer of 
wavelengths. Moreover, there is mutual jump phenome-
non between the difference item of phase difference and 
the difference item of the difference value of the integer 
of wavelengths.

Based on the functional relationship between phase 
shift and Doppler frequency shift [15], the authors have 
proved mathematically that the phase difference rate can 
be obtained in real time by using the short baseline linear 
array and the multichannel phase shift detection [16]. On 
the basis of this study, the author further studies the meth-
od to detect the phase difference rate without phase ambi-
guity.

Firstly, the expression of the phase difference rate by 
using the phase-frequency function is derived based on 
multichannel phase difference measurement. Then the 
time difference term corresponding to the baseline length 
is separated from the phase difference rate. The resulting 
is to obtain a function that can represent the difference 
characteristic of difference value in unit length. The sub-
sequent simulation results show that the variation of the 
difference function on the unit length is very regular. The 
corresponding correction number can be determined di-
rectly by distinguishing the range of difference of phase 
difference, that the range is obtained by the actual mea-
surement. A function expression can be obtained indepen-
dent of the difference term of the integer of wavelengths 
as well as equivalent to the difference function of path 
difference in unit length.

The author’s research results show that, based on the 
multichannel phase difference measurement, the phase 
difference rate can be directly obtained only by using 
the measured value of phase difference, and by using the 
jump rule of difference including the difference value of 
the integer of wavelengths as well as the phase difference 
under the condition that the difference value of integer of 
wavelengths is unknown. The results of this study lay a 
very important foundation for the engineering application 
of phase difference location.

Based on the function relation between the phase shift 
and the frequency shift, the analysis showed that many 
parameters in passive location is related to the testing of 
phase difference rate. Many kinematic positioning param-
eters can be converted into the function associated with 
the phase difference rate. Therefore, once the detection 
to the phase difference rate can be realized without phase 
ambiguity, these parameters directly related to the phase 

DOI: https://doi.org/10.30564/jeisr.v1i1.579

difference rate can be all solved without ambiguity. Fur-
thermore, the physical meaning of some parameters can 
be understood more deeply by means of the difference 
expression of path difference. 

2. A Simplified Solution for the Direction 
Finding at the Midpoint of a Single Base Ar-
ray

2.1 Introduction

As the basis of the follow-up chapter, in this chapter, a 
single base direction finding equation which is only re-
lated to the path difference measurement is obtained by 
simplifying the one-dimensional path difference equation 
based on double-base array. Although the three-station 
direction finding method with two baselines obtained by 
using the path difference measurement and geometrical 
assistant relation is suitable for arbitrary baseline length, it 
is most desirable to realize the direction finding of double 
stations from the perspective of engineering application.

2.2 One Dimensional Double-base Direction Find-
ing Solution  

For the one-dimensional double-base phase interference 
array shown in Figure 1, the path difference between the 
adjacent two baselines is:

1i i ir r r +∆ = −  (1)

1 1 2i i ir r r+ + +∆ = −  (2)

If the center point of the whole array is used as the 
origin of coordinates, then the following two geometric 
auxiliary equations can be listed by the cosine theorem: 

2 2 2 2 2
1 1 1 1 1 12 cos(90 ) 2 sini i i i i i i i i i ir r d d r r d d rθ θ+ + + + + += + − + = + +  (3)

2 2 2 2 2
2 1 1 1 1 1 1 1 1 1 12 cos(90 ) 2 sini i i i i i i i i i ir r d d r r d d rθ θ+ + + + + + + + + + += + − − = + −  (4)

 
                    y                                       ( , )T x y  

                                                         

                                              

                                         

                              ir                          

                      1θ +i         1+ir          2+ir  

                                                           

 iE      id      1iE +      1+id    2iE +                                  x  

 Figure 1. One-dimensional double-base array
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Due to: 1 1sini ix r θ+ += , Therefore, the geometric auxil-
iary equation can be rewritten as: 

2 2 2
1 2i i i ir r d d x+= + +  (5)

2 2 2
2 1 1 12i i i ir r d d x+ + + += + −  (6)

Where: i
d  is the length of single baseline; x is the x-co-

ordinate of rectangular coordinate system. 
At this point, if the path difference (1) and (2) between 

two adjacent baselines are substituted into the geometric 
auxiliary equations (5) and (6), then the following binary 
primary linear equations can be obtained after rearrange-
ment:

2 22 2i i i i id x r r d r− ∆ = − + ∆  (7)

2 2
1 1 1 1 12 2i i i i id x r r d r+ + + + +− ∆ = − ∆  (8)

From this, the horizontal distance of the target can be 
directly solved out: 

( ) ( )
( )

2 2 2 2
1 1 1

1 12
i i i i i i

i i i i

d r r d r r
x

r d r d
+ + +

+ +

− ∆ ∆ + − ∆ ∆
=

∆ − ∆
 (9)

And the radial distance of the target:

( ) ( )
( )

2 2 2 2
1 1 1

1
1 12

i i i i i i
i

i i i i

d r d d r d
r

r d r d
+ + +

+
+ +

− ∆ + − ∆
=

∆ −∆
     (10)

From this, the arrival angle of the target can be ob-
tained: 

( ) ( )
( ) ( )

2 2 2 2
1 1 1

1 2 2 2 2
1 1 1 1

sin i i i i i i

i
i i i i i i i

d r r d r rx
r d r d d r d

θ + + +

+

+ + + +

− ∆ ∆ + − ∆ ∆
= =

− ∆ + − ∆
 (11)

2.3 Approximate Simplified Solution

For one-dimensional double-base direction finding equa-
tion:

( ) ( )
( )

2 2 2 2

1 2 2 1

2 2 2

1 2

sin
2

d r r d r r

d d r r
θ

− ∆ ∆ + − ∆ ∆
=

− ∆ − ∆
 (12)

If the approximate treatment is done for the higher-or-
der terms of path difference: 1 2r r∆ ≈ ∆ , accordingly, after 
simplification, there is:

( )( )
( )

( )2 2
2 1 2 1 2

2 2
1

sin
22

d r r r r r
dd d r

θ
− ∆ ∆ + ∆ ∆ + ∆

≈ =
− ∆

 (13)

For:

( ) ( )13 1 3 1 2 2 3 1 2r r r r r r r r r∆ = − = − + − = ∆ + ∆  (14)

From this, the single base direction finding solution 
only related to the measurement of path difference is ob-
tained:

13sin
2
r
d

θ
∆

=  (15)

Note that the reference point for a single base direction 
finding is at the mid-point of a single baseline, not at the 
left or right end of a single baseline.

The simulation results show that the single base direc-
tion-finding formula (15) obtained from the approxima-
tion simplification is correct not only for short baselines, 
but also for longer baselines.

2.4 Summary

One of the important applications of single-base direc-
tion finding is the direction-finding using time difference 
measurement based on long baseline. As a high-precision 
direction finding method for passive detection of military 
applications, the research on time difference detection 
technology has made a significant breakthrough in the 
past 40 years, but the relevant research so far mainly fo-
cuses on the short baseline time difference measurement 
method [17-20]. On the one hand it’s a tactical need, on the 
other hand it involves the mathematical models. The ex-
isting direction finding formula based on short baseline 
is only a very approximate calculation method. If it is ex-
tended to long baseline measurement, the calculation ac-
curacy will become worse and cannot be applied. It seems 
that the results can be given in form by using the existing 
approximate short baseline direction-finding formula, but 
the mathematical description is incomplete, and more im-
portantly, it is difficult to accurately analyze the problems 
related to the long baseline.  

Obviously, based on the principle that the direction 
finding precision is proportional to the length of the base-
line, if the model suitable for the time difference measure-
ment of the long baseline can be given mathematically, 
the direction finding performance of the ultra-precision 
should be obtained.

3. Some Function Relations between the 
Phase and Frequency 

3.1 Phase Difference Positioning Equation

If the phase-interferometer is used for passive detection 

DOI: https://doi.org/10.30564/jeisr.v1i1.579
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of the target, and the phase-interferometer is assumed to 
only use the single-base antenna array as shown in Figure 
2, the distance formula based on the phase shift measure-
ment is as follows:

2
i

i ir n
φ

λ
π

= + 
 
 

 (16) 

Where: ir  is the radial distance; λ  the wavelength; in  
the number of wavelengths; iφ  the phase shift measured 
by the Phase detector unit. 

According to the relation (16) between phase shift and 
distance, the path difference ir∆  between two radial dis-
tance corresponding to the array elements iE  and 1iE +  of a 
single baseline can be determined by the phase difference 
measurement, and the phase difference localization equa-
tion can be obtained whose form is completely similar to 
the time difference localization equation:

1

1 1 2 2
i i i

i i i i i ir r r n n n
φ φ φ

λ λ
π π

+

+ +

− ∆
∆ = − = − + = ∆ +   

   
   

 (17)

Where :  1i i in n n +∆ = − i s  the  d i ffe rence  va lue  of 
wavelength number contained in the path difference; 

1i i iφ φ φ
+

∆ = −  the phase difference between two elements.
        n                        T  

                                   
                                 
                              

                ir               

                         1+ir         
            θi          

    ∆ ir       iβ             

iE        id       1iE +             

Figure 2. Schematic diagram of single base array

3.2 Direction Finding Solution Using Single Base-
line based on Phase Difference Measurement

Based on phase difference positioning equation, the direc-
tion finding solution based on phase difference measure-
ment can be directly obtained by further using the expres-
sion form of single base middle point direction finding 
instead of the existing short baseline phase interference 
direction finding concept:

sin
2

i i

i i

i i

r
n

d d
φλ

θ
π

∆ ∆
= = ∆ + 

 
 

 (18)

The direction-finding formula given here can be applied 
to longer baselines from a purely mathematical definition, 

but note that the reference point of the measurement is at 
the midpoint of the baseline.

3.3 The Function Relation between Phase Differ-
ence and Frequency Shift 

A Doppler receiver is installed on the airborne platform 
to detect stationary or slow-moving targets on the ground, 
and the Doppler frequency shift received at the middle 
point of a single base is:

cosdi if vλ β=  (19)

Where: dif  is Doppler frequency shift; v  the speed of 
the airplane; iβ  the leading angle.

According to the reciprocal relationship between the ar-
rival angle and the leading angle: sin cosi iθ β= , using the 
direction finding formula (19) of the single base midpoint 
based on the phase difference measurement, the leading 
angle can be expressed as:

cos ( )
2

i i
i i

i i

r n
d d

φλβ
π

∆ ∆
= = ∆ +  (20)

And once expression (20) is substituted into the Dop-
pler shift expression (19), the functional relationship be-
tween phase difference and Doppler shift is obtained:

2
i

di i
i

vf n
d

φ
π

∆ = ∆ + 
 

 (21)

3.4 The Function Relation between the Change 
Rate of Phase Shift and Frequency Shift

If the differentiating with respect to time is applied to both 
sides of the phase-distance expression (16), then there is:

2
i ir
t t

φλ
π

∂ ∂
=

∂ ∂
 (22)

According to the relation between the change rate of 
radial distance and Doppler frequency shift:

i
ri di

r v f
t

λ
∂

= =
∂

 (23)

It can be proved that:

2i
dif

t
φ

π
∂

=
∂

 (24)

3.5 The relation between the phase difference rate 
and frequency difference

If the differential with respect to time is applied to both 

DOI: https://doi.org/10.30564/jeisr.v1i1.579
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sides of the relation (17) of phase difference - distance 
difference, then:

2
ir

t t
λ φ
π

∂∆ ∂∆
=

∂ ∂
 (25)

  According to the relation between the change rate of 
radial distance and Doppler frequency shift: 

i
ri di

r v f
t

λ
∂

= =
∂

 (26)

Based on the same process, the relation between the 
phase difference rate and frequency difference can be ob-
tained:

2 dft
φ π∂∆
= ∆

∂
 (27)

Where: 1 2d d df f f∆ = − . 

                                                                         T  
                                                         

                                              

                                     1r  

                        θ             2r         3r  

     1r∆      1β           2β             3β    

  1      1d        2      2d       3              

 Figure 3. The one-dimensional double base array with 
three units

It is proved that the phase difference rate can be ob-
tained by detecting the Doppler frequency difference. Ac-
cording to the relationship Eq.(24) between Doppler shift 
and the change rate of phase shift, the Doppler shift value 
corresponding to a certain radial distance actually needs 
to be obtained by difference of two phase values. There-
fore, in order to obtain the Doppler frequency difference, 
three phase shifts need to be detected simultaneously, that 
is, the one-dimensional double base array with three units 
as shown in Figure 3 needs to be adopted from the imple-
mentation method of measurement.

4. Phase Difference Rate Based on Multichan-
nel Phase Difference Measurement

4.1 The Change Rate of Phase Shift Obtained by 
Detecting Phase Difference  

The change rate of radial distance is the radial velocity of 

the target:

sini
ri

r
v v

t
θ

∂
= =

∂
 (28)

Where: v  is the flight speed of the aerial carrier, and 
riv  the radial speed.

Use the relationship between the change rate of dis-
tance and the change rate of phase shift Eq.(22) :

2
i ir
t t

φλ
π

∂ ∂
=

∂ ∂
 (29)

And use the direction finding formula Eq.(18) of sin-
gle-base midpoint based on phase difference measure-
ment: 

sin
2

i i
i

r
n

d d
φλ

θ
π

∆ ∆
≈ = ∆ + 

 
 

 (30)

It can be proved that the formula of the change rate of 
phase shift based on the phase difference measurement is:

2
2

i i
i

v n
t d
φ π φ

π
∂ ∆ = ∆ + ∂  

 (31)

4.2 The Phase Difference Rate Obtained by De-
tecting the Phase Difference 

Directly from formula Eq.(31), there are:

1 2

( 1)
( 1)

( 1)

( 1) ( 1)

( 1) ( 1)

2 2
2 2

2
2 2

ii
i i

i i

i ii i

i i i i

t t t
v vn n

d d

nnv
d d d d

φ φ φ

φπ φ π
π π

φφπ
π π

+
+

+

+ +

+ +

∂∆ ∂ ∂
= −

∂ ∂ ∂
∆ ∆ = ∆ + − ∆ +  

   

    ∆ ∆∆ ∆
= − + −            

 (32)

For the double-base linear array that is equidistant, that 
is , when 1 2d d d= = , there is:

2312
12 23

2 ( ) ( )
2 2

v n n
t d

φφφ π
π π

 
 
 

∆∆∂∆ = ∆ −∆ + −
∂

 (33)

For clarity, the subscript of the parameter in the for-
mula has been represented by a double number corre-
sponding to the mark number at both ends of the baseline. 
Obviously, three phase-shift values need to be detected 
simultaneously to obtain the phase difference rate , that 
is, the one-dimensional double-base linear array as shown 
in Figure 3 needs to be adopted from the implementation 
method of measurement.
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5. Difference Function of Path Difference on 
Unit Length

5.1 Decomposition of Functions

The representation of the phase difference rate based on 
multichannel detection of phase difference can be divided 
into the product as follow two items:

t0

∂∆
= ⋅ ∆

∂
 (34)

The first item represents the circular angle per unit time 
when the carrier is moving at speed v  and is undergoing 
the baseline length d :

t0
2 2

i i

v
d t
π πφ = =

∆  (35)

The latter second term is called the difference term of 
path difference on the unit length:

( ) 1 1
1

2
2 2

ii i i
i i

r rn nrλ λ
φφ

π π
+ +

+

 
 
 

∆ − ∆= ∆ −∆ + − ∆∆∆ =  (36)

The difference terms 2rλ∆  of path difference on a unit 
length can be divided into the sum of two terms. The pre-
vious term is the difference of the integer of wavelength 
between two adjacent baselines:

 ( )1
2

i iin n n += ∆ − ∆∆  (37)

The latter term is the difference of phase difference be-
tween two adjacent baseline:  

12
2 2

i i
iφ

φφ
π π

+ 
 
 

= − ∆∆∆  (38)

That is:

2
22

2
i

ir nλ

φ
π

∆
+= ∆∆  (39)

5.2 Change Rule

If 2rλ∆ is expressed as a function varying with the angle of 
arrival, the simulation calculation indicates that the previ-
ous term will always jump between 0 and 1, and the latter 
term 2

iφ∆  will jump within the range of 
21 0.1iφ− < ∆ < .

According to Matlab program, the theoretical calcula-
tion value of 2

in∆  is:

( ) ( ) ( ) ( )1 1 2
2 / / / /i i i iin FIX r FIX r FIX r FIX rλ λ λ λ+ + +=  −  −  −    ∆  (40)

Figure 4 shows the variation curve of the differential of 
the difference value of the number of wavelength at differ-
ent angles of arrival. In order to keep the screen simple, the 
larger  interval of the arrival angle is taken. The simulation 
shows that even if the interval of the angle is 0.01 degrees, 

2
in∆  is still a jump back and forth between 0 and 1.

 Figure 4. The differential of the difference value of the 
number of wavelength

The theoretical value of phase shift whose numerical 
value is less than π  is:

( )2 i ii r nφ λπ −=  (41)

Thereout, the theoretical calculation formula of differ-
ential of phase difference can be obtained:

( ) ( ) ( ) ( )1 1 1 1 2 2
2

i i i i i i i ii r n r n r n r nφ λ λ λ λ+ + + + + + − − −  −  − − −    =∆  (42) 

Figure 5 shows the variation curve of the differential of 
phase difference at different angle intervals.

Figure 5. The differential of phase difference

5.3 Correction of Phase Jump

The analog calculation shows that the value of the differ-
ential term 2rλ∆  on the unit length is always less than 1. 
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As can be seen from the graph, the variation between the 
number of wavelength and the differential of phase dif-
ferences is going to correspond to each other. If the pre-
ceding term has a jump change, the latter must also have a 
jump change, and the sum of the preceding and following 
terms is always to offset the value greater than 1 when the 
integral part of the differential item 2rλ∆  of path differ-
ence in unit length is greater than 1. Therefore, according 
to the numerical change rule that the sum of the two terms 
must offset the integral part greater than 1, If there is a 
jump on the differential of phase difference, then the mea-
sured data of phase difference can be corrected with the 

1± .
The specific numerical simulation results are as fol-

lows:
When the absolute value of difference term of phase 

difference is 12 23φ φ π∆ − ∆ < , directly take:

( )2
12 232π φ φ φ⋅ ∆ ∆ = ∆ − ∆i  (43)

When the difference term of phase difference is 
( )12 23 2φ φ π∆ − ∆ > , take: 

( )2

12 232 2iπ φ φ φ π⋅ ∆ ∆ = ∆ − ∆ −  (44)；

When it is 12 23 2π φ φ π< ∆ − ∆ < , take:

2
12 232 2iπ φ π φ φ⋅ ∆ ∆ = − ∆ − ∆  (45)

That is, the piecewise equivalent function of the differ-
ence term of path difference on unit length is as follows:

( )
12 23 12 23

2
12 23 12 23

12 23 12 23

,

2 , ( ) 2

2 , 2

rλ

φ φ φ φ π

φ φ π φ φ π

π φ φ π φ φ π

∆ − ∆ ∆ − ∆ <


∆ = ∆ − ∆ − ∆ − ∆ >
 − ∆ − ∆ < ∆ − ∆ <

—

 (46)

Figure 6. The piecewise equivalent function curve for the 
differential item of path difference

After modification is done in according to the numeri-
cal jump of the phase differential item, obtained piecewise 
equivalent function of the difference term of path differ-
ence on the unit length already has nothing to do with the 
computing of differential item of number of wavelength. 
The curve is shown in figure 6 shows that the range of the 
piecewise equivalent function for the differential item of 
path difference on the unit length is smooth continuous 
that is obtained only by measuring the phase difference. 

5.4 Validation

Literature [16] has indirectly verified the correctness of the 
expression of phase difference rate based on multichannel 
phase difference measurement by using phase difference 
ranging method. In this chapter, the correctness of piece-
wise equivalent function of the differential item of path 
difference would be emphatically verified. The method is 
to use the theoretical value of the differential item of path 
difference on unit length

1 1
1

2
2 2

i i i i
i i

r r n nrλ λ
φφ

π π
+ +

+

  
+ −   

   

∆ − ∆ = ∆ ∆ + ∆∆∆ =  (47)

Compared with the piecewise equivalent function 
obtained by phase difference correction, the relative cal-
culation error is shown in figure 7. The simulation results 
show that the  derived equation of the differential of path 
difference at present is only applicable to the shorter base-
line length. When the radial distance is determined, the 
maximum usable baseline length can be estimated accord-
ing to the following formula:

18
2000

d r
λ
≤  (48)

Where: r  represents the radial distance of the target.

Figure 7. Relative calculation error of the differential 
item of path difference
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6. Some Parameters Realized by the Phase 
Difference Measurement without Ambiguity

6.1 Relative Angular Velocity

6.1.1 Overview

In the airborne single-station passive positioning system, 
the observability of the positioning system can be in-
creased and the positioning performance can be improved 
by introducing the observation information of angular 
velocity [11, 21] . However, the angular velocity is a physical 
quantity of time derivative. Unless the gyroscope sensor is 
used, it usually needs to be obtained by indirect method. 
The difference method, or least square fitting method, or 
Kalman filter method, which estimates the change rate of 
angle by using angle measurement equipment to obtain 
angle sequence, requires that the angle observation value 
itself must be linear change during the sampling period, 
otherwise, the measurement accuracy of angle change rate 
will be difficult to be guaranteed [22].

6.1.2  Basic Solution

Directly differential for direction finding formula based on 
phase differential measurement on a single basis, there is:

1
cos

2
r

d t d t
λ φ

ω θ
π

∂∆ ∂∆
= =

∂ ∂
 (49)

Where: ω  is the angular velocity.
After the transposition arrangement, by substituting the 

phase difference rate based on the multichannel phase dif-
ference detection into (49) , we obtain:

( ) 1 2
1 222 cos cos 2 2

v
n n

d t d
φ φλ φ λ

ω
π θ θ π π

∆ ∆∂∆
= = ∆ − ∆ + −

∂
  

    
 (50)

Furthermore, the non-fuzzy solution of the phase dif-
ference rate is substituted into, and the relative angular 
velocity calculation formula based on measurement of 
azimuth angle and the difference of non-fuzzy phase dif-
ference is obtained:

2
2 cos

v r
d λ

λω
θ

= ∆  (51)

6.1.3 Error

In order to facilitate the error analysis, the non-fuzzy solution 
is first reduced to a form that contains the difference value of 
the integer of wavelength, and it is regarded as a constant:

( ) 1 2
1 22 cos 2 2

v n n
d

φ φλω
θ π π
 ∆ ∆  = ∆ − ∆ + −  

  
 (52)

Partial differential to each phase difference is:

2
1 2 cos

v
d

ω λ
φ π θ

∂
=

∂∆
 (53)

2
2 2 cos

v
d

ω λ
φ π θ

∂
= −

∂∆
 (54)

( ) 1 2
1 22 2

sin
cos 2 2

v n n
d

φ φω λ θ
θ θ π π

 ∆ ∆ ∂  = − ∆ − ∆ + −  ∂   
 (55)

( ) 1 2
1 22 cos 2 2

n n
v d

φ φω λ
θ π π
 ∆ ∆ ∂  = ∆ − ∆ + −  ∂   

 (56)

According to the error estimation theory, the measure-
ment error of relative angular velocity caused by phase 
difference, angle and velocity is:

22 2
2

1
r v

i iv φ θ

ω ω ωσ σ σ σ
φ θ=

 ∂ ∂ ∂   = + +∑    ∂ ∂∆ ∂    
 (57)

Where: vσ  is the root mean square value of velocity 
measurement error, and takes 0.1 /v m sσ =  when analyzing 
and calculating; φσ  is the root mean square value of the mea-
surement error of phase difference, unit is radian, and takes 

 that can be reached by general engineering 
measurement; θσ  is the root mean square value of the angle 
measurement error, in radian, and takes 01 / 180

θ
σ π= .

Figure 8 shows the angular velocity measurement error 
at different baseline lengths. It can be seen from this that 
the measurement accuracy less than 3 /mrad s  can be 
achieved within a larger angle of arrival if the ratio be-
tween baseline and wavelength is large enough.

The parameters used in the simulation calculation are: 
the target distance is 300 kilometers; Airborne platform 
mobility speed 300m/s; Wave length 0.03 m.

Figure 8. the angular velocity measurement error at dif-
ferent baseline lengths
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6.1.4 Summary

As far as the analysis process is concerned, the angular 
velocity calculation method based on multichannel phase 
difference measurement is not only high accuracy but also 
real-time. Because it is only requirement to directly mea-
sure the phase difference , there is no need to maintain 
linear variation for the angle measurement.

6.2 Radial Acceleration

6.2.1 The Introduction

Based on the principle of kinematics, radial acceleration 
can be used for passive localization, and radial acceler-
ation information can be used to reduce the limitation 
for observability of observer motion, and to improve the 
convergence speed of positioning error and positioning 
accuracy to some extent [11].

However, in the engineering application, according to 
the existing research analysis, radial acceleration seems 
to be difficult to detect. The difficulty of detection in the 
time domain is that the high precision of time measure-
ment is need, which is about 1/10 nanosecond. However, 
in the frequency domain, most radar signals are pulses 
with very short duration and the signal frequency changes 
are difficult to detect. Therefore, it is difficult to obtain 
accurate parameter estimation from a single pulse signal, 
which requires long time accumulation for signals and 
the use of impulse coherence [1]. In addition, although the 
radial acceleration of the target relative observer can be 
obtained by measuring the carrier frequency change rate 
of incoming waves or the pulse repetition rate, in fact the 
frequency change rate of intra-pulse phase modulation 
signal cannot directly characterize the Doppler frequency 
shift change rate [23].

Different from the existing method to obtain radial ac-
celeration by analyzing the phase parameters of the signal 
based on signal modeling, in this paper, by using the func-
tional relation between phase shift and frequency shift, 
and by using the mathematical definition of radial accel-
eration, the analytic expression of radial acceleration only 
based on phase difference measurement can be obtained 
by carrying on the quadratic differential to the function 
between distance and phase shift. On the basis of this, a 
non-fuzzy phase difference detection method for airborne 
radial acceleration is presented according to the method of 
non-fuzzy detection of phase difference rate.

6.2.2 Derivation

Use the relation between radial distance change rate and 
phase shift change rate:

2
i ir
t t

φλ
π

∂ ∂
=

∂ ∂
 (58)

By the mathematical definition of radial acceleration, 
after differentiating radial velocity, we can obtain:

2 2

2 22
i i

ri

r
a

t t
φλ

π
∂ ∂

= =
∂ ∂

 (59)

The radial acceleration can be obtained by substituting 
the expression (29) of the phase shift change rate based on 
the measurement of phase difference into (59):

1

1 1

1
1

2
2 22r

v va
t d d t

n φλ π λ
π π

φ
π

   ∂∆∂
= =  ∂ ∂  

∆
∆ +  (60)

Then, the expression (33) of the phase difference rate 
based on the phase difference measurement is substituted 
into, and there is:

( )
2

1 2
1 2 2 2r

va n n
d

φ φ
λ

π π
 ∆ ∆   = ∆ − ∆ + −        

 (61)

By substituting the non-fuzzy solution of the phase dif-
ference rate, the calculated formula of radial acceleration 
based on the difference measurement of phase difference 
without obscure can be obtained:

2

2

r

v
a r

d λλ= ∆ 
 
 

 (62)

Obviously, radial acceleration is the acceleration on the 
difference length of the path difference, that is, differential 
acceleration.

6.2.3 Estimation of Detection Accuracy

According to the error estimation theory, the error of 
acceleration measurement caused by phase difference, ve-
locity and baseline spacing is:

2 2 2
2

1
 r r r

ar v d
i i

a a a
v dφσ σ σ σ

φ=

     
           

∂ ∂ ∂= + +∑
∂∆ ∂ ∂

 (63)

Where: vσ is the root mean square value of velocity 
measurement error, and 0.1 /v m sσ =  is taken when ana-
lyzing and calculating; φσ  the root mean square value of 
the measurement error of phase difference, unit is radian, 
and (2 ~ 10) / 180φσ π=  can be reached for the general 
engineering measurement; 0.1d mσ = the root mean square 
value of the measurement error of baseline spacing. 

Partial differential of each observed quantity is:
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2

1 2
ra v

d
λ

φ π
∂

=
∂∆

 
 
 

 (64)

2

2 2
ra v

d
λ

φ π
∂

= −
∂∆

 
 
 

 (65)

( ) 1 2
1 2 2 2

N N
v d

φ φ
π π

∂ ∆ ∆
= ∆ − ∆ + −

∂
  

    
 (66)

( ) 1 2
1 2 2 2d d

N N
φ φ
π π

∂
= − +

∂

∆ ∆
∆ − ∆ −  

    
 (67)

It can be seen directly from the each measurement error 
terms that the measurement error is directly proportional 
to the flight speed and signal wavelength and inversely 
proportional to the baseline length.

Figure 9 shows the measurement error at different base-
line lengths, from which it can be seen that the measure-
ment error of acceleration is less than 21 /m s as long as the 
baseline is greater than 100 wavelength when the speed of 
fighter plane is 100m/s.The effect on measurement error is 
not very big if dσ  is less than 1 meter.

The simulation results show that the influence of ve-
locity on the measurement error is relatively large. If the 
aircraft’s flight speed is higher, the obtained acceleration 
will be imprecise.

Figure 9. Measurement error at different baseline lengths

6.2.4 Summary

With the development of electronic warfare technology, 
more and more radars adopt uncertain signal forms, which 
will complicate the estimation problem of radial accel-

eration. However, the method proposed in this chapter 
for direct detection of radial acceleration based on phase 
interference can effectively simplify the measurement 
process, and the obtained analytical solution of airborne 
radial acceleration does not need to estimate the carrier 
rate or the pulse repetition rate of the incoming wave. But 
the error analysis shows that the measurement accuracy of 
radial acceleration is proportional to the baseline length of 
the receiving array. In order to obtain higher measurement 
accuracy, the baseline length must be increased. But, the 
phase ambiguity problem must be solved effectively when 
using long baseline measures the phase difference. There 
is no doubt that the method of non-fuzzy phase difference 
detection provides technical support for long baseline 
phase measurement and real-time detection of observed 
quantity on airborne platform.

6.3 Change Rate of Doppler Shift

6.3.1 Overview 

The change rate of Doppler frequency reflects the radial 
acceleration information of the moving target relative to 
the observation station. It is of great significance to ob-
tain the change rate of Doppler frequency for the target 
localization and the estimation of the motion state. But the 
change rate of Doppler is very weak, especially for radar 
pulses. Since the pulse duration is generally very short, 
it is very difficult to achieve high precision measurement 
with a single pulse when the SNR and sampling points are 
fixed.  

In general, the main method to detect the change rate 
of Doppler is that by estimating the frequency change of 
the received signal obtains the change rate of Doppler 
frequency based on the principle that the change rate of 
Doppler frequency is mathematically the same as the 
change rate of carrier frequency of the signal [24-25]. That 
is, the change rate of Doppler can be measured indirectly 
through the measured radiation frequency. However, these 
estimation algorithms are not only related to the received 
signal modulation, but also more complex.

One of the main methods to detect the change rate of 
Doppler proposed in recent years is the application of 
digital signal processing technology in digital receivers. 
By using the phase-coherent characteristics between pulse 
carrier frequencies makes multiple pulses form a con-
tinuous signal. From this, the effective observation time 
of the signal is equivalently extended. The least squares 
algorithm based on phase difference can be used to obtain 
higher measurement accuracy [26-27]. However, this method 
requires high signal-to-noise ratio (SNR) and must ensure 
that the measurement of phase does not appear blurred.
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6.3.2 Deduction 

According to the existing analysis, the change rate of fre-
quency shift measured based on the phase difference rate 
is:

[ ]
2

1 2 1 22
( ) ( ) / 2df v

n n
t d

φ φ π
∂

= ∆ − ∆ + ∆ − ∆
∂

 (68)

On the substitution of the differential item of path differ-
ence on the unit length into Eq.(68), there is:

2
2

2
df v r
t d λ

∂
= ∆

∂
 (69)

According to the method in the previous section, the 
change rate of Doppler is the acceleration on the differ-
ence length of the path difference based on the unit wave-
length, or the ratio of the difference acceleration to the 
wavelength.

6.3.3 The Error Analysis

According to the error estimation theory, the measurement 
error of the change rate of Doppler caused by phase dif-
ference and velocity is:

2 2

2

1

d d
f v

i i

f f
v φσ σ σ

φ

• •

=

   ∂ ∂   = + ∑
   ∂ ∂∆
   

 (70)

Where: vσ  is the root mean square value of velocity 
measurement error, and 0.1 /v m sσ =  is taken when ana-
lyzing and calculating; φσ  the root mean square value of 
the measurement error of phase difference, in radian, and 
takes / 90φσ π= .

It could be established:

[ ]
2

1 2 1 22 ( ) ( ) / 2dF v n n
d

φ φ π= ∆ −∆ + ∆ −∆  (71)

Each partial differential of phase difference and veloci-
ty is:

2

2
1 2

F v
dφ π

∂
=

∂∆
 (72)

2

2
2 2

F v
dφ π

∂
= −

∂∆
 (73)

[ ]1 2 1 22

2
( ) ( ) / 2dF v

n n
v d

φ φ π
∂

= ∆ − ∆ + ∆ − ∆
∂

 (74)

From the expression of measurement error, it can be 
seen that the measurement error is directly proportional to 
the movement of the airborne platform and inversely pro-
portional to the baseline length. Obviously, the baseline 
length must be increased to reduce the measurement error. 
Figure 10 shows the measurement error of the change rate 
of Doppler at different baseline lengths. It can be seen 
that the measurement error of the change rate of Doppler 
can be reduced to a few Hertz after the ratio of baseline to 
wavelength is greater than 500.

The parameters used in the simulation calculation have 
been indicated in the figure.

 Figure 10. The measurement error of the change rate of 
Doppler at different baseline lengths

6.3.4 Summary 

Using the method for detecting the change rate of Doppler 
based on multichannel phase difference measurement, not 
only can the change rate of Doppler be obtained in real 
time, but also the theoretical analysis shows that as long 
as the baseline is long enough, the measurement error for 
detecting the change rate of Doppler can be controlled 
within a few Hertz.

6.4 Change Rate of Time Difference

6.4.1 Overview

The introduction of time difference as well as change 
rate in single-station passive location will help improve 
the positioning accuracy, and the passive location meth-
od based on time difference as well as change rate has 
the advantage of being suitable for both wide and nar-
row band signals [28-31]. However, in general, the change 
rate of time difference is a physical quantity which is 
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indirectly obtained through continuous measurement of 
time series, so the sampling detection method will be 
difficult to be applied to real-time detection of moving 
target by moving platform. In fact, in the case of short 
baseline applications for airborne single-station, the 
measurement of time difference is also a very difficult 
thing.

This chapter theoretically proves that the time dif-
ference as well as change rate on airborne station can 
be obtained indirectly through the phase difference 
measurement. In fact, the expression of time difference 
based on phase difference detection can be solved by 
using the location equation of phase difference and 
time difference, and the change rate of time difference 
based on phase difference detection can be obtained 
by differentiating and using the functional relation be-
tween phase shift and frequency shift. The preliminary 
error analysis shows that the detection of the change 
rate of time difference based on phase difference mea-
surement can have a higher measurement accuracy be-
cause the magnitude of the light speed is very large in 
the denominator.

6.4.2 Time Difference Detection Based on Phase 
Difference Measurement

If two equation, the location equation of the phase differ-
ential and the time difference, are combined: 

1 2
1 2 1 2 2

r r r n n φ φλ
π

 
 
 

−∆ = − = − +  (75)

1 2 cr r r v t∆ = − = ∆  (76)

The time difference estimation formula based on the 
phase difference detection can be solved out:

2c

t n
v
λ φ

π
∆ ∆ = ∆ + 

 
 (77)

 The time difference measurement error caused by 
phase difference measurement is:

2 c

t
v
λ

φ π
∂∆

=
∂∆  (78)

The measurement error curve is shown in figure 11. 
Since it is inversely proportional to the speed of light with 
a large order of magnitude, the measurement error based 
on the phase difference detection is about 10ns.

Figure 11. Time difference measurement error 

6.4.3 Detection of Change Rate of Time Difference 
Based on Phase Difference Measurement

Furthermore, after differentiating both sides of the time 
difference expression based on the phase difference detec-
tion with respect to time, we have:   

2
λ φ
π

∂∆ ∂∆
=

∂ ∂c

t
t v t  (79)

By using the relationship (33) of the phase difference 
rate based on the phase difference measurement, the 
change rate of time difference based on the phase differ-
ence detection can be obtained:

( ) 1 2
1 2 2 2c

t v n n
t v d

φ φλ
π π

 ∆ ∆ ∂∆  = ∆ − ∆ + −  ∂   
 (80)

 Where: cv  is the speed of light.
 Further, the non-fuzzy solution of the phase difference 

rate was substituted into, as follows:

2

c

t v r
t v d λ

λ∂∆
= ∆

∂
 (81)

6.4.4 Measurement Accuracy of the Change Rate 
of Time Difference

For clear writing, set:

( ) 1 2
1 2 2 2c

v
F n n

v dφ

φ φλ
π π

∆ ∆
= ∆ − ∆ + −

  
    

 (82)

According to the error estimation and synthesis theory, 
the error components in the calculation formula of the 
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change rate of time difference, which can be obtained by 
partial differentiation of each parameter, are:

1 2 c

F v
dv

φ λ
φ π

∂
=

∂∆
 (83)

2 2 c

F v
dv

φ λ
φ π

∂
= −

∂∆
 (84)

1 2
1 2

( )
( )

2c

F
n n

v dv
φ φ φλ

π

∂ ∆ − ∆
= ∆ − ∆ +

∂
 
  

 (85)

The absolute measurement error caused by phase dif-
ference and velocity is:

22
2

1
t v

i i

F F
v
φ φ

φσ σ σ
φ=

∂ ∂  
= + ∑  ∂ ∂∆   

 (86)

Where: vσ is the root mean square value of velocity 
measurement error, and 0.1 /v m sσ = is taken when an-
alyzing and calculating; φσ  the root mean square value 
of the measurement error of phase difference, in radian, 
and the general engineering measurement can reach 

(2 ~ 10) / 180φσ π= . 
From the perspective of the error component, both the 

increase of baseline length and the decrease of movement 
speed can reduce the measurement error, but limited by 
the current technical level, the increase of baseline length 
is very limited. Figure 12 shows the measurement error at 
different flight speeds. Obviously, low speed can obtain 
better measurement accuracy.

Figure 12. The measurement error at different flight 
speeds

6.4.5 Summary

Although the technology of short baseline time difference 
measurement has made great progress, since the time dif-
ference at both ends of the short baseline is very small in 
the application of the airborne short baseline, therefore, it 
is difficult to realize real-time detection of time difference 
and its change rate if we don’t get the time series through 
the continuous flight of the carrier platform according to 
the existing technology of time difference measurement. 

Obviously, only the phase difference measurement 
method is suitable for short baseline application at pres-
ent, and it is a fairly mature measurement technology. If 
the exploration and research in this chapter is correct, it 
means that the phase difference measurement technology 
can be used to realize real-time detection for the change 
rate of time difference on the airborne platform. Howev-
er, the research in this chapter is only a pure theoretical 
analysis at present, and how to be applied remains to be 
further studied. 

One of the problems is that the phase difference mea-
surement method can only be applied to detect narrow-
band signals, which is obviously inconsistent with the 
characteristics that the time difference and its change rate 
can be applied to broadband signals. This in fact means 
that the method of getting the change rate of time differ-
ence based on the phase difference measurement may not 
be suitable for the detection of broadband signals. 

7. Conclusion

The author’s research results show that, based on the mul-
tichannel phase difference measurement and only using 
the measurement value of phase difference, the phase dif-
ference rate can be directly obtained by using the differ-
ential of the difference value of integer of wavelength and 
the jump rule of the differential of phase difference under 
the condition of the unknown the difference value of inte-
ger of wavelength.

The author’s research results undoubtedly provide a 
strong technical support for the practical engineering de-
sign related to the phase measurement, the most important 
result is that it lays a very important foundation for the 
engineering application of phase difference localization. 
The phase detection method without obscure based on the 
phase difference rate can indirectly realize the phase dif-
ference location without obscure.

Before that, since there is the period ambiguity in 
phase difference measurement, the observed quantity it-
self contains the unknown difference value of integer of 
wavelength in the observation process. And the unknown 
parameter also changes with the change of geometric ob-
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servation. Therefore, the positioning equation based on 
the phase difference measurement is not solvable directly 
from the mathematical equation.
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1. Introduction

With development of communication, computer 
networks and digital multimedia, information 
security has become important. This develop-

ment has some problems such as illegal copy and distribu-
tion of digital media. To solve this problem, some meth-
ods have been proposed [1-2].

Cryptography is one of the most common methods 
for information security. It derived from reversible math-
ematical operation and a set of rule-based calculations 
called algorithms  for generating key of cryptography. 
Mathematical operations and keys are used to transform 
multimedia contents in ways that are hard to decryption. 
The encryption key is considered as the main element in 

cryptography, so that without the key, even with knowing 
the algorithm, decryption is impossible [3]. Digital images 
are greatly used in multimedia applications recently. These 
images contain private information in business, military, 
political, medical and the privacy of visual information is 
also important [2].

Text encryption algorithms are not suitable for images 
since these methods require a long computational time and 
power. Also, images are different from text due to depen-
dency of its pixels. Therefore, special encryption methods 
are presented for image encryption [4].

Substitution and scrambling are main image encryption 
methods. Scrambling changes, the arrangement of pixels 
in the image. In this method, the position of the pixels 
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changed and the encrypted image is obtained. At the des-
tination, according to a recursive process, the initial ar-
rangement of the pixels is obtained [5-7].

In substitution, the value of the pixels is changed by log-
ical and computational operations and then in destination 
reverse encryption method is performed to retrieve pixel 
values [8-10].

Cellular Automata (CA) with its inherent characteristics 
such as the possibility of parallel processing, uniformity, 
unpredictability of behavior and simple implementation is 
suitable for image encryption. CA were introduced in 1940's 
by Von Newmann [11]. After introducing of CA, extensive 
studies have been done on it. In recent years, CA have 
been used in cryptography [12-14], image processing [15] and 
information security [16-17].

In 2008, Ruisong introduced a method for image en-
cryption using CA. He first generated a sequence of ran-
dom numbers using CA. Then, he scrambled the image 
using these [18].

In 2013, Fasel-Qadir et al. proposed digital image 
scrambling based on two dimensional cellular automata. 
He used CA for random number generator [19]. It should be 
noted that image scrambling techniques do not have high 
security due to the lack of histogram changes.

In 2012, Jin introduced a method for image cryptogra-
phy using CA [20]. It was a simple image encryption meth-
od based on Elementary Cellular Automata (ECA). State 
attractors generated by ECAs under certain evolution rules 
perform the encryption function to transform pixel values 
of image, and the encrypted image is obtained. This method 
has a periodic behavior. Periodicity means a series of suc-
cessive rules can be used in rotational way to achieve the 
original image.

In 2013, Abdo proposed a method based on pixel sub-
stitution. In this method, a linearly array of cells with a 
periodic behavior are generated by CA [21]. In this method 
loops of recursive rules are formed, and it used to encrypt 
and decrypt image periodically. In both of above methods, 
due to the periodicity of the algorithm, there is the possi-
bility of attack and image decryption.

In 2013, Wang proposed a method based on pixel 
scrambling and substitution [22]. In the scrambling section, 
reversible CA were used. Substitution was performed only 
on low-value 4 bits. Therefore, the chance of randomness 
in this method is less and not suitable for encryption.

In 2014, Mohamed presented a blocking method for 
cryptography of the image using recursive CA [23]. In this 
method by using reversible CA, a pseudorandom per-
mutation is first constructed, and then it injected into a 
parallelizable encryption schema that act on the different 
blocks of a digital image independently. This method per-

forms well on multi-processor platforms and need power-
ful hardware implementation.

In this paper, image cryptography is provided using 
both elementary CA and a reversible CA. In this method 
the combination of substitution and scrambling has been 
used. We use two reversible CA for substitution and an 
elementary CA for scrambling; so the proposed structure 
consists of three automata and image cryptography is per-
formed in three steps. It should be noted that the proposed 
structure is reversible and by applying each step reversely, 
decryption is performed.

2. Cellular Automata

CA is a mathematical model for discrete dynamic systems 
consisting of a number of cells. These cells form a network 
that can have different dimensions. CA has four compo-
nents in the form of CA = {C, S, V, F}. The component C 
indicates the automata cell and S indicates the cell state. In 
most applications, the cells have two states of zero and one. 
The component V indicates the dimensions of the automata 
and the type of neighborhood. The component F indicates 
the rules for the transfer of CA [24].

A sample of CA including one-dimensional neighbor-
hoods and a periodic boundary state with the transfer rule 
30 is shown in Table 1. The first column shows eight possi-
ble states for cells with radius neighborhood 1 and second 
column shows the next state of each cell. The rule number 
30 is placed binary in the second column.

Table 1. Elementary CA with rule  = 30

St j
t
, 1
−1
− , St j

t
,
−1

, St j
t
, 1
−1
+ St j

t
,

000 0
001 1
010 1
011 1
100 1
101 0
110 0
111 0

In Table 2, the initial input vector of the automata is 
considered as [0 1 1 0 1 0 1 1]. To apply rule number 30 and 
1-D neighborhood to determine the next state, the follow-
ing procedure is applied. Given the 1-D neighborhood, the 
first three pixels [0 1 1] are selected. According to the rule 
30, the next state is considered 1. Similarly, for the next 
three pixels, the rule [1 1 0] is applied and the next state of the 
cell becomes 0. This process continues for the other pixels. 
For the first and last pixels, the periodic boundary state is 
considered. The general trend up to 2 steps is shown in 
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Table 2.

Table 2. Example of CA with rule = 30

Input vector 01101011
1-d neighborhood 101 011 110 101 010 101 011 100

Next state 0 1 0 0 1 0 1 0
Output vector 01101011

Of step 1 01001010
1-d neighborhood 001 010 100 001 010 101 010 100

Next state 1 1 1 1 1 0 1 1
Output vector 01101011

Of step 2 01001010
11111011

3. Reversible Cellular Automata

CA are not inherently reversible, so that only a limited 
number of rules are reversible. In order to have a prop-
er cryptography algorithm, the mathematical operation 
should be reversible. Cryptography using these limited 
rules does not have the complement security. Therefore, we 
decided to use a reversible CA in this study.

In reversible CA, the new state of a cell is determined 
not only by the cell itself and its neighbors one step back 
but also by the cell itself two steps back (time(t-1) and (t-
2)) [27-28]. For each cell of two step back (time (t-2)), there 
are two states of zero and one. In addition, for each cell and 
its neighbors one step back (time (t-1)) for 1-D neighbor-
hoods, eight states can be defined. These two times are 
shown in Table 3. According to the rule number, we can 
determine the cell state for time t. In this method, two rules 
are considered for automata (R1 and R2= 2n-R1-1). This is 
shown in the second column of table 3 for two rules of 30 
and 225.

Table 3. Reversible CA with R1 = 30 and R2== 225 

St -1 St -1St -1
i, j -1 i, j i, j +1

S t
i , j

S t -2 =1
i, j

(R1=30)

S t -2 =0
i, j

( R2=225 )
000 0 1

001 1 0

010 1 0

011 0 1

100 1 0

101 0 1

110 0 1

111 0 1

An example of reversible CA with rule 30 is shown in 

Figure 1. The first row is the input vector and the second 
row is repetition of first row. As shown in Figure 1, the next 
state of cells is determined with two rows above this state. 
For reversibility of automata, the row at time (t-2) can be 
placed after row at time (t-1) and the rules of the reversible 
automata are applied according to Table 3. The reversible 
operation is applied and then the initial states is obtained. 
In Figure 1, the reversible steps are shown in gray color.

Figure 1. Performance of Reversible CA.

4. Proposed Method

The proposed method for image cryptography is based 
on reversible CA. In this method, two one- dimensional 
reversible CA and one elementary CA are used. The cryp-
tography algorithm is described below:

Step 1: Two rows of input image are read and m (de-
termined by user) number of pixels are selected from two 
rows. (In Table 2 m is set 2).

Step 2: These pixels in each row are placed in binary 
way according to its values.

Step 3: According to K that was determined by user 
binary string in step 2 is divided into k parts.  (In table 2 
with k=2 the string is divided in 2 parts.)

Step 4: Two produced  binary  strings are considered  
as input of reversible CA, and cryptography  of numbers 
is performed by the CA. The output of this step consists of 
numbers in two times of t and (t-1).

Step 5: In step 4 substituted procedure  is performed.  
Then,  in this step the scrambling  procedure is applied on 
the output of previous step by elementary CA for random 
value generation. Binary strings are connected to each 
other as output.

Step 6: Generated data in step 5 feeds as input of an-
other reversible CA and encryption is done.

Step 7: In last step, two outputs are generated for two 
times of (t) and (t-1), which are the encrypted values of 
pixels. These values are stored in the encrypted matrix, as 
shown in Table 4.

In the decryption step, the above steps are applied re-
versely. Using the encrypted image and the  key given as 
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encrypted matrix in time (t-1), the image can be decrypted 
reversely according to the algorithm. One example of an 
iteration of 7 steps is shown in Table 4.

Table 4. Proposed Method

5. Evaluation Result

The results of implementation on cameraman and boats 
images at sizes of 256 × 256 with different keys are shown. 
Figure 2 to 4 illustrate the original, encrypted and decrypted 
image of cameraman with rules 30, 98, and 153, respec-
tively.

To illustrate the sensitivity of the algorithm to keys in 
Figure 5, we tried to decrypt the encrypted image with rule 
98 with another key. As it is seen, decryption was not done 
correctly and the image

is completely inaccurate. In Figure6 to 8, this algorithm 
has been applied to the image of boats and the results are 
shown.

              

      A. Original image      B. Encrypted image      C. Decrypted image

Figure 2. Output Results of Proposed Algorithm With 
Rule 30

              

      A. Original image      B. Encrypted image      C. Decrypted image

Figure 3. Output Results of Proposed Algorithm With 
Rule 98

              

      A. Original image      B. Encrypted image      C. Decrypted image

Figure 4. Output results of proposed algorithm with rule 
153

                                  

A. Encrypted image with rule 98 B. Decrypted image with rule 153

Figure 5. Output results of proposed algorithm with rule 98

              

      A. Original image      B. Encrypted image      C. Decrypted image

Figure 6. Output results of proposed algorithm with rule 3
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      A. Original image      B. Encrypted image      C. Decrypted image

Figure 7. Output results of proposed algorithm with rule 98

              

      A. Original image      B. Encrypted image      C. Decrypted image

Figure 8. Output results of proposed algorithm with rule 153

6. Analysis and Evaluation of Proposed Method

In this paper, we examined the proposed scheme with [20-23]. 
In the following, you will see the evaluation of our method 
in comparison with those methods.

6.1 Statistical Analysis

According to Shannon's theory, attackers can decrypt en-
crypted image by using statistical analysis. The cryptog-
raphy algorithm should be such that it will increase the 
difficulty of statistical analysis. Histogram analysis and 
correlation coefficients are used to evaluate statistical anal-
ysis [22].

6.1.1 Histogram Analysis

A cryptography algorithm is suitable when the image is en-
crypted in a way that no information is seen from the orig-
inal image. In other words, the image must not be visually 
recognizable in cryptography. As the result of the visual 
test varies from one viewer to another, a histogram analysis 
can be used. Histogram analysis describes the distribution 
of the pixels in the image by plotting the number of obser-
vations at brightness intensity.

Histogram of original and encrypted images of two cam-
eraman and boats images is shown in Figure 9 and Figure 
10, respectively. As seen in the figures, the histogram of the 
encrypted images is uniform and then it is suitable.

                                  

            A. Original image.                               B. Histogram.

                                   

    C. Encrypted image by rule 98.                  D. Histogram.

                                  

  C. Encrypted image by rule 153.                   F. Histogram.

Figure 9. Output Results of Proposed Algorithm with 
Rule 153

                                  

 A. Original Image.                            B.Histogram.

                                  

C. Encrypted image by rule 98.       D. Histogram.

                                  

E. Encrypted image by rule 153.      F. Histogram.

Figure 10. Output Results of Proposed Algorithm With 
Rule 153.

6.1.2 Correlation Coefficients Analysis

Another evaluation criterion for statistical analysis is 
correlation. As the correlation of adjacent pixels in the 
encrypted image is less, the performance of the algorithm 
would be more suitable [22]. To evaluate the correlation of 
pixels in horizontal, vertical and diagonal direction, we 
use Eq. 1. In these equations, x and y are brightness of two 
adjacent pixels in image and N is the number of pixels 
selected from image. The values of the correlation in three 
vertical, horizontal and diagonal directions for the camera-
man image and its encrypted images with rules 98 and 
153 with four algorithms introduced by [20-23] and the pro-
posed algorithm are shown in Tables 5 and 6, respectively. 
Based on values, as expected, the pixel correlation of the 
original image is high. In the encrypted images, this value 
is reduced and the pixels are less dependent on each other. 
In the proposed method, this value is less than the other 
methods, indicating that the proposed method has better 
performance than

others.

 (1)
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 (2)

 (3)

 (4)

Table 5. Values of the Correlation of Cameraman with 
Rule 98

Correlation diagonal vertical horizontal

Original image 0.9373 0.9546 0.9562

[20] 0.0114 -0.0383 -0.0369

[21] -0.0178 0.0149 0.0122

[22] 0.0068 -0.0176 -0.0116

[23] 0.0113 0.0337 -0..204

Proposed method -0.000067 -0.0015 0.0012

Table 6. Values of the Correlation of Cameraman with 
Rule 153

Correlation diagonal vertical horizontal

Original image 0.9212 0.9536 0.9489

[20] 0.0410 -0.0641 -0.0632

[21] 0.0432 -0.0635 -0.0604

[22] 0.0017 -0.0227 -0.0219

[23] 0.1368 0.2562 0.1541

Proposed method -0.0015 -0.0052 -0.0166

6.2 Sensitivity Analysis

An ideal property for an encrypted algorithm is sensitivity 
to small changes in the original image and keys. Three 
criteria of UACI, MAE, and NPCR are used to test the ef-
fect of changing an input pixel on the encrypted image. As 
these three criteria are higher, the cryptography algorithm 
would have more efficiency (Kanso and Ghebleh 2012).

Eq. 5 introduced mean absolute error (Jolfaei and Mir-
ghadri 2010). In this equation, C (i, j) and P (i, j) are the 
pixel values of the encrypted image and the original image, 
respectively.

Eq. 6 shows the calculation of NPCR, which measures 
the percentage of different pixels between two cipher im-
ages whose plane images have only one pixel difference. 
C1 and C2 are two different cipher images whose corre-

sponding plaintext images differ by only one bit [8,20].
The UACI is illustrated in Eq.8. It measures the average 

intensity of differences between two cipher images.
Table 7 shows the values of the evaluation criteria for 

the algorithms introduced by [20-23] and proposed algorithm 
with rule 153. From table, we can see that the values for 
the proposed method have the highest value compared to 
others; that is, the tiny change of pixel in the original image 
causes great change in encrypted image.

 (5)

 (6)

 (7)

 (8)

Table 7. Values of the MAE, NPCR and UACI

Ref. MAE NPCR UACI

[20] 39.572 49.3057 15.0151

[21] 38.6359 49.4232 13.8246

[22] 74.4251 49.2706 9.6542

[23] 40.8497 50.0253 15.0241

Proposed method 44.7147 50.2045 17.3348

6.3 Entropy Analysis

Entropy is another important characteristics of the ran-
domness of the algorithm. Entropy is calculated according 
to Eq. 9, where P(mi) is the number of occurrences of mi. 
In an ideal state, for an encrypted image, which each pixel 
of it is 8 bits, this value should be about 8 [22]. Table 8 shows 
entropy values for mentioned methods.

 (9)

Table 8. Values of Entropy

Methods Proposed meth-
od [20] [21] [22] [23]

Entropy 7.9892 7.9322 7.4259 7.2992 7.9253
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6.4 Key Sensitivity Analysis

Key sensitivity is one of the essential characteristics for a 
cryptography algorithm. This means that changing a bit 
in the private key should produce a completely different 
encrypted image. The high sensitivity to the key guaran-
tees the security of the cryptography system against Brute-
force attack. To evaluate the characteristics of sensitivity to 
the key, the original image is encrypted with the one secret 
key, then, the key is slightly changed and the original image 
is re-encrypted. If the comparison of these two encrypted 
images is not possible visually, the encryption algorithm 
would have high sensitivity to the key.

Table 9 shows the result of the sensitivity to key test. In 
order to detect the difference of encrypted images, histo-
gram of the images has been plotted to make their compar-
ison easier.

Table 9.  Key Sensitivity Analysis

Original key Slightly changed keys

Encrypted image Histogram Encrypted image Histogram

6.5 Key Space Analysis

In order to prevent brute-force attack, the key space of the 
cryptography algorithm should be large enough. The key 
space of the algorithm contains the total number of avail-
able keys in the cryptography algorithm. As the key space 
of cryptography is larger, the time to test all keys would 
increase, so it would be resistant to brute-force attack. In 
the proposed algorithm, four automata are used. Due to the 
fact that in each automaton, 28 rules can be used, the key 
space is 28 × 28× 28×28=232=4294967296, so proposed 
structure is immune to brute-force attack.

6.6 Implementation Analysis

The performance of a cryptography system is evaluated 
based on various factors such as reliability against various 
attacks, computational complexity and cryptography time. 

In the previous sections, it was observed that the proposed 
algorithm had a good performance against various attacks. 
In this section, computational complexity and algorithm 
implementation time are discussed. The proposed algo-
rithm is performed in three steps and includes various op-
erations, including production of random numbers, linear 
calculations of CA, shifting, and bit XOR. All of these 
operations have direct implementation. Therefore, the pro-
posed algorithm is efficient computationally.

7. Conclusion

CA is a useful tool for cryptography. Due to the random-
ness of the CA, the image can be encrypted with high qual-
ity. The reversible CA also has the capability to introduce 
reversible cryptography techniques on the image. The pro-
posed method uses reversible CA to encrypt the image. In 
this article, a new structure for image cryptography is intro-
duced, which encrypts the image in three steps. The results 
of the application of this algorithm on the image compared 
with the methods introduced in [20-23] by evaluation criteria 
such as UACI, MAE, and NPCR. The results show that this 
method has better performance.
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Resource allocation and task scheduling in the Cloud environment faces 
many challenges, such as time delay, energy consumption, and security. 
Also, executing computation tasks of mobile applications on mobile de-
vices (MDs) requires a lot of resources, so they can offload to the Cloud. 
But Cloud is far from MDs and has challenges as high delay and power 
consumption. Edge computing with processing near the Internet of Things 
(IoT) devices have been able to reduce the delay to some extent, but the 
problem is distancing itself from the Cloud. The fog computing (FC), 
with the placement of sensors and Cloud, increase the speed and reduce 
the energy consumption. Thus, FC is suitable for IoT applications. In this 
article, we review the resource allocation and task scheduling methods 
in Cloud, Edge and Fog environments, such as traditional, heuristic, and 
meta-heuristics. We also categorize the researches related to task offload-
ing in Mobile Cloud Computing (MCC), Mobile Edge Computing (MEC), 
and Mobile Fog Computing (MFC). Our categorization criteria include 
the issue, proposed strategy, objectives, framework, and test environment. 
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1. Introduction

In recent years, wireless sensor networks (WSNs) have 
been extensively developed independently or partially 
from another system. WSNs collect data in health-

care, vehicles, smart home, and more. These networks as 
the infrastructure for the IoT require real-time processing 
and decision-making. Data transmission from end-sensor 
nodes to the cloud by passing several mid-sensor nodes, 
routers, and gateways have high total network power 
consumption and delay [1]. In many sensitive cases such as 
medical care and transportation systems, high delays in IoT 
applications can lead to a patient’s death or cause an acci-
dent. Edge computing with processing near the IoT devices 
have been able to reduce the network congestion and delay 
to some extent, but the problem is distancing itself from 

the Cloud [2,3]. 

Figure 1. Architecture of Edge-Fog Cloud computing
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As a relatively new architecture, FC sits between the 
cloud and the sensors, so data aggregation, processing, 
and storage can be done near the sensors, as well as data 
sent to the cloud data center only if necessary [4]. Process-
ing operations are performed by the fog nodes at the edge 
of the network, where the sensors are, so the network 
traffic decreases and the transport speed increases. Since 
cloud computing reduces data transfer to the cloud, it con-
sumes less energy than the cloud [5,6]. 

According to Figure 1, FC has a hierarchical structure. 
The sensors are at the lowest level of this architecture, 
collecting data at specified intervals and delivering it to 
the fog layer at the mid-level [7,8]. Fog nodes are respon-
sible for measuring, processing, and sending data to the 
cloud. At the highest level, the cloud performs heavy stor-
age and processing operations. 

Applications in this network can be run by multiple 
modules by processors. Modules in each FD have differ-
ent tasks depending on the application type [9]. As a small 
data center, FDs implement modules with their resources. 
An appropriate way of allocating CPUs to modules is 
to increase the resource efficiency of the fog nodes [10]. 
At FC, scheduling resources and modules is a chal-
lenge. Resource allocation can be performed according 
to a number of QoS parameters [11]. The performance of 
scheduling algorithms is evaluated using several parame-
ters, such as power consumption, waiting time, execution 
time, task completion time as well as some security crite-
ria [12,13].

FC is a great architecture for IoT applications such as 
smart home, wearables, health care and vehicles [14, 15]. For 
example, in a treatment clinic, one or more FDs may be 
used to monitor the activity of the elderly or special pa-
tients. In transportation systems, FD is also used to track 
and control cars. FC has distributed architecture and cloud 
has centralized architecture. The main advantage of FC is 
that it can deliver services provided in cloud data centers 
on the edge of the network near the end sensors [6].

Scheduling issues are classified into several types, 
including resource allocation, load balancing, and offload-
ing. These categories are implemented in various archi-
tectures such as cloud, edge, and fog. Scheduling can be 
monitored using a variety of parameters. There are also 
different ways to solve these problems, each with its own 
advantages and disadvantages. This research examines, 
classifies and analyzes these challenges in various appli-
cations including the well-known IoT framework. In fact, 
this paper categorizes the different methods of computa-
tion offloading and scheduling in Cloud, Edge, FC. Also, 
another classification is presented for offloading mobile 
computing. The main objectives of this paper are to: 

(1) Provide a comprehensive review of the literature in 
the scheduling and offloading issues.

(2) Categorize scheduling algorithms in a variety of 
centralized and distributed computing.

(3) We summarize the research findings, conclude the 
paper, and suggest some research subjects in scheduling 
scope.

The rest of this article is organized in the following sec-
tions. In Section 2, the past works of scheduling methods 
are provided. The mobile computing is explained in Section 
3 and its offloading methods in MCC, MEC, and MFC are 
presented in Section 4. Section 5 include an analysis and 
comparison of offloading and scheduling methods. Sec-
tion 6 presents the summary and conclusions of this work. 

2. Scheduling

Scheduling is in many areas. One of the meanings is to 
plan entry and exit. These include the arrival and departure 
schedules of ships on the docks [16-20], trucks in transit [21-23], 
industrial equipment [24], and supply chains [25]. The sec-
ond meaning that is most often considered in networks is 
the allocation of resources to input tasks. Here the second 
meaning is of interest. Topics such as load balancing, load 
prediction, reliability and fault tolerance in offloading, 
resource provisioning, software-defined networking, 
network function virtualization, and scheduling with fog 
architecture are considered to be very appropriate devel-
opments that are at the beginning of the road today and 
have a great deal of research.

Scheduling is responsible for optimizing CPU usage 
and allocating resources appropriately to applications. 
A scheduler, considering the possible sets of executable 
tasks, decides in which order and where they will be exe-
cuted. Scheduling goals include cost, interest, maximiza-
tion of the number of executable tasks, use of VM or their 
migration, energy consumption, error tolerance, reliability 
and security [26]. Optimization strategies include heuris-
tic [27], meta-heuristic [28,29] and other methods. Resource 
models include different VM deployment patterns, single 
or multiple providers, medium data-sharing model, data 
transfer, cost, static and dynamic types, resource sharing, 
single VM pricing model and Delay is the supply of VM 
[28,30].

2.1 Concepts of Resource Management

Customers can request multiple services at the same time. 
There are various algorithms for allocating resources to 
input tasks [13,4]. Resource management has three main 
functions: provisioning, scheduling, and monitoring [31].

Resources provisioning: The term resource provision-
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ing was used in the grid computing framework. Providing 
suitable resources to works depends on the QoS parame-
ters. The consumer of the service communicates with the 
agent of providing resources RPA and sends the application 
(workflow). The RPA finds the right resources and selects 
the best one based on customer needs. After submitting the 
workflow to the RPA Information Center section, access 
operations are performed according to customer request. 
The process of selecting the source is the best source for 
the workflow according to the requirements of the QoS [31]. 

Resource Scheduling:  Challenges in providing re-
sources include dispersion, uncertainty, and heterogeneity. 
Resource scheduling includes two functions as the alloca-
tion of resources and maps them. The purpose of resource 
allocation is to allocate appropriate resources for tasks in 
the correct order so that tasks can use resources effectively. 
Resource mapping is the process of mapping tasks to suit-
able resources based on the quality of service and deter-
mined by the user in accordance with the SLA agreement. 
Task scheduling is the allocation of VMs to tasks [31], that 
is shown in Figure 2. In this figure, the meaning of the 
physical machine in the cloud is the host of data center, 
on the edge means the edge device and, in the fog, the fog 
device. 

Figure 2. Resource Scheduling

Resource monitoring: Monitoring and controlling 
resource efficiency can improve system performance. 
Therefore, a global supervisor is needed to examine how 
resources are allocated. Supervisory criteria include CPU 
usage, memory and storage space. The supervisor expects 
tasks to be executed with minimal cost and time without 
SLA violation [31].

2.2 Scheduling Objectives 

The scheduling process assigns tasks within workflows to 
appropriate resources according to specific scheduling cri-
teria. Scheduling parameters are effective in the success of 
the workflow scheduling problem. Scheduling objectives 
are classified into two groups based on the service ap-
proach: service provider and consumer services [32]. 

Consumer Service: 

(1) Makespan: This criterion is equal to the time all 
tasks are completed. The makespan can be considered as 
the length of time the user sends the job until it completes 
the work and is the results generated. 

(2) Budget: This is equal to the financial constraint on 
the use of resources. To run the total workflow can be 
used several VM from different types.  The total cost of 
execution is equal to the sum of all types of VMs used in 
the implementation, which should be less than the user-de-
fined budget.

(3) Deadline: Critical applications need to be com-
pleted within a certain time period. Scheduling is defined 
under the time limitation for the applications to be com-
pleted before the deadline. 

(4) Security: In distributed computing such as Fog, re-
sources are varied and vast, so maintaining security is an 
important issue. Data protection and privacy in the haze 
environment are more complex than traditional systems 
because of the nature of the distribution. 

(5) Cost: This parameter includes computing costs, data 
transmission costs, and storage costs [32]. 

Service Provider:

(1) Load balancing: VMs are the most important re-
source in the computing environment. On scheduling, you 
can assign more than one task to a VM to run tasks simul-
taneously, which results in load imbalances on VMs. Load 
balancing between resources improves resource efficiency 
and thus improves the overall performance of the scheduling 
process. 

(2) Consuming resources: Increasing the use of resourc-
es for a helpful service  provider. 

To obtain the maximum benefit is allocated limited re-
sources to the user, are fully used resources. 

(3) Energy efficiency: The use of processors and the 
use of resources directly affects the energy consumed by 
a task. When the processor is not used properly, the energy 
consumption will be high because is not effectively used the 
idle time [32]. 

2.3 Traditional Methods

The authors in [33] devised a dynamic programming (DP) 
method for allocating resources to runtime constrained in-
put tasks. In this way, each provider offers several different 
VMs and global services for data sharing. One of the meth-
ods of resource allocation is the fastest time-out algorithm 
that has increased cost. In [34], researchers analyzed the 
Multi-Objective Optimization (MOO) method for business 
infrastructure services. They used the Pareto Front as a de-
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cision-making method for trading optimal solutions. They 
cut the cost of the timetable by half, but increased the rate 
by 5%. In another paper, resource allocation is performed 
considering the fault tolerance according to the proposed 
method for point-and-time VMs for executing user re-
quests. Prices have started roughly and increased during 
execution to get closer to user demand. The results show 
that due to the use of spot VM [35] the scheduling perfor-
mance is low. n [36], a method of allocating resources based 
on hardware defects in instant time is presented. This meth-
od has three steps in term of elastic resource provisioning 
in the clouds. First, backward shifting of overlapping 
tasks with VM migration. Second, increasing the resource 
scale to increase the capability of VM operations or builds 
due to synchronization with subsequent input work. Third, 
shrinking of the processing capacity of an idle VM. The 
results of this work caused to optimized resource utiliza-
tion than other baseline algorithms. 

In [37], the authors investigated QoS parameters using 
three resource allocation algorithms in the Fog architec-
ture, namely: concurrent priority, first-input-first-output, 
and delay priority. In the concurrent method, input tasks 
are assigned to them regardless of the capacity of the 
resources. In the first-input-first-output method, tasks 
are executed the same way they were entered. If the data 
center is unable to execute the request, then the task is 
queued. In priority delay-based methods, the input tasks are 
executed based on the least time delay. The paper uses the 
iFogsim simulator [1] with two applications of brain signal 
tracking and object tracking in video images. The results 
show that the concurrent method has more delay than the 
first-input-first-output and delay priority method. In tracking 
brain signals, the number of modules per device for the si-
multaneous method is greater than the other two. The num-
ber of modules in the cloud for the first-in-first-out method 
was higher than the other two.

2.4 Heuristic Methods

In heuristic algorithms, the answers are obtained by a 
number of rules. In the classical type of these algorithms, 
there are methods such as first, best and worst fit. Major 
resource allocation [28] issues in Fog can be solved by such 
methods. In [38], the input tasks are programmed by a heu-
ristic algorithm, which aims to reduce the cost of execut-
ing the tasks. Performance and cost improved, according 
to the results. In [39], parallel tasks were implemented by 
instantaneous execution on a network of different sourc-
es by a heuristic. Researchers selected the frequency of 
sources using nonlinear programming (NLP).

In [40], a knapsack-based scheduler for parallel transmis-
sion of video content is presented. The researchers imple-

mented the max-min method on high-powered computers 
for mapping tasks in a number of sectors. The analysis of the 
results proves that their proposed method has improved at 
runtime and number of segments. Researchers in [41] solved 
the task scheduling problem in fog-based IoT applications 
by knapsack. They optimized knapsack by symbiotic or-
ganism search. The results revealed superiority than other 
methods. In another study [42], a backpack algorithm with 
dynamic programming was used to solve the resource allo-
cation problem with the aim of reducing runtime and cost. 
Their major achievements have been the use of low-capaci-
ty resources and effective quantities for time-lapse parame-
ters, network congestion, and precise job size.

The general process of heuristic algorithms is shown in 
Figure3a. The flowchart of population-based algorithms is 
similar to Figure 3b, with the difference that instead of a 
solution, is created a set of solution. Hyper-heuristic al-
gorithms (Figure 3c) are the exploratory search method in 
which automation, often combined with the techniques of 
machine learning, is the process of selecting, combining, 
producing or modifying several simple heuristics for solv-
ing computational problems.

(a) Heuristic   Algorithm -

(b) Meta-Heuristic Algorithm
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(c) Hyper-Heuristic Algorithm

Figure 3. Flowchart of approximate algorithms

2.5 Meta-heuristic Methods 

One of the extra-heuristic algorithms to solve the resource 
allocation problem is the PSO optimization method present-
ed in [11]. One of the features of this method is the provision 
of elastic and different sources with infinite resources as 
well as changing VM operation. One of the problems with 
this approach is the computational overhead for resource 
providers, which increased by the number of VMs and tasks 
[11]. A hybrid algorithm involving PSO and cats’ optimization 
for resource allocation and VM management in the cloud 
has reduced the average response time, also it has increased 
resource utilization by up to 12% in compared with other 
benchmark algorithms [43].  ACO-based scheduling ACO has 
been used as another evolutionary algorithm for scheduling 
and resource allocation in the cloud, which has been more 
effective in the loading of resources and reducing of request 
failures. It used the fitness function based on trusted values 
and deadlines. As results, ACO minimized the throughput 
and the number of request failure and maximized the com-
putation power [10]. The different scheduling problem solved 
in [44] by knapsack and optimized by ant colony optimization 
(ACO). In [45], resource allocation in the cloud is solved by 
the KnapGA genetic backpack algorithm. Its graceful func-
tion includes CPU utilization, network power, disk input, and 
output times. The researchers were able to reduce the energy 
consumption and migration of VMs. 

Another meta-heuristic approach presented in [46] is 
the Bee-Based Algorithm for allocating resources to 
tasks in the fog network. Their algorithm as BLA is based 
on the optimized distribution of tasks in the fog nodes. The 
researchers using BLA find an optimal tradeoff between 
runtime and memory allocation for mobile users. The re-
sults show that runtime and memory allocation values by 

BLA are lower than GA and PSO algorithms. 
The authors in [47] studied the resource allocation 

based on the meta-heuristic methods in the clouds. Each 
algorithm has some advantages and disadvantages. Sched-
uling solutions have issues like resource scaling, failure 
handling, security and storage-aware, dependent tasks, 
data transfer cost, dynamic resource provisioning for 
the IoT. In [48], resources are allocated to tasks in FC by 
NSGA-II method. This work simulated in MATLAB. 
They only compare their method with random allocation 
method. Their scheduling method reduced the latency and 
improve the stability of the task execution. 

Studies show that much has been done in the field of 
cloud computing in the Cloudim simulator [49]. Of course, 
a number of FC-related work has been done on Cloud-
im or different programming frameworks. iFogsim, as 
successful development of Cloudsim, is very applicable 
to FC scheduling and resource management algorithms. 
The analysis of the heuristic algorithms proves that these 
methods have a long runtime and are not suitable for de-
lay-sensitive scheduling problems.

We compare the mentioned scheduling methods by the 
problem, algorithm, objectives, framework, and environ-
ment in Table 1. The problems are categorized by task/job 
scheduling and resource provisioning. 

Table 1. Summary of scheduling algorithms

Algorithm Problem Objectives Framework Environ-
ment

Knapsack [40] Task scheduling Complete time Cloud Matlab

Knapsack [42] Task scheduling Deadline and 
cost Cloud Cloudsim

KnapGA [45] Task scheduling
I/O rate, migra-
tion count, and 
host occupation

Cloud Simula-
tion

ACO [10] Task scheduling Trust value and 
deadline Cloud Simula-

tion

PSO [11] Resource provi-
sioning

Deadline and 
cost Cloud Simula-

tion

DP [33] Task scheduling Deadline and 
cost Cloud Fabric 

compiler

MOO [34] Task scheduling
Earliest finish 
time and com-
pletion time

Cloud Real

Bidding strat-
egy [35] Task scheduling Deadline, cost, 

and reliability Cloud Cloudsim

Backward 
shifting [36]

Resource provi-
sioning

Host failure and 
task starting 

time
Cloud Cloudsim

PSO [43] Task Schedul-
ing

Utilization 
of VMs and 

Response time
Cloud Python

ACO [44] Task scheduling Start time Smart Grid Matlab

Heuristic [38] Task scheduling Makespan and 
execution cost Cloud-Fog Cloudsim

NSGA-II [48] Resource 
scheduling

latency and 
stability Fog Matlab
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Mobility 
aware [37] Task scheduling Costs and QOS Fog iFogsim

NLP [39] Task scheduling
Energy of 

thread execu-
tion

Fog Simula-
tion

BLA [46] Job scheduling
Run time and 

memory alloca-
tion

Fog BLA with 
C++

HHS [26] Task scheduling Security, CPU, 
and bandwidth Fog iFogsim

GKS [27] Task scheduling Cost and Ener-
gy Fog iFogsim

KnapSOS [41] Task scheduling CPU and band-
width Fog iFogsim

3. Mobile Computing

The executing computation tasks of mobile applications 
on MDs requires a lot of resources, so they can offload to 
the Cloud. But Cloud is far from MDs and has challenges 
as high delay and power consumption. In general, mobile 
computing falls into the following three categories.

(1) MCC: Some processes on mobile devices require 
robust resources so they must be sent to the cloud data 
center. If a large number of users are logged in with de-
lay-sensitive applications and want to cloud the data, then 
there is the problem of bandwidth [50, 2].

(2) MEC: In this type, tasks are performed near the 
mobile device [51]. Mobile edge computing reduces net-
work congestion and performs tasks more efficiently [2].

(3) MFC: Since the cloud is far away from mobile de-
vices [52], it is possible to send delay-sensitive tasks to the 
fog layer. As a result, it will save time and energy [53].

MFC can speed up the transfer of tasks to data centers 

[54]. This inexpensive and low-latency network architec-
ture can be used as an infrastructure for the IoT.

4. Offloading

The issue of offloading in mobile computing has become 
an attractive topic for study and research in recent years. 
This issue has optimization goals that are outlined be-
low. The objectives of offloading and scheduling in the 
reviewed articles are as shown in Figure 4. 

Figure 4. The offloading and scheduling objectives

4.1 MCC-based Offloading 

Researchers in [55] addressed the problem of offloading and 
allocation of resources at MCC with the aim of reducing 
energy consumption. This has limitations such as response 
time, execution time and cost. The problem-solving meth-
od has been a greedy algorithm that has been able to op-
timize the target criteria. In [56], the authors developed an 
optimal pricing model (OPS) by examining the behavior 
of mobile users. This has led to a compromise between 
energy consumption and time delays.

The authors in [57] calculated the waiting time of cloud 
data centers and presented an offloading algorithm as 
HCOA based on the PSO. In [58], the ant colony-based 
offloading method as CMSACO is presented. The objec-
tives of this method are profit, deadline, task dependency, 
resource differences, and load balancing. The analysis 
of results proves that total profits, time spent completing 
tasks, and network resource consumption have improved. 

4.2 MEC-based Offloading 

Various algorithms for resource allocation and offloading 
have been proposed in the MEC [59,60]. The authors ad-
dressed this in [60] and were able to reduce the cost of mo-
bile devices by proving the Nash equilibrium. 

In [61], the authors propose a functional architecture for 
different methods of offloading on mobile and IoT de-
vices. In [62], the problem of offloading and allocating re-
sources solved by the maximum greedy algorithm called 
by DGMS. They first introduced the policy of collecting 
energy for wireless devices from the environment. Then 
Lyaponuv optimization method for loading is presented. 
The results show the superiority of the proposed method 
over-centralized and random planning methods.

4.3 MFC-based Offloading (Module Placement) 

In [63], the problem of offloading mobile device codes in 
MFC is solved. The researchers compared their approach 
to VM-based methods and container models. The pro-
posed model performs better than others in the criteria of 
time delay, memory consumption, and image size and en-
ergy consumption. Another method of solving the offload-
ing problem in FC is queue theory [53]. The authors pro-
posed a multi-objective optimization method (MOIPM). 
They were able to improve energy consumption, delay in 
execution and cost. 

In [64], the load of informed social calculation is pro-
vided for MFC. The proposed method is based on differ-
ent queue models and energy collection models. Their 
algorithm has been able to reduce the running cost by 
solving the Nash generalized equilibrium problem. In [65], 
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researchers provided a task offloading method in MFC 
by classification and regression tree. They could optimize 
their method by Markov chain process. 

The offloading algorithm presented in [66] is based on 
machine learning. The proposed method reduces the space 
of the answers by applying the Markov process and deep 
reinforcement learning. This method, called DQLCM, has 
been able to minimize latency.

4.4 MCC/MEC/MFC-based Offloading 

Many studies have been presented in integrated architec-
tures [67, 68]. The researchers [68] presented an integrated ar-
chitecture of the cloud, edge, and IoT that reduced energy 
consumption. In [69], the offloading and scheduling prob-
lem is solved using the complex nonlinear programming 
method (integer). The researchers were able to reduce the 
most weight-related to cost, energy consumption and time 
delay criteria. In [70], the problem of offloading application 
code in hybrid cloud, edge and fog architecture is provid-
ed. The proposed method, SIMD, improves energy con-
sumption, time, and the number of executable instructions 
as well as the migration overhead.

The mentioned offloading algorithms are summarized 
in Table 2. The problems are categorized by task and code 
offloading. 

Table 2. Summary of offloading algorithms

Algorithm Problem Objectives Framework Environment

GABTS [55]
Task off-

loading and 
scheduling

Energy, 
response time, 
deadline, and 

cost

MCC C++

OPS [56]
Task off-

loading and 
scheduling

Energy and 
delay MCC ThinkAir

HCOA [57]
Task off-

loading and 
scheduling

Energy MCC Simulation

CMSACO [58] Multi-Task 
offloading

Profit and 
completion 

time
MCC Simulation

W5 [61] Task offload-
ing

g CPU, 
memory, and 

network usage
MEC/MCC Real

JCORAO [60]
Task off-

loading and 
scheduling

Deadline and 
cost MEC Hetnet sim-

ulation

DGMS [62] Multi-Task 
offloading

Energy, bat-
tery, and CPU 

frequency
MEC Simulation

Unikernel [63] Code Offload-
ing

Boot time, 
memory, and 

energy
MFC An-

droid-x86

MOIPM [53] Task offload-
ing

Energy, delay, 
and cost MFC Simulation

MPMCP [65] Task offload-
ing

Power, QoS, 
and security MFC Cloudsim

GNEP [64] Task offload-
ing Cost MFC Simulation

DQLCM [66] Task offload-
ing

Delay and 
Energy MFC Real

MINP [69]
Task off-

loading and 
scheduling

Delay, Energy, 
and Cost MFC/MCC Matlab

SIMD [70] Code Offload-
ing

Energy, execu-
tion time, and 

MFLOPS

FC/MEC/
MCC Real

5. Conclusion and Suggestion

In this paper, we survey recent researches of computation 
offloading and scheduling in Cloud, edge, and FC. Chal-
lenges include time delay, energy, cost, trust, QoS, stabili-
ty, memory, and security. Our categorizations are based on 
the issue, proposed strategy, objectives, framework, and 
test environment of various works. Moreover, based on the 
analysis, we propose machine learning algorithms to make 
smart distributed computing environments. We propose 
the machine learning methods to intelligent task schedul-
ing and offloading in distributed computing. To simulate 
Cloud and FC applications, the Cloudsim and iFogsim 
libraries are closer to the real environment. 

Studies show that fog computing has been more effec-
tive than cloud computing in implementing IoT sched-
uling and resource management algorithms. Things like 
power consumption, time delays, and optimizing server 
shutdown times are much easier in fog computing than 
cloud computing. Heavy processing is done instead of 
moving to cloud data centers in fog devices near the end 
users' location. Based on this study, the following can be 
suggested for future research:

(1) Applying Machine Learning Techniques: Extensive 
methods of artificial intelligence and machine learning 
can be very useful in various applications of IoT. Artificial 
intelligence methods have shown to be highly effective in 
a variety of issues. In the scheduling problem, applying 
these algorithms will help the system learn more and pro-
vide better solutions. By focusing on new classifications 
and adjusting the parameters of these algorithms accord-
ing to the workflows and resources, it is possible to strive 
for better performance of the scheduling algorithms.

(2) Applications: One of the case studies could be the 
definition of new application models in IoT with different 
computations in fog computing. These include medical 
care, smart home, smart city, transportation system, car 
park, instant video analysis, traffic lights management, 
computer games, big data analytics, energy industry, wa-
ter, and soil management.

(3) Objective Criteria: Many parameters can be inves-
tigated, some of which are: time (start, end, completion, 
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wait, delay, and deadline), energy consumption, renewable 
energy, bandwidth, network resource consumption, effi-
ciency, entry rate tasks, accuracy, cost, quality of service, 
location awareness, mobility, and inter-network connec-
tivity.

(4) Security services: Considering more services in the 
security overhead model in addition to the three authen-
tication, confidentiality and integration services as well 
as analyzing these issues in managing and allocating re-
sources to input tasks can be introduced as another area of 
research.

(5) Scheduling Challenges in the IoT: Research on top-
ics such as load balancing, load prediction, reliability and 
fault tolerance in offloading, resource provisioning, soft-
ware-defined networking, network function virtualization 
and scheduling with fog architecture are considered to be 
very suitable developments that are at the beginning of the 
road today and very They have research. The following is 
a brief explanation of each:

A. Load balancing in fog computing is related to the 
placement of modules in the appropriate fog device, which 
requires the development of new methods and models.

B. Forecasting on the IoT can be a very useful topic. 
Since in dynamic systems, the rate of entry of tasks into 
the system varies, so it is very difficult to predict. On the 
other hand, its prediction can be considered as a pre-pro-
cessing operation in scheduling and resource allocation 
operations and can improve it. Artificial intelligence 
methods work very well in this regard. For example, neu-
ral network-based approaches such as deep learning and 
reinforcement can be effective.

C. Trust in fog computing or IoT can be followed by 
block chain technology because there is no centralized 
server in distributed systems and so it is very close to 
the architecture of the hub. On trust, the goal is that new 
modules, before moving on to the new haze tool, ask their 
neighbors to trust the haze tool, which can be the subject 
of much research with mathematical modeling and intelli-
gent algorithms.

D. Fault tolerance is also one of the most commonly 
used fields in fog computing. There are various methods 
in this area that examine the error and the solution to re-
duce or reduce it before and after it occurs.

E. Resource provisioning is one of the special challeng-
es in fog computing that differs with resource allocation. 
Here are some ways to create or restore resources in the 
system.

F. Software-defined networks can be explored in fog 
computing. In this regard, the control section of the net-
work is separated from its forwarding section, and the 
expressions in the network (such as router and switch) be-

come ineffective decision-making tools and only perform 
tasks based on the flow tables that the controller commu-
nicates to them. Therefore, the programming algorithms 
of this section are very useful.

G. Network function virtualization is able to implement 
network elements as software components. Each of these 
components was traditionally implemented as a separate 
hardware device. For example, in a network, firewall, 
router, and load balancing tools have been the norm. Ob-
viously, having separate devices for each application is 
very costly and has many management complexities. In 
fog architecture, setting up such sections in virtual terms 
is very useful and new.

(6) New architectures: Investigating new architectures 
such as cloud computing increases productivity and re-
duces time delays in IoT applications and can therefore 
extend the boundaries of knowledge. These include the 
dew architecture or network slicing. Given the growing 
number of network tools, this can be of interest to network 
architecture professionals.

(7) Development of new software frameworks: Due to 
the high cost of network tools and the large geographical 
location needed to test the methods, researchers can de-
velop new simulation environments in fog architecture. 
Special frameworks can be designed for specific applica-
tions that are close to the IoT.
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Mobile robot has been one of the researches focuses in this era due to the 
demands in automation. Many industry players have been using mobile 
robot in their industrial plant for the purpose of reducing manual labour 
as well as ensuring more efficient and systematic process. The mobile 
robot for industrial usage is typically called as Automated Guided Vehicle 
(AGV). The advances in the navigation technology allows the AGV to be 
used for many tasks such as for carrying load to pre-determined locations 
sent from mobile app, stock management and pallet handling. More re-
cently, the concept of Industry 4.0 has been widely practiced in the indus-
tries, where important process data are exchange over the internet for an 
improved management. This paper will therefore discuss the development 
of Internet of Things (IoT) bases mobile robot for AGV application. In 
this project a mobile robot platform is designed and fabricated. The robot 
is controlled to navigate from one location to another using line follow-
ing mechanism. Mobile App is designed to communicate with the robot 
through the Internet of Things (IoT). RFID tags are used to identify the 
locations predetermined by user. The results show that the prototype is 
able to follow line and go to any location that was preregistered from the 
App through the IoT. The mobile robot is also able to avoid collision and 
any obstacles that exist on its way to perform any task inside the work-
place. 
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1. Introduction

The mobile robot is a robot that is capable of nav-
igating around from one place to another in its 
environment without the need for physical or 

electro-mechanical guidance device. It has been used in 
many applications such as for remote sensing, transpor-

tation as well as to perform dangerous tasks like bomb 
defusing and minesweeper. Automated Guided Vehicle 
(AGV) is just the same as the mobile robot and it is a 
driverless car that can navigate to a predefined location 
by the user. Likewise, it is capable of following pre-
scribed paths and it is usually used in the industries to 
transport raw materials to a preregistered location [1]. The 
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AGV application is important in the workplac to reduce 
the labourers in the industries, ease the physical strain on 
them and to improve the operational performance [2]. 

In this project a mobile robot platform is designed us-
ing SOLIDWORKS for AGV application using the line 
following mechanism. The robot was controlled to navi-
gate from one location to another through the Internet of 
Things (IoT) and RFID based tracking. The mobile robot 
should be able to avoid collision and any obstacles that 
could happen on its way to perform any task inside the 
workplace. The main idea of the robot’s behaviour is to 
follow simple line algorithm and be able to perform the 
commands that will be sent from the mobile app. There-
fore, this project involves designing, fabrication, inte-
grating and interfacing robot’s parts and sensors to IoT. 

2. Related Works

IoT based automated guided vehicle deals with the ma-
terial handling in the industry, which includes horizontal 
and vertical movements or combination of both. Material 
handling is an art of science which involves movement, 
packing, transporting. Material handling is an import-
ant activity in the production process. Out of total time 
spend on manufacturing 20% is for actual process & the 
remaining 80% is material handling moving the material 
from one location to another location. The above per-
centage should be altered according to the plant.

Yogesh Kakasaheb Shejwall and Sasi Kumar Gera [2] 
developed an IoT system for an automated guided ve-
hicle that deals with the demands in the manufacturing 
industry. The AGV will be able to follow a given path 
allocated for it. This will happen with the aid of Arduino, 
an ethernet shield and RFID [3]. In this system, they can 
access and stored all the information in the device. this 
system will be sending the signals from the respective 
department using Bluetooth device and then the vehi-
cle will receive these signals after that the vehicle will 
follow the path according to the given instruction. De-
livering material to the respective location will be done 
after scanning the barcode of load material and after the 
vehicle accomplish that it will be back to the original po-
sition. 

Nanda Kishor M and Prasad A P (2017) [4]. An IoT 
Based smart car parking using line following robot. This 
system proposed a vehicle used in a smart city that when 
it enters the parking slot a series of led will glow indicat-
ing the dedicated parking slot and then the car will fol-
low the led pattern using the concept of the line follower 
robot. The vehicle will be controlled by the Arduino 
which is the main controller of the vehicle and this vehi-
cle will consist of an IR sensor, RF module, LED stripes, 

line following robot. This system also constructs each 
car park as an IoT network, and the data that include the 
vehicle slot location and number of free slots in car park 
areas will be transferred to the data centre.  

3. Methods 

In this project Arduino will be the main controller to 
smoothly navigate the mobile robot. In this project there 
will be many procedures from designing the Three Di-
mensions (3D) model of the mobile robot using SOLID-
WORKS, fabricating the designed parts, integrate the 
design parts and sensors to the mobile robot, implemen-
tation of the line following algorithm, development of 
IoT, interfacing IoT with the mobile App, interfacing the 
mobile app with the mobile robot through IoT and lastly 
testing the reliability of the line following mechanism in 
the mimicked industrial setup.

3.1 3D Design Progress

The mobile robot is designed (refer to Figure 4.1) in 
Computer Aided Design (CAD) programming 3D model 
using SOLIDWORKS where the robot will consist of 
two plates. Each plate got its own holes for wires to con-
nect between the parts the lower plate will be attached 
with sensors, actuators and the Arduino. Nevertheless, 
the upper plate will be for the materials that will be 
transported from a place to another. There will be also 
six standoffs to hold and connect between the two plates. 
Two wheels will be in the front of the robot and a castor 
wheel will be in the back middle of the robot. two DC 
motors were also used to control the wheels. Also, there 
are the motor brackets to hold the DC motor and lastly 
there are the coupling to hold the DC motor with the 
wheel.

3.2 Line Following Mechanism 

For accurate and smooth navigation for the mobile ro-
bot we have used a line following sensor contains of 
five IR sensor which are ML sensors, L sensor, middle 
sensor, R sensor and MR sensor to have smooth navi-
gation through all the junctions in the way [5].There will 
be multiple junctions such as + junction, T junction 
and a wavy line. Hence, there will be many situations 
for the line following sensor. First situation is the ideal 
situation when the middle sensor is in the black line or 
the left sensor, middle sensor and right sensor is on the 
black line the mobile robot will move straight. Second 
situation is diagonally left when the right sensor or right 
sensor and most right sensor in on the black line the 
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mobile robot will move diagonally to the left by slowing 
the RPM of the right DC motor until the ideal situation 
occur to continue moving straight. Third situation is di-
agonally right when the lift sensor is on the black line or 
the left sensor with the most lift sensor is on the black 
line. Consequently, in this case the mobile robot will 
turn diagonally to the right by slowing the RPM [6] of the 
left DC motor until the ideal situation occur to continue 
moving straight. Fourth situation is the situation where 
the Radio-frequency identification (RFID) will be used 
to control the right and left turn. If the RFID reader 
reads the RFID tag the mobile robot will turn left for one 
specific RFID tag by stopping the right DC motor. And 
will turn right for another specific RFID tag by stopping 
the lift DC motor. 

3.3 Radio-Frequency Identification (RFID)  

Radio-frequency identification uses electromagnetic 
fields to automatically identify and track tags attached to 
objects. To make our mobile robot smoother and to avoid 
any error that could happen we have used the RFID sen-
sors to have a smoothly left and right turn. This will be 
working as there will be RFID reader stick on the bottom 
of the mobile robot and also there will be RFID cards on 
the floor near to the line that the robot will follow when-
ever the RFID reader reads the RFID tag it will perform 
a specific task such as turn right or turn left. RFID tag 
also used to define multiple locations which we will 
have four locations each location will have a specific 
RFID tag whenever the reader reads the RFID tag of the 
location that the user entered through the mobile APP 
the mobile robot will stop for a short time until the load 
has unloaded from the mobile robot after that the mobile 
robot will go back to the initial position. 

3.4 Collision Avoidance

In order to avoid a collision that could obstruct the mo-
bile robot on his way, an Ultrasonic sensor has been 
used. Ultrasonic sensor measures if there is any obstacle 
in front of the mobile robot and there will be two options 
to decide if the obstacle is far from the mobile robot then 
it will slow the mobile robot if its near it will stop the 
mobile robot from moving forward. By implementing 
this we will be able to make our mobile robot able to 
avoid any obstacles that may happen in the way of the 
mobile robot to its destination.

3.5 IoT Implementation to The Mobile App

To control our mobile robot remotely IoT will be used to 

interface a mobile App with the mobile robot. An open 
platform has been chosen to control the data from the 
App to the mobile robot we have choose Thingspeak as 
an IoT platform. The app will be designed through the 
MIT App inventor which is able to interface with hard-
ware projects through internet [7]. this App will contain 
five buttons each button defines a specific location in 
the workspace and one button will be used to stop the 
mobile robot as there will be up to four locations. The 
app will also be able to show where the mobile robot is 
actually at. And it will send us a notification to update us 
whether the robot is already reaching the desired loca-
tion or not. Moreover, there will be a label to communi-
cate with the Thingspeak to show a notification from the 
Thingspeak platform whether the commands have been 
sent successfully or not. Therefore, if the commands sent 
to the Thingspeak from the App successfully it will give 
a notification stating that the command has been sent 
successfully. Nevertheless, if there was any error with 
the communication between the Thingspeak and the app 
we will receive a notification stating that there was an 
error with trying sending commands. There is another 
label will be used to show if the App is connected to the 
internet or not if it’s connected it will show that its con-
nected if it’s not it will also show it’s not connected in a 
label message somewhere inside the App.   

4. Results and Discussion 

This section discusses the results including the 3D de-
sign, fabrication of the parts, line following mechanism 
and interfacing the mobile robot with mobile App.

4.1 3D Design

The 3D design of the robot was successfully done and 
completed using the CAD programming software which 
is SOLIDWORKS as shown in Figure 4.1. The design is 
suitable for the mobile robot in the project and it consists 
of a double deck or two plates 300 mm length, 250 mm 
width and 10mm for the thickness of each plate, stand-
offs also were designed in 130mm as a length to hold 
and connect between the plates. Furthermore, two wheels 
were also designed to navigate the mobile robot from lo-
cation to another. However, the designing also includes 
the roller-coaster, DC motor, a bracket to hold and sup-
port the DC motor to keep it stationary and a coupling to 
connect between the DC motor and the wheel. Figure 4.1 
Shows the 3D design of the mobile robot. In addition, 
the mobile robot has been fabricated and print out into A 
3D model as shown in Figure 4.2. 
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Figure 4.1. Designed Mobile robot

Figure 4.2. Fabricated mobile robot

4.2 Line Following Mechanism 

Arduino UNO is used as the main controller to control 
the mobile robot in the workspace. The mobile robot is 
able to follow the line smoothly and pass all the junctions 
which are the + junction, T junction and wavy way using 
the line follower that contains of five IR sensors which are 
most right sensor, right sensor, middle sensor, right sensor, 
most right sensor. The line follower sensor will sense the 
black line in the floor if the middle sensor senses the black 
line the mobile robot will go forward by setting the DC 
motor’s RPM to the same value. Nonetheless, if the left 
sensor senses the black line the mobile robot will move 
right by stopping the left motor and moving the right DC 
motor. For example, left DC motor RPM equals to the 
zero and right DC motor equals to two hundred by apply-
ing this the mobile robot will move right. Conversely, if 
the right sensor senses the black line the mobile robot will 
move left by stopping the right DC motor and moving the 
left DC motor. For example, we set the right DC motor 
equals to zero and the right DC motor equals to two hun-
dred by applying this the robot will go left. There are oth-
er situations where two of the IR sensors are in the black 
line either the left sensor and the most left sensor with the 

middle sensor or the right sensor with the middle sensor 
are on the black line. In this situation the mobile robot 
will not be in the middle of the black line so this problem 
needs to be solved by playing with the RPM of the DC 
motors. For example, if the black line is not in the middle 
of the line we will turn diagonally the mobile robot either 
to the left or to the right by increasing the RPM of one DC 
motor and decreasing the RPM of the other DC motor by 
applying this the mobile robot will turn until it meets the 
ideal situation which is when the mobile robot is in the 
middle of the black line. In other words, until the middle 
IR sensor of the line follower sensor sense the black line. 
For the locations we have decided to use the RFID to 
control the decision either to turn completely right or left 
this has been done whenever the RFID reader reads the 
RFID card tag. The RFID card tags are located next to the 
line so whenever the RFID reader reads the RFID card tag 
it will decide which way will take based on the code. In 
our code location A, the mobile robot will follow the line 
until the RFID reads a specific RFID card tag and then 
it will turn right to location A once it reaches location A 
it will stop for ten seconds to unload the load then it will 
rotate and go back to the initial position. For location B 
the mobile robot will follow the line until the RFID reader 
reads the RFID card tag for location B then it will turn left 
ahead to location B once it reach location B the mobile 
robot will rotate and go back to the initial position and the 
same procedure for the other locations which are C and D. 
The mobile robot will keep going to any desired locations 
entered by the user through the app. Furthermore, it will 
stop if there is any obstacle in front of the mobile robot 
this has been done using ultrasonic sensor if the distance 
between the obstacle and the mobile robot is far the mo-
bile robot will slowdown its speed by decreasing the DC 
motors RPM. Nevertheless, if the obstacle is near to the 
mobile robot the mobile robot will stop moving until this 
obstacle get removed. In Table 4.1 shows the result of the 
four trajectories of the line following mechanism 

Table 4.1 Results of The Line Following Mechanism

No. Trajectory No. of trails 
succeed Percentage Figure

1. L shape 10 out of 10 100%
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2. S shape 9 out of 10 90%

3. Straight 
line 10 out of 10 100%

4. O shape 8 out of 10 80%

Table 4.1 shows the result of the line following in four 
trajectories of an experiment of ten trails for each trajec-
tory which are L, O, straight line and S shape. However, 
straight line and L shape got a 100 % accuracy. And S 
shape got 90% accuracy. Nevertheless, O shape got 80% 
accuracy. The mobile robot will be placed in initial posi-
tion and if the mobile robot moves and came back to the 
initial position it will be success and miss of the line it 
will be fail even though if the mobile robot came back to 
catch up with the line.

4.3 Interfacing Mobile Robot with Mobile App

In order to navigate the mobile robot and smoothly let it 
follow the line to go to the desired locations. An IoT plat-
form has been established which is the ThingSpeak to act 
as a data server in interfacing the mobile robot with the 
app. ThingSpeak will be receiving the data from the app 
and it will send it to the Arduino which is the main con-
troller of the mobile robot. The mobile app has been also 
designed using MIT App inventor which will be sending 
commands to the mobile robot through the ThingSpeak. 
In the MIT app. Thus, there is five buttons first button 
define location A whenever this button pressed this button 
it will send a value of one to the ThingSpeak and then the 
Arduino will receive this coming value which is defines 

location A. However, the second button define location B 
once this button pressed it will send a value of two to the 
ThingSpeak and the Arduino will retrieve thins coming 
data which define location B. Moreover, the third button 
define location C once this button pressed a value of three 
will be sent to the ThingSpeak and Arduino will receive 
this data which is defines location C. Nonetheless, the 
fourth button define location D once the fourth button 
pressed a value of four will be sent to the ThingSpeak and 
then the Arduino will receive this data which is defines lo-
cation D. Furthermore, the fifth button has been created to 
stop the mobile robot from moving once we press this but-
ton a value of zero will be sent to the ThingSpeak then the 
Arduino will receive this data which is defined to stop the 
mobile robot from moving whenever this button pressed. 
However, this app will also show us where the current lo-
cation of the mobile robot is actually this location will be 
defined using the RFID. There will also be a label to show 
us the success of sending the commands if the commands 
have been sent successfully it will show us that the com-
mand has been send successfully is not it will show that 
there is an error with trying sending command. Another 
label has been created to show the status of the internet 
connection whether the app is connected to the internet or 
not if it is connected it will show that is connected if it is 
not connected it will show that it is not connected. Figure 
4.4 Shows the features of the App. However, In Table 4.2 
shows the results of the AGV interfaced with IoT.

Table 4.2 Results of the IoT Interfaced with the AGV

No. LOCATION Success of the move Time travel
per seconds

2. LOCATION B Success 4.6

3. LOCATION C Success 4.8

4. LOCATION D Fail Fail

5. LOCATION A Success 5

6. LOCATION B Fail Fail

7. LOCATION C Success 4.9

8. LOCATION D Success 4.8

9. LOCATION A Fail Fail

10. LOCATION B Success 4.7

Table 4.2 shows the result of an experiment to send the 
mobile robot from the initial position to a predetermined 
location using the mobile App to send commands. How-
ever, ten commands have been sent from the mobile app 
as shown in Figure 4.4 to the mobile robot through IoT to 
navigate the mobile robot. Out of ten commands there are 
seven commands has been sent successfully and the mo-
bile robot has gone to the desired location from its initial 
position and be back to its initial position in an average 
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time of 4.83 seconds. Furthermore, three out of the ten 
commands the command has not been sent successfully. 
Nevertheless, Figure 4.3 shows the Setup of AGV in order 
to navigate the mobile robot from one location to another. 
It shows the black line and the RFID cards along the black 
line.

Figure 4.3 Setup for the mobile robot 

Figure 4.4 Mobile APP layout and Design

5. Conclusion

A mobile robot platform was designed and fabricated to 
replicate an AGV system. The robot was controlled to 
navigate from one location to another using line following 
mechanism with Internet of Things (IoT) based communi-
cation. RFID tags were used to identify the preregistered 
locations along the path. The results show that the robot 
was able to follow line and arrived at any location that 
was instructed from the Mobile App through the IoT com-
munication. The mobile robot was also able to avoid colli-
sion and any obstacles that exist on its way during the op-
eration. To improve the system, a laser scanner or Kinect 
camera can be added on top of the mobile robot to per-
form feature or facial recognition. This recommendation 
can help improve the obstacle avoidance and therefore 
provide a more reliable operation for AGV application.
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