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ABSTRACT

This paper presents a numerically developed computer model to simulate the thermal behavior and evaluate the mechanical performance of a fixed end loaded loaded High Strength Concrete Column (HSCC), subjected to Moderate Case Heating Scenario (MCHS), in a hydrocarbon fire. The temperature distribution within the mid-height cross-sectional area of the column was obtained to determine the thermal and mechanical responses as a function of temperature. The governing two-dimensional transient heat transfer partial differential equation (PDE), was converted into a set of ordinary algebraic equations, subsequently, integrated numerically by using the explicit finite difference method, (FDM). A computer program, Visual Basic for Applications (VBA), was then developed to solve the set of ordinary algebraic equations by implementing the boundary as well as initial conditions. The predictions of the model were validated against experimental data from previous studies. The general behavior of the model as well as the effect of the key model parameters were investigated at length in the review. Finally, the reduction in the column’s compression strength and the modulus of elasticity was estimated using correlations from existing literature. And the HSCC failure load under fire conditions was predicted using the Rankine formula. The results showed that the model predictions of the temperature distribution within the concrete column are in good agreement with the experimental data. Furthermore, the increase in temperature of the reinforced concrete column, (RCC), due to fire resulted in a significant reduction in the column compression strength and considerably accelerates the column fire failure load.

1. Introduction

Naturally or intentionally, fire is a catastrophic disas-
the progression use of fire weapons during the Libyan civil war in 2011. On the other hand, the efforts of developing simulation models of fire effects on building’s structural members will never stop saving people’s lives and their properties.

When a building catches fire, the structural integrity and stability are dependent on the column’s ability to resist failure at elevated temperatures, which is the first and last line of defense to maintain the column’s strength. As a primary load-bearing member, the column is designed to withstand axial centric and/or eccentric loads of any structure. In other words, it carries the whole building’s live and dead loads.

According to the related international standard codes, the fire resistance of any structural member is obtained experimentally. This is an expensive and time-consuming procedure and the utility of published experimental test data in a practical engineering design exercise is questionable. Although experimental studies are decisive, and the outcome is limited to the number of measurements taken during the test, experimental data can be used in the calibration and validity of the mathematical and numerical models, as mentioned in many studies [1-6].

While numerical simulation models generate much more useful interpretable data, there is a limit to which experimental tests can be conducted. Recently, emphasis is placed on mathematical simulation models to replace the existing experimental fire rating-based design methods with performance-based design procedures. Generally, concrete structural exhibits good performance under normal situations. However, results from several studies have shown that there are well-defined differences between the properties of high-strength concrete and normal-strength concrete during a fire since the former is much more durable and stronger than the latter. Furthermore, concerns have been developed regarding the reduction in strength of high-strength concrete when subjected to elevated temperature [7-13].

The main objective of this study is to develop a 2D numerical simulation basic computer model to predict the thermal behavior, to evaluate the mechanical performance of preloaded HSCC, and to set the failure criteria of the such column in a standard fire. The model development will be conducted by following the rule of elimination of some variables and parameters, and refining the code by neglecting non-significant parameters, assuming values for other factors, and using correlations and expressions from previous related studies to predict temperature distribution and strength profiles within the selected quarter cross-section area of the subjected HSCC.

1.1 Behavior of HSC Exposed to Fire

The fire-resistance rating of a concrete structural member is a function of applied load intensity and centricity, member type (e.g., column or beam or wall), member dimensions and boundary end conditions, incident heat flux from the fire on the member or assembly, type of construction materials (e.g., concrete, steel & wood) and finally, the effect of temperature rise within structural member on relevant properties of the member. The concrete is classified as Normal Strength Concrete (NSC), with a compressive strength of < 70 MPa, and High Strength Concrete (HSC) with a compressive strength of ≥ 70 MPa [14-17].

The use of HSC is widely increasing recently especially in High-rise buildings, offshore structures, and bridges because it has higher strength and improved durability compared to NSC, but in the fire incident, NSC performs better than HSC due to its low permeability reduces the effect of spalling in fire [17], as shown in Figures 1a and 1b.

![Figure 1](image1.png)

Figure 1. a) NSCC in a fire exposure test; b) HSCC in a fire exposure test

Data from the experimental research that was carried out at specialized laboratories, as well as some worldwide organizations show that concentrically loaded and short
columns failed in pure compression while eccentrically loaded and long columns failed in combined flexure/compression mode due to buckling spalling [2,11-13]. Figures 2a and 2b for example show the effect of one of those factors namely the effect of the lateral reinforcement configuration on the spalling behavior in HSC Columns after the fire resistance test [17].
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**Figure 2.** a) Conventional tie configuration; b) Modified tie configuration

### 1.2 The Effect of High Temperature on Steel Reinforced Concrete Structural Member

The fire performance of any structural member depends on the thermal and mechanical properties of the materials from which the building component is made. The critical temperature of fully-loaded structural member building materials such as steel and concrete is defined as the temperature at which the integrity of the member lost 50% of its original yield strength at 20 °C and becomes questionable. The building code requirements for structural fire protection are based on tests conducted following ASTM E-119. In these tests, the performance criteria for building assemblies, such as columns, is the loading bearing capacity, when these assemblies are exposed to heating conditions the mechanical properties that affect the fire performance of the structural members such as Compression Strength, Modulus of elasticity, Coefficient of thermal expansion, and Creep [4,18].

In the case of slender columns, the susceptibility for buckling increases with a decrease in the modulus of elasticity, and the concrete modulus of elasticity decreases rapidly with the rise of temperature. If steel reinforcement attains a temperature of 550 °C the modulus of elasticity is reduced to approximately half of the value at ambient and the concrete strength decrease is minimal up to about 300 °C, above these temperatures, the concrete strength loss is significant [12].

Steel-reinforced concrete columns are designed to withstand the applied load, although concrete will carry more load than steel, both will share the load in normal conditions [5]. When a column made of two different materials is subjected to fire under a given axial load at a certain temperature, one of those materials will carry the total load because of the thermal expansion differences, as there is no relative movement between concrete and steel in the reinforced concrete unit, elongation or contraction of both concrete and steel will be the same, equally strained before failure occurrence [18].

### 2. Materials and Methods

The thermal modeling that is used in this paper is based on the ASTM E-119 standard fire curve as shown in Figure 3 which describes the hydrocarbon fire development [2,17,19].

![Image](image2.png)

**Figure 3.** ASTM E-119 Standard temperature VS time

\[ T(t) = T_0 + 750 \times \left(1 - e^{-3.79533 \times \sqrt{t}}\right) + 170.4 \times \sqrt{t} \] (1)

where, \( t \) = time in hours, and \( T_0 = 20 \) °C, initial temperature used as boundary condition in both \( x \) and \( y \) directions.
2.1 Model Development

The physical description and cross-sectional configuration of the subjected HSCC which is surrounded by air with time-changing temperature according to E-119 are shown in Figures 4a and 4b.

![Diagram of model and HSCC configuration](image)

**Figure 4.** a) Physical description of the model; b) HSCC cross-sectional configuration

2.2 Equations and Key Assumptions

Basically, the heart of the model is the variable thermal boundary conditioned with the famous two-dimensional transient conduction heat transfer equation with constant thermal properties (Equation 1):

\[
k \frac{\partial^2 T}{\partial x^2} + k \frac{\partial^2 T}{\partial y^2} + q = \rho c \frac{\partial T}{\partial t}
\]  

Divide both sides by \( k \), neglecting heat generation inside the column \( q = 0 \), and replace \([ k / (\rho c_p) ]\) with thermal diffusivity \( \alpha \), we get:

\[
\frac{\partial^2 T}{\partial x^2} + \frac{\partial^2 T}{\partial y^2} = \frac{1}{\alpha} \frac{\partial T}{\partial t} \tag{3}
\]

Then the central finite difference expression is used to approximate the partial differential second-order terms. Hence, a set of first-order Ordinary Differential Equations (ODE’s) resulted.

2.3 Computation Domains and Solution Techniques

The first step in the formulation is to subdivide the \( x \) and \( y \) directions into equally spaced nodes. For the sake of numerical stability, the computational domain is divided into \((W/2 = D/2 = 203 \text{ nodes})\) in each direction. To implement the boundary conditions the fire-exposed surfaces and symmetry lines nodes are formulated differently from the rest of the interior nodes.

Finally, the resulting set of (ODE’s) is solved by using the explicit finite difference method and the 2-D transient temperature distributions within the concrete column is founded.

The two-dimensional transient conduction heat transfer configuration for the interior nodes according to FD numerical method procedure is shown in Figure 5.

\[
\frac{\partial^2 T}{\partial x^2} = \frac{[T_{m-1, n}^p + T_{m+1, n}^p - 2T_{m, n}^p]}{\Delta x^2} \tag{4}
\]

\[
\frac{\partial^2 T}{\partial y^2} = \frac{[T_{m, n-1}^p + T_{m, n+1}^p - 2T_{m, n}^p]}{\Delta y^2} \tag{5}
\]

\[
\frac{\partial T}{\partial t} = \frac{[T_{m+1, n}^p - T_{m, n}^p]}{\Delta t} \tag{6}
\]

![Diagram of interior nodes configuration](image)

**Figure 5.** Interior nodes configuration

Substituting Equations (4), (5) & (6) into Equation (3), we get the governing two-dimensional transient conduction heat transfer equation for interior nodes:

\[
T_{m,n}^{p+1} = F_o (T_{m-1,n}^p + T_{m+1,n}^p + T_{m,n-1}^p + T_{m,n+1}^p) + (1 - 4F_o)T_{m,n}^p \tag{7}
\]

where, \( \Delta x = \Delta y = \Delta s \) (Equally spacing). \( F_o = \alpha \times \Delta t / \Delta s^2 \),
Fourier number dimensionless parameter.

The stability criteria of Equation (7) are maintained as long as \((F_o \leq 0.25)\) or \((\alpha_i \leq 2.5 \times 10^7 \text{ m}^2/\text{sec})\).

According to Kumar \[20\], in a moderate case heating scenario, MCHS, where the effect of linear convection and radiation is combined into an equivalent non-linear convection term:

\[
h (T_f + T_s) \Delta x = h(T_f + T_s) + \varepsilon \sigma (T_f^4 + T_s^4) \tag{8}\]

The mild exposure principle from the literature \[20\], MCHS, is adopted to determine the column expose surface temperature, \(T_c\).

Figure 6 shows that the corner surface fire exposed node is subjected to convection, radiation from the bottom and left-hand sides, and conduction from the top and right sides.

Combined equivalent (Convection and Radiation) term + Conduction term = \(\rho C_p T \frac{\partial T}{\partial t}\) Transient term

\[
T_{m,n}^{p+1} = \frac{\Delta t \alpha}{\Delta x^2} \left[ \frac{2 \Delta x h_f}{K} (T_f - T_{m,n})^N \right] + \left( T_{m+1,n}^P + T_{m,n+1}^P \right) + \left( 1 - \frac{4 \Delta t \alpha}{\Delta x^2} \right) T_{m,n}^P \tag{9}\]

Figure 7 shows that the bottom surface fire exposed node is subjected to convection and radiation from the bottom side and conduction from the top, right and left sides.

\[
T_{m,n}^{p+1} = \frac{\Delta t \alpha}{\Delta x^2} \left[ \frac{2 \Delta x h_f}{K} (T_f - T_{m,n})^N \right] + \left( T_{m-1,n}^P + T_{m+1,n}^P \right) + \left( 1 - \frac{4 \Delta t \alpha}{\Delta x^2} \right) T_{m,n}^P \tag{10}\]

Figure 8 shows that the side surface fire exposed node is subjected to convection and radiation from the left-hand side and conduction from the top, right and bottom sides.

\[
T_{m,n}^{p+1} = \frac{\Delta t \alpha}{\Delta x^2} \left[ \frac{2 \Delta x h_f}{K} (T_f - T_{m,n})^N \right] + \left( T_{m-1,n}^P + T_{m+1,n}^P \right) + \left( 1 - \frac{4 \Delta t \alpha}{\Delta x^2} \right) T_{m,n}^P \tag{11}\]

Kumar \[20\] proposed the simplest form of thermal diffusivity as a function of temperature:

\[
\alpha_t = \frac{1.45}{(T+400)} \text{ m}^2/\text{hr} \tag{12}\]

Initial, \(t = 0\) and temperature \(T_i = 20\) °C. Therefore, \(\alpha_t = 9.58 \times 10^7 \text{ m}^2/\text{sec}\), consequently this value violates the stability criteria of the adopted FD numerical method to solve Equation (7). Hence, the constants 1.45 and 400 in Equation (12) will be examined and refined to suit the thermal analysis and minimize the difference between experimental data and the thermal simulation model output.

2.4 Boundary and Initial Conditions

The reinforcement steel bars will be neglected in the thermal analysis, because they represent only 2.45% of the gross cross-sectional area of the column. Hence the material of the column was considered wholly concrete as homogenous in the thermal branch.

The subjected HSCC cross-sectional area at the midheight is divided into four segments by two symmetry lines (double symmetric shape), only a quarter of the section is analyzed. It was equally spaced into a sufficient number of nodes, \(\Delta x = \Delta y\), each representing a square millimeter of the column’s cross-sectional area, with two
perpendicular hot air-surrounded surfaces and the other two perpendicular surfaces representing the boundary symmetry lines.

There are four boundary conditions at the x and y directions (two at the fire-exposed surfaces and two at the symmetry lines) and one initial condition at \( \tau = 0 \). These are:

\[
T(x, y, 0) = T_i = 20°C , \quad T(x, 0, t) = T_i (x, 0, t) , \quad T(0, y, t) = T_s (0, y, t)
\]

\[
T(W/2, y, t) = \left[ T(x_{m+1}, y, t) + T(x_{m-1}, y, t) \right] / 2
\]

\[
T(x, D/2, t) = \left[ T(x, y_{n+1}, t) + T(x, y_{n-1}, t) \right] / 2
\]

After that, the model will be ready for another step forward, in other words; correlations of remaining strengths for both steel reinforcement and concrete from the existing literature will be introduced to determine the strength reduction of both materials during the fire exposure scenario.

Muhammad Yaqub et al. [18], proposed the following correlations (13) and (14) to measure the effect of elevated temperature on the HSCC strength for both concrete and reinforcement bars.

To calculate the steel bars remaining strength:

\[
\xi_{st} = k + \frac{1 - k}{1 + \left( \frac{T}{T_1} \right)^{\frac{K}{2}} + \left( \frac{T}{T_2} \right)^{\frac{K}{2}} + \left( \frac{T}{T_3} \right)^{\frac{K}{2}} + \left( \frac{T}{T_{st}} \right)^{\frac{K}{2}}} \]

(13)

where, \( \xi_{st} \) is the ratio between the remaining compressive strength at temperature \( T \) °C and the original unheated compressive strength of reinforcing steel bars at 20 °C. \( K, T_1, T_2, T_3, \) and \( T_{st} \), are given tabulated parameters for various types of steel.

To calculate the concrete remaining strength:

\[
\xi_{st} = k + \frac{1 - k}{1 + \left( \frac{T}{T_1} \right)^{\frac{K}{2}} + \left( \frac{T}{T_2} \right)^{\frac{K}{2}} + \left( \frac{T}{T_3} \right)^{\frac{K}{2}} + \left( \frac{T}{T_{st}} \right)^{\frac{K}{2}}} \]

(14)

where, \( \xi_{st} \) is the ratio between the remaining compressive strength at temperature \( T \) °C and the original unheated compressive strength of concrete at 20 °C. \( K, T_1, T_2, T_3, \) and \( T_{st} \), are given tabulated parameters for various types of aggregates.

The types of steel most often used in building design and construction is either hot-rolled or cold-drawn, with a modulus of elasticity of about 210 GPa at 20 °C [12-14].

The specifications of steel bars 400 MPa compression yield strength (25 mm diameter), from literature by Kodur et al. [17] were used to evaluate the performance of HSCC in a fire.

As shown in Table 1, Euro-code classified HSCC into three classes, depending on its Cylinder / Cube compressive strength [12]:

<table>
<thead>
<tr>
<th>Classification</th>
<th>Minimum GPa</th>
<th>Maximum GPa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class1</td>
<td>55 / 67</td>
<td>60 / 75</td>
</tr>
<tr>
<td>Class2</td>
<td>70 / 85</td>
<td>80 / 95</td>
</tr>
<tr>
<td>Class3</td>
<td>90 / 105</td>
<td>Higher</td>
</tr>
</tbody>
</table>

The effects of temperature on the elastic modulus of concrete and the reinforcing bars are proposed in the literature [21]. Equation (15) showed the ratio of the reinforcing bars’ modulus of elasticity at elevated temperature to the reinforcing bars’ modulus of elasticity at room temperature.

\[
\frac{E_{ct}}{E_{c,20°C}} = \begin{cases} 
1 + \frac{T}{2000\ln \left( \frac{1100}{T} \right)} & \text{for } 0°C < T \leq 600°C \\
690 \times \left( \frac{1}{T^5} - 0.535 \right) & \text{for } 600°C < T \leq 1000°C 
\end{cases}
\]

(15)

The modulus of elasticity of concrete also decreases as temperature increases [21]. Equation (16) showed the reduction ratio of concrete modulus of elasticity due to temperature increase.

\[
\frac{E_{ct}}{E_{c,20°C}} = \begin{cases} 
1, & \text{for } T < 150°C \\
\frac{1}{\left( \frac{700 - T}{550} \right)} , & \text{for } T \geq 150°C
\end{cases}
\]

(16)

The concrete modulus of elasticity at room temperature may fall within a very wide range, 5 to 50 GPa.

Table 2, shows reinforced concrete elasticity moduli at room temperature based on the type of aggregate of the reinforced concrete [12-14].

<table>
<thead>
<tr>
<th>Type of aggregate</th>
<th>Modulus of elasticity ( E_{c,20°C} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Carbonate aggregate</td>
<td>34 GPa</td>
</tr>
<tr>
<td>Silicate aggregate</td>
<td>38 GPa</td>
</tr>
<tr>
<td>Light weight aggregate</td>
<td>19 GPa</td>
</tr>
</tbody>
</table>

Kang Hai Tan [3] proposed the Rankine formula correlations, Equations (17) to (19), to predict the failure load of the reinforced concrete column under fire conditions.

\[
\frac{1}{P_{f(t)}} = \frac{1}{u_p \times P_{f(t)}} + \frac{1}{P_{e(t)}} \]

(17)

\[
P_{f(t)} = \beta_{e(t)} f_c(t) A_c + \beta_{yr(t)} f_y(t) A_{st}
\]

(18)

\[
P_{e(t)} = \pi^2 \beta_{e(t)} 0.2 E_{e(t)} l_1^2 + \beta_{e(t)} E_{e(t)} f_y(t) l_1
\]

(19)

where,

- \( P_{f(t)} \): Predicted failure load by Rankine formula.
- \( P_{p(t)} \): Plastic squashing load of RCC at time \( t \).
- \( P_{e(t)} \): Elastic buckling load of RCC at time \( t \).
- \( t \): Fire exposure time.
- \( A_c \): Column concrete cross-section area.
Steel strength reduction factor in fire:

\[ \beta_{rc(t)} = \frac{\gamma(t_e)}{\sqrt{1 + 0.3 t_e}} \times 10^{-0.25} \]  

Concrete strength reduction factor in fire:

\[ \beta_{C(t)} = \frac{y(t_e)}{1 + 0.3 \alpha} \times 10^{-0.25} \]  

Steel strength reduction factor in fire:

\[ \beta_{yr(t)} = y(t_e) \left( 1 - \frac{0.9 t_e}{0.046 e^{0.11}} \right) \geq 0 \]  

\[ Y(t_e) = 1 - 0.3 t_e \geq 0.85, \quad t_e = \alpha_{agg} \times \alpha_{ISO} \times t \]  

\[ \alpha_{agg} = \begin{cases} 1 & \text{for siliceous aggregate} \\ 0.9 & \text{for carbonate aggregate} \end{cases} \]  

\[ \alpha_{ISO} = \begin{cases} 1 & \text{for ISO 834 Standard fire} \\ 0.85 & \text{for ASTM - E119 Standard fire} \end{cases} \]

2.5 Model Flow Chart

Figure 9 shows the model flow chart of the numerical thermal simulation and mechanical performance evaluation of the subjected HSCC based on the adopted MCHS in a fire.

![Flow chart of the MCHS numerical simulation model](image)

Figure 9. Flow chart of the MCHS numerical simulation model
3. Results

The main findings of this study are presented in this section. They are laid out in three main subsections. The thermal simulation (temperature distribution) and model prediction validation, statistical error analysis for testing the model prediction accuracy, and the mechanical performance evaluation of the subjected HSCC fire response characteristics of constituent.

3.1 General Behavior of the Model

In the first subsection, the temperature distribution in the cross-sectional area at mid-height of the subjected HSCC is determined according to the adopted MCHS with constant, ranged, and variable thermal diffusivities in a fire. The temperature distribution at different depths is validated by experimental data from the literature.

Figure 10a shows the temperature distribution in MCHS with constant concrete thermal properties: $\alpha = 2.5 \times 10^{-7} \text{ m}^2/\text{sec}$, $k = 1.5 \text{ W/(m} \cdot \text{C)}$, combined heat transfer coefficient: $h_f = 15 \text{ W/(m}^2 \cdot \text{C)}$, and combined heat transfer exponent: $N = 1.55$.

One observation that can be made is that as the time interval increases, so does the temperature of the concrete column. Logically, this is because as more time passes, a greater quantity of heat would enter the column thus elevating its temperature.

Figure 10b shows that the thermal diffusivity ($\alpha = 2.5 \times 10^{-7} \text{ m}^2/\text{sec}$) is suitable for predicting the temperature distribution of nodes at 76 mm depth only, overestimates temperature for nodes at 13, 32, and 50 mm depths, and underestimates temperature for nodes deeper than 76 mm.

![Figure 10a](image)

![Figure 10b](image)

**Figure 10.** a) MCHS Temperature distribution with $\alpha = 2.5 \times 10^{-7} \text{ m}^2/\text{sec}$ at 13, 32, 50, and 76 mm depths VS time and against the related previous experimental test results. b) Temperature contour of MCHS with $2.5 \times 10^{-7} \text{ m}^2/\text{sec}$ thermal diffusivity.
Figures 11a and 11b show temperature distribution and contour in MCHS with constant concrete thermal properties: $\alpha = 2.0 \times 10^{-7} \text{ m}^2/\text{sec}$, $k = 1.5 \text{ W/(m}\cdot\text{C})$, combined heat transfer coefficient: $h_f = 15 \text{ W/(m}^2\cdot\text{C})$, and combined heat transfer exponent: $N = 1.55$.

Figure 11a shows that the thermal diffusivity ($\alpha = 2.0 \times 10^{-7} \text{ m}^2/\text{sec}$) is suitable for predicting the temperature distribution of nodes at 50 mm depth only, overestimates temperature at 13, and 32 mm, and underestimates temperature for nodes deeper than 50 mm.

Figures 12a and 12b show temperature distribution and contour in MCHS with constant concrete thermal properties: $\alpha = 1.5 \times 10^{-7} \text{ m}^2/\text{sec}$, $k = 1.5 \text{ W/(m}\cdot\text{C})$, combined heat transfer coefficient: $h_f = 15 \text{ W/(m}^2\cdot\text{C})$, and combined heat transfer exponent: $N = 1.55$.

Figure 12a shows that the thermal diffusivity ($\alpha = 1.5 \times 10^{-7} \text{ m}^2/\text{sec}$) is suitable for predicting the temperature distribution of nodes at 13, and 32 mm depths after 180 minutes of fire exposure only, and underestimates temperature for all nodes at all times. (Lower value of thermal diffusivity is more suitable particularly for the closer nodes to the fire-exposed surfaces and vice versa).

The fluctuation of nodal temperatures with the change of thermal diffusivity during the increase of fire temperature is solid evidence that led to the first conclusion which confirms that the material properties are not constants but functions of temperatures, depths and fire time.

Figure 11. a) MCHS Temperature distribution with $\alpha = 2.0 \times 10^{-7} \text{ m}^2/\text{sec}$ at 13, 32, 50, and 76 mm depths VS time and against the related previous experimental test results. b) Temperature contour of MCHS with $2.0 \times 10^{-7} \text{ m}^2/\text{sec}$ thermal diffusivity.
Constants in the proposed correlation of thermal diffusivity \cite{12}, Equation (12), were examined and manipulated to form a function of temperature and time that suit the thermal temperature distribution and minimizes the difference between experimental data and numerical model output.

\[
\alpha_{ijt} = A \times e^{(-B \times \text{time})},
\]

where:

A: 0.75 – 0.875
B: 0.0006 – 0.0001

Figure 12 shows that the model temperature distribution output is improved when introducing the thermal diffusivity as a function of temperature and time that varies for each layer of depth.

The resulting manipulated correlation of the ranged...
The resulting manipulated correlation of the ranged thermal diffusivity that generates temperature distribution in Figure 13a was refined to be a function of temperature, time, and depth, in other words a correlation for all layers instead of one correlation for each layer of depth.

\[
\alpha_{i,j,t} = 0.01 \sqrt{(x^2 + y^2)} e^{-0.1 \times \text{time}_{60}} \left(\frac{3600 \times (T_{i,j,t} + 400)}{60}\right), \text{ m}^2/\text{Sec.}
\]

where; \(x_i\) and \(y_j\) in mm
\(T\) in °C

Figure 13a shows that the temperature distribution when introducing the ranged thermal diffusivity.

Figure 14a shows that the temperature distribution accuracy was not fully improved by using the variable thermal diffusivity compared with Figure 13a which showed the temperature distribution when introducing the ranged thermal diffusivity.

Figures 10a, 11a, 12a, 13a, and 14a show the resulted model temperature distribution when using constant ((1.5, 2.0, and 2.5)×10^{-7}), ranged, and variable thermal diffusivities (m²/sec), they also show that the validation of model output results for every case by comparing the model predictions with the related previous experimental data from the literature.

3.2 Test Model Prediction Accuracy

In the second subsection, the model predictions accuracy is tested by conducting a statistical error analysis.
The MCHS temperature distribution with variable thermal diffusivity at 13, 32, 50, and 76 mm depths versus time and against the related previous experimental test results. b) Temperature contour of MCHS with variable thermal diffusivity.

Including:

1) Mean percentage error, (MPE), provides information on the mean percentage error of the predicted readings about the actual reading or experimental data \[22\].

\[
\text{MPE} = \left\{ \frac{100}{n} \left( \sum \frac{T_{\text{exp}} - T_i}{T_{\text{exp}}} \right) \right\} \n
2) Mean bias error, (MBE), provides information with respect to overestimation or underestimation (A low MBE value is desired) and (A positive value of MBE gives an overestimation in the predicted data and vice versa) \[22\].

\[
\text{MBE} = \frac{1}{n} \sum (T_i - T_{\text{exp}})
\]

3) Root mean square error, (RMSE). The lower the RMSE, the more accurate the model is. The sign of percentage errors is neglected \[22\].

\[
\text{RMSE} = \left\{ \frac{1}{n} \left( \sum (T_i - T_{\text{exp}})^2 \right) \right\}^{1/2}
\]

where,

- \( T_{\text{exp}} \): the reference experimental temperatures.
- \( T_i \): the model numerical temperatures.
- \( n \): number of temperature readings.
Tables 3-5 show the mean percentage error, the mean bias error, and the root mean square error of the MCHS model output temperatures for nodes at different depths when compared with related experimental data from the literature according to the key model parameters as shown below:

The lower MPE for nodes at 13 mm: \( \text{MPE}_{13} = 4.14\% \) when using ranged thermal diffusivity.

The lower MPE for nodes at 32 mm: \( \text{MPE}_{12} = 3.78\% \) when using ranged thermal diffusivity.

The lower MPE for nodes at 50 mm: \( \text{MPE}_{50} = 13.62\% \) when thermal diffusivity \( = 2.5 \times 10^{-7} \).

For the ranged thermal diffusivity: \( \text{MPE}_{50} = 16.28\% \).

The lower MPE for nodes at 76 mm: \( \text{MPE}_{70} = 6.73\% \) when using variable thermal diffusivity.

For the ranged thermal diffusivity: \( \text{MPE}_{76} = 8.58\% \).

The accurate RMSE for nodes at 13 mm: \( \text{RMSE}_{13} = 25.97\, ^\circ\text{C} \) when using ranged thermal diffusivity.

The accurate RMSE for nodes at 32 mm: \( \text{RMSE}_{12} = 13.72\, ^\circ\text{C} \) when using ranged thermal diffusivity.

The accurate RMSE for nodes at 50 mm: \( \text{RMSE}_{50} = 24.36\, ^\circ\text{C} \) when thermal diffusivity \( = 2.0 \times 10^{-7} \).

For the ranged thermal diffusivity: \( \text{RMSE}_{50} = 32.57\, ^\circ\text{C} \).

The accurate RMSE for nodes at 76 mm: \( \text{RMSE}_{76} = 19.71\, ^\circ\text{C} \) when using ranged thermal diffusivity.

**Table 3.** Accuracy statistical error analysis of MCHS temperature distribution with constant thermal diffusivity.

<table>
<thead>
<tr>
<th></th>
<th>MPE %</th>
<th>MBE °C</th>
<th>RMSE °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant ( \alpha: \times 10^{-7} , (\text{m}^2/\text{sec}) )</td>
<td>2.5</td>
<td>2.0</td>
<td>1.5</td>
</tr>
<tr>
<td>T-01 at 13 mm from the surface</td>
<td>4.79</td>
<td>6.07</td>
<td>12.39</td>
</tr>
<tr>
<td>T-02 at 32 mm from the surface</td>
<td>13</td>
<td>17.68</td>
<td>25.35</td>
</tr>
<tr>
<td>T-11 at 50 mm from the surface</td>
<td>13.62</td>
<td>16.67</td>
<td>29.49</td>
</tr>
<tr>
<td>T-03 at 76 mm from the surface</td>
<td>19.83</td>
<td>31.21</td>
<td>43.30</td>
</tr>
<tr>
<td>The average values:</td>
<td>12.81</td>
<td>17.90</td>
<td>27.63</td>
</tr>
</tbody>
</table>

**Table 4.** Accuracy statistical error analysis of MCHS temperature distribution with ranged thermal diffusivity.

\[
\alpha_{ijt} = A \times \frac{e^{-\frac{B \times \text{time}}{3600 \times (T + 400)}}}{3600 \times (T + 400)}
\]

<table>
<thead>
<tr>
<th></th>
<th>MPE %</th>
<th>MBE °C</th>
<th>RMSE °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-01 at 13 mm from the surface</td>
<td>4.14</td>
<td>0.88</td>
<td>25.97</td>
</tr>
<tr>
<td>T-02 at 32 mm from the surface</td>
<td>3.78</td>
<td>4.43</td>
<td>13.72</td>
</tr>
<tr>
<td>T-11 at 50 mm from the surface</td>
<td>16.28</td>
<td>23.93</td>
<td>32.57</td>
</tr>
<tr>
<td>T-03 at 76 mm from the surface</td>
<td>8.58</td>
<td>11.85</td>
<td>19.71</td>
</tr>
<tr>
<td>The average values:</td>
<td>8.19</td>
<td>10.27</td>
<td>22.99</td>
</tr>
</tbody>
</table>

**Table 5.** Accuracy statistical error analysis of MCHS temperature distribution with variable thermal diffusivity.

\[
\alpha_{ijt} = 0.01 \sqrt{\left( \pi^2 + \pi \right)} \frac{e^{-\frac{0.1 \times \text{time}_{60}}{3600 \times (T_{ijt} + 400)}}}{3600 \times (T_{ijt} + 400)}
\]

<table>
<thead>
<tr>
<th></th>
<th>MPE %</th>
<th>MBE °C</th>
<th>RMSE °C</th>
</tr>
</thead>
<tbody>
<tr>
<td>T-01 at 13 mm from the surface</td>
<td>13.02</td>
<td>-63.34</td>
<td>73.75</td>
</tr>
<tr>
<td>T-02 at 32 mm from the surface</td>
<td>4.08</td>
<td>-7.06</td>
<td>14.28</td>
</tr>
<tr>
<td>T-11 at 50 mm from the surface</td>
<td>17.36</td>
<td>19.30</td>
<td>26.72</td>
</tr>
<tr>
<td>T-03 at 76 mm from the surface</td>
<td>6.73</td>
<td>-7.36</td>
<td>21.45</td>
</tr>
<tr>
<td>The average values:</td>
<td>10.29</td>
<td>-14.61</td>
<td>34.05</td>
</tr>
</tbody>
</table>
Figure 15 shows the statistical error analysis charts that present illustration and comparison to test the accuracy of the temperature distribution model output in MCHS with constant, ranged, and variable thermal diffusivities for nodes at different depths.

As shown in Figure 15, the lower RMSE and MBE values in the MCHS temperature distribution model output for the vast majority of nodes which represent the accurately predicted model results that are compared with related experimental data are achieved when using the ranged thermal diffusivity.

Furthermore, the averaged minimum MBE in MCHS corresponding to model output overestimation and underestimation is achieved for the vast majority of nodes by using ranged thermal diffusivity. The overall model accuracy is confirmed by the averaged minimum MPE % of all temperature nodes.

3.3 Characteristics of Response and Mechanical Performance Evaluation

The third subsection, finally, evaluates mechanical performance of the subjected HSCC fire response characteristics of constituent including:

1) Determining combined thermal properties at different depths for the subjected HSCC in a fire.

The main HSCC constituent materials response due to fire is the change in combined thermal properties (thermal diffusivities in m²/sec). The adopted correlated thermal diffusivity MCHS model results are used to illustrate the change of thermal diffusivity as a function of temperature, time, and depth that varies for each node.

2) Determining the HSCC mechanical properties such as elasticity moduli, remaining strengths, and load distribution during the fire for both concrete and reinforcing steel.

In this paper, the Compression Strength and the Modulus of Elasticity for both steel reinforcement and concrete were considered as the mechanical performance criteria when evaluating the mechanical properties of the subjected HSCC in a fire.

The interface corner temperature of the node at 50 mm from the fire-exposed surfaces that resulted from a thermal branch of the model was used to calculate the remaining strengths according to Equations (13) and (14) for both
concrete and reinforcing steel bars. Load distribution between steel reinforcement and concrete based on (MCHS). Basically, if a column of two different materials is subjected to a temperature rise under an axial load, at a certain temperature one of those materials will carry the total load\cite{11,23}.

3) Determining the subjected HSCC Rankine predicted failure load in the fire.

The proposed Rankine formula\cite{15} according to Equations (17) to (23), assumes a linear interactive relationship between two failure modes of RCCs in a fire, these two modes are:

(1) **Crushing** for short columns (plastic squashing load causes compression failure).

The column is assumed to be short if the slenderness ratio is less than unity.

(2) **Buckling** for slender columns (elastic buckling load causes buckling failure).

The column is assumed to be slender (long) if the slenderness ratio is greater than unity.

For columns in the intermediate range where the slenderness ratio is close to unity, the failure occurs because the two modes, compression failure, and buckling failure, will interact with each other.

The subjected HSCC Rankine predicted failure load in the fire is calculated according to proposed correlations (17) to (23) by introducing the interface corner temperature that resulted from MCHS with ranged thermal diffusivity.

Figure 16 shows the change in combined thermal properties (thermal diffusivities in m$^2$/sec) at different depths versus time for the adopted MCHS when introducing ranged thermal diffusivity as a function of temperature and time that varies for each layer of depth.
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**Figure 16.** a) The change in ranged thermal diffusivities versus time for each layer of depth. b) The change in variable thermal diffusivities versus time for each node of depth.
Figures 16a and 16b show that the variation in the thermal diffusivity is solid evidence that proves that thermal and physical properties (K, Cp & p) of tested material HSC have to be changed.

Figures 17a and 17b show that the compression strength of concrete and compression strength of reinforcing steel bars are decreasing due to temperature increase because of fire exposure, on a base of interface corner node critical temperature MCHS model results when the thermal diffusivity is ranged versus corner critical interface temperature and time comparing with theoretical correlations proposed for RC under fire in reference [1].

The model predicted interface corner temperature was used in Equations (15) and (16) to determine the effective elastic moduli for both steel bars and concrete as shown below figures.

Figures 18a and 18b show the reduction in reinforcement steel and concrete elasticity moduli due to temperature increase because of fire exposure, based on interface corner critical temperature MCHS model results when the thermal diffusivity is constant, ranged, and variable versus time.

![Graph a](image1.png)

**Figure 17.** a) MCHS with ranged thermal diffusivity remaining strength VS time at interface-corner node. b) MCHS with ranged thermal diffusivity remaining strengths VS temperature at interface-corner node.
The time steps of model predicted middle and corner interface temperatures were used in Equations (17) ~ (23) to determine Rankine predicted failure load of RCC versus interfaces temperatures for the subjected HSCC in a fire exposure compared with the design load capacity of the subjected HSCC.

Figures 20a shows the load increase on reinforcing steel bars and the load decrease on concrete due to temperature increase because of fire exposure, based on interface corner critical temperature MCHS model results when the thermal diffusivity is constant, ranged, and variable versus time.

The above-shown data in Figure 20a can be utilized in the assessment of fire-damaged RC, especially for RCC and can be used in design procedures when accounting for fire resistance of HSCC.

For instance, Figure 20b shows that for the same spec-
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**Figure 18.** a) Reduction in steel bars modulus of elasticity in MCHS vs. time. b) Reduction in concrete modulus of elasticity in MCHS vs. time.
For a similar column predicted fire failure load after 30 minutes is required, then it can be determined as shown in Figure 20b which is estimated at around 9470 KN.

Furthermore, if a similar column predicted fire failure load after 30 minutes is required, then it can be determined as shown in Figure 20b which is estimated at around 9470 KN.

Figure 19. a) Reduction in steel bars modulus of elasticity in MCHS vs. time. b) Reduction in concrete modulus of elasticity in MCHS vs. time.

Figure 19. a) Reduction in steel bars modulus of elasticity in MCHS vs. time. b) Reduction in concrete modulus of elasticity in MCHS vs. time.

Figure 19. a) Reduction in steel bars modulus of elasticity in MCHS vs. time. b) Reduction in concrete modulus of elasticity in MCHS vs. time.

Figure 19. a) Reduction in steel bars modulus of elasticity in MCHS vs. time. b) Reduction in concrete modulus of elasticity in MCHS vs. time.

If a similar column predicted fire failure load after 30 minutes is required, then it can be determined as shown in Figure 20b which is estimated at around 9470 KN.
Figure 20. a) HSCC Rankine predicted failure load vs. interface temperatures in MCHS fire exposure. b) HSCC Rankine predicted failure load vs. time in MCHS fire exposure.
4. Conclusions

Based on the experimental and analytical results of this study, the following conclusions can be drawn:

1) The variation in the thermal diffusivity is solid evidence that proves that the thermal and physical properties (K, C_p & p) of the tested material (HSC) have been changed due to fire exposure. Therefore, the nodal temperature is a function of the heating period (time) and the location (depth) of each node. The resulting manipulated and refined correlations of the thermal diffusivity are valid in MCHS for the selected HSCC composed of carbonate aggregate in a hydrocarbon fire.

2) When the interface corner temperature reached 300 °C, the average reduction in steel reinforcing strength was approximately 16.5% and the average reduction in concrete strength was approximately 12%. At 500 °C, the average reduction in steel reinforcing strength was approximately 47.5% and the reduction in concrete strength was approximately 22%–62%. At 600 °C, the average reduction in steel reinforcing strength was approximately 71.11% and the reduction in concrete strength was approximately 40%–85%.

3) At 300 °C, the modulus of elasticity reduced by approximately 27% for concrete and reduced by approximately 11.4% for steel bars. While at 500 °C, the modulus of elasticity was reduced by approximately 64% for concrete and reduced by approximately 32% for steel bars. The effect of elevated temperature on the elastic modulus of elasticity is significant at 600 °C in concrete at 82% and in steel bars at 50%.

4) Two-dimension temperature distribution on HSCC exposed to MCHS in a fire has been predicated with an accuracy that is adequate using a developed simulation model.

5) The results of the thermal simulation branch were compared to previous experimental works and a very good level of agreement was obtained.

6) From the results of the mechanical evaluation branch, performance strength reduction charts were generated which take care of the effect of fire on reinforced concrete.

5. Recommendations

The summarized recommendations and suggestions can be into the following points:

1) The thermal diffusivity of the concrete as well as any other properties input model key parameters should reflect the physical situation. In other words, thermal diffusivity (a) in this study was correlated by the simplest proposed form for MCHS; however in reality it is a sharp function of temperature. This approximation had a pronounced impact on the accuracy of the results. This sensitivity of thermal diffusivity with temperature should be considered for other heating scenarios in any future research in order to observe the effect of this approximation.

2) As this study was based on published experimental work, it recommended that the experimental portion of the research should be performed to confirm this simulation results and another related theoretical study. This can be achieved through the availability of a fire lab to investigate the effect of elevated temperature on any concrete element under a load simulating real-life conditions, not only fixed ends and constant load conditions.

3) Sophisticated, specialized software is commercially-available that simulates the fire condition more comprehensively. However, due to the cost constraint, this software cannot be made available. It is recommended to analyse the effect of elevated temperature on the concrete structure when it is an entire multi-story building as opposed to just a single isolated concrete element. The authors of this study highly recommend the use of such simulation software in order to obtain results for many structural members of the fire-damaged building. This implementation might be of interest to future post-graduate studies as a joint research collaboration between the Departments of Civil Engineering and Mechanical Engineering.

4) Real fire-damaged building theoretical and practical methods of assessment research are highly recommended to be conducted to demonstrate the effect of fire on different types of buildings in Benghazi city after the war. Many of those inside the University of Benghazi.
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