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The ocean wave climate has a variety of applications in Naval defence. 
However, a long-term and reliable wave climate for the Indian Seas (The 
Arabian Sea and The Bay of Bengal) over a desired grid resolution could 
not be established so far due to several constraints. In this study, an attempt 
was made for the simulation of wave climate for the Indian Seas using the 
third-generation wave model (3g-WAM) developed by WAMDI group. The 
3g-WAM as such was implemented at NPOL for research applications. The 
specific importance of this investigation was that, the model utilized a “mean 
climatic year of winds” estimated using historical wind measurements 
following statistical and probabilistic approaches as the winds which 
were considered for this purpose were widely scattered in space and 
time. Model computations were carried out only for the deep waters with 
current refraction. The gridded outputs of various wave parameters were 
stored at each grid point and the spectral outputs were stored at selected 
locations. Monthly, seasonal and annual distributions of significant wave 
parameters were obtained by post-processing some of the model outputs. A 
qualitative validation of simulated wave height and period parameters were 
also carried out by comparing with the observed data. The study revealed 
that the results of the wave climate simulation were quite promising 
and they can be utilized for various operational and ocean engineering 
applications. Therefore, this study will be a useful reference/demonstration 
for conducting such experiments in the areas where wind as well as wave 
measurements are insufficient.
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1. Introduction 

The ocean wave climate refers to the general condition 
or the sea-state of a specific location or over a coastal or 
offshore region. The principal elements that are associated 
with wave climate are the significant wave parameters 
such as significant wave height (Hs), significant wave pe-

riod (Ts) and direction. As in the atmospheric climate, the 
wave climate is generally described in terms of months, 
seasons, and years. The fundamental requirements for the 
generation of a suitable wave climate of any given region 
are quality and duration of the wave data acquired from 
one or more sources. The type of data which can be uti-
lized for the establishment of wave climate are visually 
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observed data, instrumentally/ satellite measured wave 
data, hindcast wave data and operational wave forecast 
data. Visually observed wave data usually involve a sig-
nificant degree of estimation variability. Measured wave 
data using state-of-the-art equipment are most reliable but 
there are limited deep water measurements available in 
the Arabian Sea and Bay of Bengal (hereinafter referred 
to as the Indian Seas). Earlier, the main source of long-
term winds available from India Meteorological Depart-
ment (IMD) for wave hindcasting in the Indian Seas was 
the daily weather reports/charts. However, there use to be 
limited wind as well as barotropic (atmospheric pressure) 
data which were used for the preparation of Indian Daily 
Weather Reports (IDWR). As the atmospheric pressure 
is more accurately measured compared to winds, wind 
fields are usually estimated based on the pressure values. 
However, if the available measurements are limited, the 
estimation of winds for the whole of the Indian Seas (over 
1 x 1 degree grids) based on these synoptic charts will 
have greater uncertainty. For a long-term wave hindcast, 
winds should be preferably estimated at regular intervals 
of, say, 3 or 6 hours. If the wind input to the wave model 
has a bias, the hindcast based on these estimates will have 
further bias [1]. In this study, an attempt was made to simu-
late the wave climate for the Indian Seas based on the es-
timated “mean climatic year of winds” using the available 
instantaneous wind measurements from various sources.

Fig.1  Map showing Indian Seas, the area of study.Figure 1. Map showing Indian Seas, the area of study.

In the absence of a high resolution, reliable and up-to-
date wave climate or wave database for the Indian Seas, 
long-term simulation/prediction appeared to be the best 
and only alternative [2, 3]. The present simulation exper-
iment was planned for the seas around India (Figure 1) 
which extend from 50o to 100o E and 0o to 25o N. India has 
a long coast line of about 7000 Km bordering the Arabian 
Sea (West coast) and Bay of Bengal (East Coast). The as-
sumed boundary in the present study separating the Arabi-
an Sea and Bay of Bengal is the 80 degree longitude. The 
area covered in this study has only one open sea boundary 

to the south (0o latitude). The other three sides are almost 
enclosed by land. Wave conditions which prevail in this 
region showed both temporal and spatial variability along 
with the wind and it was important to study and provide 
support both for civilian and defence applications [4, 5]. 
Although, the wave data available for this region were 
limited, we had some qualitative picture and long-term 
understanding of the problem/variability addressed here. 
In this study, suitable attempts were made for a clear un-
derstanding and quantification of the same from a climatic 
point of view. Therefore, long-term winds representing a 
mean climatic year and the monthly mean surface current 
fields were utilized as the inputs. The wave model outputs 
were processed over 1x1 degree resolution and the same 
were the basis for establishment of wave climate of this 
region considered based on model simulations.

2. Selection of Wave Model

Selection of a model is an important task while deal-
ing with the problem of wave climate simulation. In the 
past, several empirical/climatological models were used 
to hindcast/predict wave climate/conditions using hourly/
six-hourly values of wind inputs by various researchers 
and some of them are available as the useful references for 
wave researchers in India [6, 3,7]. These models are termed as 
wave climate models. They use a pragmatic back stepping 
procedure to handle varying wind speed from a constant 
direction but the treatment of variation in wind direction 
is too complex [8]. The averaging procedure for input wind 
speed is continued as long as the wind direction remains 
within a practicable range and the duration of average does 
not exceed a prescribed limit. These problems are not en-
countered if one uses a numerical wave model by neglect-
ing the computational economy offered by the empirical 
models. Empirical models normally compute the signifi-
cant wave parameters of the regions for which the winds 
are assumed to be more or less uniform while the present 
day numerical models are capable of providing two dimen-
sional wave spectra at each grid point of the model. More-
over, this task being a simulation experiment, it involved 
a special procedure for specifying the wind input which is 
not similar to hindcast methods. Therefore, the use of an 
empirical model in this case could not yield the expected 
results. From these considerations, the third generation 
wave model 3g-WAM [9,10] appeared to be the most ap-
propriate in this study, because it is capable of simulating 
wave fields for a variety of wind conditions [11]. The model 
provided the gridded outputs of various wave parameters 
at selected time steps. However, the two dimensional spec-
tral outputs were available only for selected grids and time 
steps. The list of all the model outputs which were saved 
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during the simulation is given below:
I. Significant wave height
II. Mean wave direction
III. Mean wave frequency
IV. Friction wind speed
V. Friction wind direction
VI. Peak wave frequency
VII.  Sea-state dependent drag coefficient
VIII.  Normalized wave stress
IX Swell wave height
X.  Mean swell direction
XI.  Mean sea direction
XII.  Mean swell frequency 
XIII.  2-dimensional wave spectra
XIV.  2-dimensional swell spectra

3. Input Data for Wave Climate Simulation

Past IDWR wind data from 1961 to 1970 were obtained 
from IMD, New Delhi and utilized in the present study. As 
sufficient and more accurate data are presently available 
from various sources including satellite measurements, 
this investigation is only a demonstration of wave climate 
simulation to its readers which is further explained in 
detail. Figure 2a shows the wind data distribution for the 
Indian Seas (IMD, 1961-70) over one degree square grids. 
The mean monthly wind fields of Indian Seas published 
in the “Climatic atlas of the Indian Ocean, Part-I: Surface 
climate and atmospheric circulation” by Hastenrath and 
Lamb (H & L) (1979)[12] was also utilized in this study. 
The above indicated digital wind data of Hastenrath and 
Lamb (1979) [12] used in this investigation was obtained 
from the Department of Atmospheric and Oceanic Scienc-
es, University of Wisconsin, Madison, U.S.A. The month-
ly estimates of this atlas over one-degree grid resolution 
were computed based on the observations made by ships 
for a period of sixty years [12]. Surface current data distri-
bution as shown in Figure 2b were mostly based on the 
ship drift measurements from 1954 to 1994. These current 
data were obtained from the Meteorological Office, Berk-
shire, U.K. in the form of monthly means for two degree 
square grids. The size of the thick circle for a given grid 
indicates the number of observations corresponding to 
one particular range as indicated on top of the above 
mentioned figure. It may be noticed that, the wind as well 
as surface current data was concentrated along shipping 
lanes. The mean monthly variations of wind in space and 
time were established based on the above mentioned data 
sets covering 10 to 60 years. A detailed account of the 
wind (IMD) and surface current data strength for the indi-
vidual months is given in Table 1 below. 

Table 1. Number of data points used for the preparation 
and analysis of wave model input data.

Sl. No. Month
Wind Surface Current

1961-70 1954-94

1 January 51,587 36,149

2 February 53,466 27,969

3 March 57,974 37,898

4 April 54,424 28,556

5 May 56,726 32,664

6 June 54,394 30,260

7 July 55,162 29,794

8 August 56,679 30,236

9 September 50,603 32,149

10 October 53,093 28,671

11 November 51,343 28,883

12 December 51,683 30,035

TOTAL 6,47,136 3,73,264

Figure 2. Input data distribution for Indian Seas: 
[a] Winds 1961-70 and, [b] Surface currents 1954-94 (The 
size of the thick circle for a given grid indicates the num-
ber of observations corresponding to one particular range 

as indicated on top of the figures).
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3.1 Estimation of Mean Monthly Wind Fields

As the IMD wind data (1961-70) density is much 
higher compared to that of H&L (1911-70 [12]), both the 
data sets were suitably combined to estimate the resultant 
wind fields (weighted averages based on number of data 
points). The mean winds using IMD data was computed 
as given below. 

∑
∑

=

==Χ 1970

1961i i

1970

1961i ii
10

N

XN
                                (1)

where i denotes the year, X denotes individual monthly 
mean value of a given parameter, N denotes the number of 
observations from which individual monthly means were 
computed and  is the calculated ten-year average of 
the parameter considered (in this case, u or v component 
of wind).

The u and v components are computed using the ship 
reported wind speed (U in m/s) and direction (θ in de-
grees) using the following equation:

θ⋅=
θ⋅=

SinUv
CosUu

                                         (2)

While computing the above mentioned individual mean 
monthly wind components for different years, a simple 
two way interpolation scheme [13] is adopted for the grids 
without any observation. Finally, the ten-year mean com-
ponents over one degree resolution were smoothed using 
Laplacian method [14]. It is ascertained that only a part of 
the IMD wind data (less than 30%) has formed the ba-
sis of the sixty-year mean wind fields of Hastenrath and 
Lamb (1979) [12]. Therefore, the ten-year average of IMD 
data ( ) and the sixty-year average of H & L ( ) are 
combined as follows:

                       (3)

where  is the combined wind component of the 
sixty-year mean and the ten-year mean wind components 
(with 6.0 and 0.7 weightages respectively) as shown in 
the above equation. Finally, the resultant wind speed and 
direction for the individual months over a one-degree grid 
were estimated as follows:

       (4)

Following equations (1) to (4), the monthly wind fields 
for the Indian Seas from January to December averaged 
over one degree squares were estimated and shown in 
Figure 3 for two representative months. The contours 

represent wind speed in meters/second and the arrows 
represent wind direction from true north. Figure 4 shows 
the observed joint probability distributions of wind com-
ponents in the Arabian Sea and Bay of Bengal for January 
and July respectively. The general pattern of wind vari-
ations is clearly depicted in these distributions. Similar 
distributions are computed for the individual model grids 
through objective analysis as the data strength is limited 
for the grids outside the shipping lanes.

Figure 3. Mean monthly surface wind fields for January 
and July (contour interval 1m/s).

Figure 4. Observed joint probability distribution for u and 
v components of wind [a] Arabian Sea, [b] Bay of Bengal. 
Values of lowest contour (outermost) and contour interval 

are 0.002.

DOI: https://doi.org/10.30564/jms.v3i2.3126



34

Journal of Marine Science | Volume 03 | Issue 02 | April 2021

Distributed under creative commons license 4.0

3.2 Input Data Specification for the Present Study

Ideally, the input data specification to a wave model 
must allow for the important physical processes of wave 
generation, growth, and dissipation to be appropriately 
represented in the wave model. Keeping this in view, a 
mean climatic year of wind was derived for wave climate 
simulation using statistical and probabilistic approaches. 
The mean monthly surface currents as shown for two rep-
resentative months in Figure 5 were directly used by the 
model and assumed to be constant for a given month. 

The mean climatic year of wind would be established 
by averaging the above mentioned historical data for the 
corresponding hours of wind observations or selected stan-
dard times of the day or at least for each day of the year. 
However, this was not possible in the present study since 
the available data strength considered for this study was 
insufficient and unevenly distributed in time and space. 
Therefore, based on the data obtained from IMD, monthly 
joint probability distributions [15] for u and v components 
of the wind were accomplished/estimated to establish 
wind variations for all the months at hourly intervals and 
for all the individual grids of the regional model domain, 
as shown in Figure 4 for two representative months. Fig-
ure 6 shows the observed joint probability distribution for 
two representative grids, one in the Arabian Sea (67.5o 
E, 12.5o N) and the other in the Bay of Bengal (87.5o E, 
12.5o N) during the month of July. For computing the joint 
probability distributions, it was considered that each grid 
should have a minimum of 600 data points for estimating 
the monthly probability distribution as the data considered 
was for a period of ten years (1961-70) and there should 
be two observations available in a day (i.e. 10 x 30 x 2). 

Figure 5. Mean monthly surface current fields for Janu-
ary and July (contour shown are 10 times the true value. 

Hence, contour interval is 0.05 m/s).

   

   

Figure 6. Observed joint probability density for u and v 
components of wind during July.

Figure 7. Schematic diagram showing the search radius 
in degrees for Indian Seas where each digit represents the 
search radius for one particular sea grid (1 × 1 degree) and 

star represent land grids.
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Wind duration (hrs) Wind duration (hrs)

January January

December December

Figure 8. Mean climatic year of winds for two selected 
locations (grid positions given on top of each plot).

However, the number of observations could reach close 
to 600 only for a few grids during some of the months. 
Hence, the data from neighbouring grids were considered 
to attain the required number of observations. The sche-
matic diagram shows (Figure 7) the search radius for the 
grids which did not satisfy the above condition for the 
month of January. As an example, if the search radius was 
1, equal number of observations from each of the adjacent 
grids distributed over a ten-year period (by selecting a 
suitable time window required) were used to cater for the 
observations in short of 600. The total number of grids 
considered in this case was nine (3x3). For a search radius 
of 2, data from 25 grids including the representative grid 
were considered, and so on. Search radii for the other 
months were also estimated for analysis.

Figure 6 indicate that the winds are slightly west of 
southwesterly in the Arabian Sea grid and exactly south-
westerly in the Bay of Bengal grid. It also revealed that 
the winds are relatively steady in the latter case. Such dis-
tribution also gave an idea about the period of occurrence 
for a given u and v component of wind in a month, which 
were utilized to derive probable wind variations.

In a given month, for any particular region in the Ara-
bian Sea or the Bay of Bengal, wind variations can take 
place in a variety of ways and it is very difficult to deter-
mine the winds during extreme weather conditions such 
as cyclones and hurricanes. However, if one excludes 
extreme weather conditions, there are a few simple rules 
which may apply for the weather variations in a given 
area. It is very likely that strong winds blow southwest-
erly over long distances in the open Arabian Sea during 
the month of July. Irrespective of the month and region, 
winds of low magnitudes vary more in direction compared 
with winds of high magnitudes. It means that steadiness 
increases with increase in wind speed. Variations in wind 

speed can be associated with changes in direction, which 
can be either clockwise or anti-clockwise. If the wind 
speed goes on increasing, it should start decreasing after 
it reaches a maximum. Likewise, there are a number of 
thumb rules which can be easily adopted. The present 
study adopts the simplest pattern of wind variation in four 
different phases. In the phase-I, it was considered that 
wind speed increased from calm to the maximum and the 
direction changed clockwise and in the next phase winds 
decreased from maximum to minimum of Phase-I. In 
phase-III wind speed increased from minimum of Phase-II 
to the maximum possible value but the direction gradually 
changed anti-clockwise. In the last phase, winds decreased 
from maximum to minimum wind value of Phase-III. The 
wind variations from Phase-I to IV fairly represented the 
mean climatic year of wind for the respective grid areas.

In a given month, a particular u and v component of 
wind persist for a duration which is directly proportional 
to the probability density. Hence, following the above 
procedure, winds were estimated for all the required grids 
based on the probability distributions for January through 
December. As the probability distributions were computed 
based on the ten years of data from IMD, the estimated 
winds for establishment of mean climatic year were cor-
rected using the sixty-year mean wind fields shown in 
Figure 3 for two representative months. The correction 
was made by multiplying the u and v components of wind 
uniformly by a correction factor (F) as indicated below:

                                               (5)

is the uncorrected mean climatic year of wind. 
Corrected winds for the mean climatic year are shown in 
Figures 8a & 8b for two selected grids. Each of these fig-
ures consists of twelve stick plots representing the gross 
specification of the temporal wind variation from January 
to December. 

Plot for each month contains 144 representative wind 
sticks that are equally spaced in time. Figures 8a & 8b 
give an idea on the general wind pattern for all the months 
in a year for the two selected grids. As the winds were 
estimated for all the grids, there are equivalent representa-
tive wind fields available for a given month. These winds 
were used as input to drive the wave model. Based on the 
wind input time step, the number of wind fields could vary 
accordingly. In this study, the wind input was provided to 
the model at half an hour intervals for the corresponding 
month as the model had provision to interpolate winds be-
tween two input fields. However, there was no restriction 
that only 144 wind fields were to be used as input, as stat-
ed above. 
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The input wind specifications to the wave model (e.g., 
Figures 8a & b) clearly demonstrated the most general 
pattern of wind variations during different months of the 
estimated climatic year of winds. They reflect the seasonal 
reversal of winds between the boreal winter and the boreal 
summer. Figure 8b show that, the winds are strong and 
steady during May to September but variable during March. 
Normally, deep depressions and cyclones occur in the Bay 
of Bengal during October and November. Thus, abnormally 
strong winds lasting for about a week or more would be no-
ticed during October (Figure 8b). By and large, these winds 
estimated using the statistical and probabilistic approaches 
followed the general patterns of wind variations during an 
annual cycle and the same were utilized for the present sim-
ulation experiment as explained before.

4. Simulation of Wave Climate

Simulation is the process of designing a model of the 
real world system by conducting experiments for the pur-
pose of understanding the system behavior, and evaluating 
various strategies within the boundary conditions that are 
imposed for executing the modelled system. In fact, real 
world systems are often complex and composed of several 
subsystems and their interactive components. The same is 
the case with the evolution of wind-induced surface grav-
ity waves in the ocean. In this study, a well-established 
wave model was adopted. Although, the model represents 
the physics of the wave evolution in accordance with our 
knowledge today, there could be a number of potentially 
important effects which were not included in this version 
of model. Air-sea temperature differences, particularly 
under highly stable situations modify the energy input 
from the wind [16]. The effect of rain may be significant 
in certain circumstances. The most trivial effect is the 
attenuation produced in a heavy downpour resulting in 
the disappearance of short gravity waves. The attenuation 
coefficient is the product of rain fall rate and the wave 
number[17]. In addition, rain may also modify the effective 
mean wind profile. These are some of the examples which 
are to be considered in the wave prediction models used 
for operational wave forecasting purposes. In the present 
study, the above mentioned effects were less important as 
it dealt with the problem of wave climate simulation based 
on the mean climatic year of winds derived using long-
term historical data. The main interest was to estimate 
monthly and seasonal variability of the sea-state for the 
region of interest.

5. Wave Model Implementation

As explained before, the wave model used was 

3g-WAM [9] originally developed at Max-Plank-Institut 
fur Meteorologie in Humburg, Germany by S. Hassel-
mann with the help of P. Janssen, G. Komen, L. Zambre-
ski and H. Gunther [18]. The model (WAM, Cycle-4) was 
initially installed over 35 institutions worldwide. Naval 
Physical and Oceanographic Laboratory (NPOL) was one 
of the users of this model. The model code was originally 
designed for the CRAY supercomputer with UNICOS op-
erating system which was suitably modified at NPOL for 
WINDOWS platforms to be used by a desk-top computer 
primarily for R&D applications. Incidentally, this was the 
first attempt to implement 3g-WAM for the Indian Seas [19].

5.1 Regional Grid System

In this study, 3g-WAM was implemented for wave 
climate simulation in the Indian Seas (0-25o N, 50-100o 
E). The regional grid system for this region is shown in 
Figure 9. The land grids are indicated with solid squares. 
It may be noted that the regional grid system as shown in 
Figure 9 has only one open sea boundary to its south (0o 
Latitude) and there are a few sea grids to its west. Most of 
the wave energy that may propagate out or into the area 
under study is only across the southern boundary. How-
ever, both the southern and western boundaries of the grid 
system were extended up to 10o S and 40o W respectively 
to take care of swell energy advection. The sea grids and 
the open sea boundary grids are indicated with plus (+) 
and cross (x) symbols respectively. The grids which are 
indicated with symbols other than “+” and “x” (plus with 
circle around, hollow plus, and stars) also represent open 
sea grids. There are 915 open sea grids out of which 570 
grids belong to the Arabian Sea and the rest 345 belong 
to the Bay of Bengal. The total number of grids between 
40o and 100o E, and 10o S and 25o N is 1540 as there 
are 625 additional open sea boundary grids which were 
considered outside the regional grid system. The mean 
monthly wave parameters such as wave height, period and 
direction (combined seas and swells) reported by IDWR 
(1961-70) were utilized to construct the 2d-wave spectra 
for the open sea boundary as explained above and those 
were utilized as the boundary input for a given month as 
per the WAM convention of wave spectral input (assumed 
constant during a given month) for the initial warm start 
of the model.
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Fig.9  Wave model grid system for Indian Seas.

  

Figure 9. Wave model grid system for the Indian Seas.

5.2 Input and Output Specifications

The input data which were provided to the wave model 
were the estimated mean climatic year of winds and the 
mean monthly surface currents as discussed earlier. Fig-
ures 3 and 5 show the mean monthly wind and surface 
current fields only for the region between 0o and 25o N 
latitudes and 50o and 100o E longitudes. Data were also 
available/used for the open sea boundary grids shown in 
Figure 9. The mean monthly surface current data were 
supplied to the wave model at each grid point for all the 
model grids only once for a representative month. How-
ever, the estimated mean climatic year of winds were pro-
vided at each input time step for all the grid points of the 
regional grid system but the open sea boundary grids were 
provided with only the sixty-year mean monthly values [12].

All the gridded outputs of the model were stored at the 
end of each input time step while the spectral outputs were 
stored only for selected grids. The central grids of each 
5x5 square boxes in the regional grid system are indicated 
in Figure 9 with the plus symbols (+) enclosed in a circle. 
These grids were the open sea spectral output grids. Spec-
tral outputs were also stored for all the sea grids along 
the west and east coasts of India (shown with hollow plus 
symbols and stars respectively). There were a total of 90 
spectral output grids, 35 in the open sea, 28 along the west 
coast, and 27 along the east coast of India.

5.3 Wave Model Execution

This simulation experiment was carried out for deep 
waters with current refraction. The main idea behind this 
study was the establishment of the climatic wave variabil-
ity in terms of monthly and seasonal distributions. The 
mean monthly surface currents were considered as inputs 
which did not change during model execution for a given 
month as indicated above. Similarly, mean monthly winds 
and monthly mean wave spectra as mentioned earlier were 
used as inputs for the open sea boundary grids to cater for 

wave propagation across the southern open sea boundaries 
(including few grids along western and eastern boundaries 
of the model grid system). It may be noted that, for the 
said wind and spectral inputs at the model boundaries, 
waves propagating into the regional grid system during 
the simulation were able to attain fully developed con-
dition within the extended open sea boundary region 
which spans over 1000 km bordering the southern and the 
western boundaries of study area (North Indian Ocean, 
NIO or Indian Seas). These were important aspects which 
were essentially required for the gross specification of the 
associated issues in simulating the mean monthly wave 
conditions while dealing with the model executions over 
a regional grid system from the climatic point of view. 
However, the above boundary conditions assumed in the 
present study did not appear to be a limiting factor for the 
simulation of wave climate based on the mean climatic 
year of winds through temporal interpolation.

Interestingly, the simulation experiment was carried 
out for the full climatic year of winds by executing the 
model for the inputs covering the twelve calendar months 
of the year or 365 days. However, computer time could be 
saved significantly by reducing the duration of wind input 
appropriately from January to December. In doing so, care 
had been taken to achieve the desired level of accuracy for 
the simulated outputs. This means that the winds that are 
shown in Figure 8a for one particular grid in the month of 
January were considered as the winds that had varied for 
that month.

Fig.10  Evolution of wave spectrum for 72 hours of model run using estimated mean
            climatic year of winds for the month of July.

   

Figure 10. Evolution of wave spectrum for 72 hours of 
model run using estimated mean climatic year of winds 

for the month of July.

The model run representing a month was found to be 
very appropriate in this simulation experiment which 
reduced computation times considerably and the swell 
waves generated at the extended boundary region were 
able to reach the coastal grids of east and west coast of 
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India. First of all, the estimated mean climatic year of 
winds which were to be used as inputs to the wave model 
allowed the waves to grow and decay in four phases so 
that it could satisfy the most general patterns of wind and 
wave variabilities often encountered in the field. During 
the first phase, with the increase of wind speed, waves 
were allowed to grow from initial sea-state (warm start) 
or the wave spectral equivalent of the initial wind field. 
It was evident that, the waves started to decay during the 
second phase as the winds gradually decreased next to 
it. Towards the end of the decay phase, the winds again 
increase gradually (Phase-III) resulting in further growth 
of waves. During the last phase, waves again decayed 
gradually with the withdrawal of wind. These are the four 
stages through which growth and decay of waves were 
taken care in this study. It may be further noted that, the 
growth of waves during the simulation continued for the 
two phases. Therefore, even for a wind speed of 20 m/
s the waves were able to attain the fully developed stage 
within a period of growth (increasing wind) since fetch 
was not a limiting factor. Similarly, the swell waves of 9 
to 25 s period either in the Arabian Sea or Bay of Bengal 
could propagate from one end of the regional grid system 
to the other within 72 hours. Moreover, a wave of 5s pe-
riod could also propagate over 2000 km. Hence, a mini-
mum of 72 hours model run could satisfy the requirement 
of propagation of waves from the other generating areas 
within the Arabian Sea and Bay of Bengal.

Model executions were carried out for all the months 
using wind input as discussed above for each of the 
twelve calendar months (total 12 model runs). The initial 
wave field was set to the fully developed sea following 
Phillip’s spectrum. Normally, the initial winds are of low 
magnitudes. Therefore, the parameters of the wave spec-
trum were chosen accordingly to compute initial wave en-
ergy. The wind input, source integration, and propagation 
(spherical co-ordinates) time steps were set to 1800, 600, 
and 1800s respectively. The output time step for the inte-
grated wave parameters for total sea and swell were set as 
1800 s. The spectra of total sea and swell were stored for 
every 3 hours. 

Figure 10 shows the evolution of the simulated wave 
spectrum for 72 hours of model run for one particular grid 
during the month of July. It is just an example and it is 
quite interesting to note that the spectra could gradually 
grow for the initial 18 hours and lead to decay for the next 
18 hours. The same sequence followed for the subsequent 
hours. The peak of the spectrum gradually became sharper 
and the energy slowly got shifted to the lower frequencies. 
During the decrease in winds, a secondary peak developed 
at the high frequency region although it was not very sig-

nificant for this representative grid. By and large, Figure 
10 reveals that the simulation results were in close agree-
ment with the input winds specified to the wave model.

5.4 Compilation of Model Outputs

All the integrated wave parameters namely the sig-
nificant wave height, mean wave direction, mean wave 
frequency, friction wind speed, friction wind direction, 
peak wave frequency, sea-state dependent drag coefficient, 
normalized wave stress, swell wave height, mean swell 
direction, mean sea direction, and mean swell frequency 
were saved for all the grids of the regional grid system at 
every 30 minute intervals. A complete analysis of all these 
parameters would not be practical in this study. Therefore, 
out of the twelve output parameters, only six of them name-
ly significant wave height, significant wave period (inverse 
of peak wave frequency), wind sea direction (mean sea 
direction), swell wave height, swell wave period (inverse 
of mean swell frequency), and swell direction (mean swell 
direction) were compiled and the monthly mean fields are 
presented. In addition, seasonal mean output fields were 
estimated only for the significant parameters. The bivariate 
and cumulative distributions of significant wave height 
and period were also computed for both the rough weather 
(May-September) and fair weather (October-April) seasons 
in the Arabian Sea and Bay of Bengal.

6. Validation of Simulated Wave Climate

The most important requirement for an appropriate 
validation of the simulated wave climate of a region is the 
availability of adequate and reliable sea-state measure-
ments. However, the present simulation experiment for the 
Indian Seas was carried out in spite of limited deep water 
wave measurements which were of short durations. Cer-
tainly, it is not possible to have a detailed validation of the 
simulation results with the available wave measurements. 
Therefore, a qualitative validation of the wave parameters 
was carried out using available data namely ship-borne 
wave recorder data in deep waters (> 30 m depth), ship-re-
ported visually observed data and the GEOSAT altimeter 
data. The following sections deal with the validation of 
the simulated wave climate with these data sets.

6.1 Validation using Visually Observed Wave Data

In the absence of sufficient wave measurements using 
state-of-the-art equipment, an attempt was made to com-
pare the simulation results with visually observed mean 
monthly wave parameters. Along with the wind data, the 
wave data used for the comparison were obtained from 
IMD for the same ten-year period (1961-70). The distri-
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butions of wind sea and swell data for the Indian Seas 
are shown in Figures 11a and 11b respectively. Table 2 
shows the number of wind sea and swell observations 
over the whole of the Arabian Sea and Bay of Bengal for 
different months. It may be noted that visually observed 
swell directions were reported to the nearest multiple of 
10 degrees while there were only 12 directional bands 
considered for the wave model. The comparison between 
visually observed and simulated swell directions is not 
shown here.

Fig.11 Visually observed a) windsea and b) swell data distribution (1961-70).

(a)

(b)

Figure 11. Visually observed [a] windsea and [b] swell 
data distribution (1961-70).

Table 2. Number of visually observed windsea and swell 
observations obtained from IMD for the period 1961-70.

Sl .No. Month Windsea Swell

1 January 30,414 17,525

2 February 29,966 16,609

3 March 29,005 17,245

4 April 24,767 17,829

5 May 33,988 23,086

6 June 36,683 24,894

7 July 37,253 25,617

8 August 37,596 26,163

9 September 31,266 22,243

10 October 26,978 19,574

11 November 27,576 18,258

12 December 30,523 18,139

TOTAL 3,79,015 2,47,182

Figure 12. Scatter plot for visually observed significant wave height, and swell wave height for Indian Seas.
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However, the model simulated mean monthly swell 
directions had general agreement with observed wind dis-
tribution, especially in the strong wind zones which gen-
erate high waves. For comparisons between the observed 
and simulated height and periods, the swell observations 
that do not have the direction information were also con-
sidered. For the comparisons between the observed and 
simulated wave parameters, the mean monthly fields of 
visually observed wind sea and swell heights were esti-
mated over 1x1 square grids. The grids having less than 
30 observations were excluded for comparison.

Figure 13. Comparison between simulated and visually 
observed Hs, Ts, Hsw, and Tsw. [a] Arabian Sea, [b] Bay 

of Bengal, R – rough weather, and F – fair weather.

These mean monthly fields revealed that swell wave 
heights reported by ships were mostly higher than wind-
sea heights. Hence, the mean monthly windsea and swell 
heights for different months were grouped into rough 
weather and fair weather seasons and the gridded informa-
tion is shown in the form of scatter plots as in Figure 12. 
The figure clearly indicated that swell wave heights were 
always higher compared to windsea heights during both 
the seasons. Swell heights could generally exceed wind-
sea height under certain circumstances especially during 
the fair weather season. Field measurements indicated the 
presence of swell waves during southwest monsoon peri-
od, but their magnitudes remained less, unless the prevail-
ing winds were relatively weak [20]. Baba and Harish (1986) 

[21] had analyzed the wave spectra collected from some lo-

cations along the southwest coast of India which revealed 
the presence of secondary peaks in the low frequency re-
gion. It was most likely that the mean swell heights during 
the rough weather season were lower than the mean 
windsea heights for both the Arabian Sea and Bay of Ben-
gal. But the reverse is the case in Figure 12. Probably, it 
could have been difficult for a visual observer to estimate 
the actual swell wave height as the windseas always ride 
on top of the long period swells. Hence, there could be a 
bias during the estimation of swell heights onboard ship. 
It may also be noted that visually observed wave heights 
were reported to the nearest 0.5 m. Hence, the error in the 
estimation could be less for higher wave heights.

The observed versus simulated Hs for the Arabian Sea 
and Bay of Bengal during rough and fair weather seasons 
showed that the visually observed Hs were generally low 
compared with the simulated Hs which exceeded 1.0 m 
(Figure 13). One of the reasons for this may be that ships 
normally avoid rough weather conditions. During the fair 
weather season, visually observed Hs remained higher for 
both the Arabian Sea and Bay of Bengal compared to sim-
ulated Hs<1.0m. The comparison between observed and 
simulated Ts revealed that the former was higher during 
rough as well as fair weather seasons in both the Arabian 
Sea and Bay of Bengal. Similarly, the visually observed 
Ts (Figure 13) varied between 4 and 11s while the simu-
lated Ts varied from as small as 1.5 to 13 s. Moreover, the 
visually observed Ts supposed to be always higher than 4s 
as this is the minimum period reported by ships. Although 
visually observed swell heights (Hsw) were usually over-
estimated, the observed and simulated Hsw and swell pe-
riods (Tsw) for the Arabian Sea and Bay of Bengal during 
rough as well as fair weather seasons (Figure 13) were 
compared to assess the extent of agreement between them. 
Observations were widely scattered during the rough 
weather season but there were a few observations for 
the Arabian Sea which compared well with one another. 
However, the mean deviations for all the data points con-
sidered for both the Arabian Sea and Bay of Bengal were 
relatively higher during the fair weather season compared 
to the rough weather season. The comparison of observed 
and simulated Ts and Tsw also showed considerable sim-
ilarity. This gave an indication that observed Tsw did not 
indicate significant deviations compared with Hsw.

6.2 Validation using Measured Wave Data

The ship-borne wave recorder (SBWR, Model 5254, 
Institute of Oceanographic Sciences, UK) data for the 
Indian Seas covering the period 1978-93 were obtained 
from the Indian National Oceanographic Data Centre (IN-
ODC) of NIO, Goa (presently Indian National Centre for 
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Ocean Information Services – INCOIS, Hyderabad is the 
INODC) and used for validation of the simulated wave 
climate. These data were collected during various ocean-
ographic programmes. Data records of 15 minute dura-
tions were analyzed [22, 23]. Data distributions for the rough 
weather and fair weather seasons are shown in Figures 14a 
and 14b respectively. There were 785 observations during 
the rough weather season and 984 observations during the 
fair weather season for the whole of the Arabian Sea and 
Bay of Bengal. The digits shown are the number of obser-
vations for the respective 1 x 1 square grid. About 50 per-
cent of the grids do not have any data. In the case of vi-
sually observed wave data, monthly means were obtained 
for all the grids of the regional grid system with minimum 
30 observations and compared with the respective mean 
values by grouping them into seasons. However, the same 
could not be done in this case due to insufficient data. 
Therefore, the mean monthly Hs and Ts were computed 
based on the available observations for rough weather and 
fair weather seasons. The seasonal mean parameters were 
then compared with the seasonal means of simulated pa-
rameters.

Figure 14. Shipborne wave data distribution for Indian 
Seas (1976-93).

The scatter between observed (SBWR) and simulated 
Hs and Ts for both the Arabian Sea and Bay of Bengal 
during rough weather and fair weather seasons are shown 

in Figure 15. The observed Hs were somewhat underes-
timated compared with the simulated results during the 
rough weather season. It may be noted that, the observed 
data here are the point observation while the simulated 
outputs represent the mean climatic conditions. Howev-
er, the comparison indicates the range of variability of 
the particular wave parameter is within the acceptable 
limits. The comparison for the Arabian Sea during fair 
weather season appeared to be better. Observed Hs in the 
Bay of Bengal during fair weather season varied over 
a wider range compared to the simulation output. Both 
the observed and simulated Hs during fair weather sea-
son indicated higher wave activity in the Bay of Bengal 
compared to the Arabian Sea. This is probably due to the 
frequent occurrences of deep depressions and cyclones in 
the Bay of Bengal during October-December. The simu-
lated Ts were underestimated for the Arabian Sea during 
the rough weather season. In general, the observed Ts 
showed higher variability compared to the simulated Ts. 
The SBWR and simulated data did not show considerable 
agreement as compared to visual observations. One of the 
important reasons may be the insufficiency of the data 
although it covers a period of sixteen years. Secondly, as 
already mentioned before, the simulated outputs represent 
the mean variability, but the comparison definitely shows 
some confidence based on the acceptable range of mea-
sured values.

Figure 15. Comparison between simulated and measured 
(SBWR) Hs, and Ts. [a] Arabian Sea, [b] Bay of Bengal, R- 

rough weather, and F- fair weather.

Young and Holland (1996) [24] had published the “Atlas 
of the oceans: wind and wave climate” based on data from 
the GEOSAT satellite mission. The atlas contains global 
and regional estimates of mean monthly wind speed, wind 
direction, and wave height as well as exceedance prob-
abilities for wave heights and wind speed. Although the 
mean monthly fields of Hs are presented over a coarser 
grid resolution, they agree reasonably well with the sim-
ulated fields. The comparison between the GEOSAT and 
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the simulated mean monthly Hs for two selected sample 
sites are shown in Figure 16. The comparison is quite en-
couraging in the case of GEOSAT data. The reason for a 
good comparison could be the satellite data was available 
over a uniform temporal (17 day repeat cycle) and spatial 
resolution. The above comparison between the GEOSAT 
and simulated wave parameters gave a qualitative picture 
of the simulated waves. It also gave an idea regarding the 
range of wave heights and periods that were observed at 
different times and regions within the study area and they 
are well within the range of simulated results. Moreover, 
the comparisons are quite useful in resolving the advan-
tages/ disadvantages of different kinds of data sets and the 
extent of their reliability.

Figure 16. Comparison between simulated Hs (solid line) 
and GEOSAT wave height (solid circles) for two selected 

sites.

7. Wave Climate for the Indian Seas

The general description of wave climate of a region can 
be expressed in several ways. Some typical presentations 
are: i) monthly, seasonal and annual fields/distributions 
of significant wave parameters such as significant wave 
height (Hs) and significant wave period (Ts) or average 
period with or without standard deviations; ii) graphical 
representation of Hs and Ts in the form of histograms in 
several ranks and various directions similar to wind roses 
and iii) bivariate distributions of Hs and Ts or average 
period with or without classification in wave direction [25]. 
From the bivariate distribution of Hs and Ts, their mar-
ginal distributions can be easily obtained. It is generally 
expressed in the form of percentage exceedance diagrams 

or cumulative probability distributions. The wave model 
outputs of this simulation experiment were also compiled 
in the similar lines.

7.1 Spatial Distribution of Wave Parameters

The monthly, seasonal, and annual distributions of the 
simulated Hs and Ts in the form of contour diagrams are 
plotted from January through December. In addition to 
Hs and Ts, the monthly fields include swell wave height 
(Hsw), swell wave period (Tsw), windsea direction, and 
swell directions shown with arrows. Appropriate contour 
intervals were used for height (0.2, 0.3 & 0.5 m) and peri-
od (0.5 & 1.0 s) depending on the magnitude of the wave 
field variation in space.

7.2 Monthly Distribution

Two samples plots of mean monthly wave fields based 
on the present simulation study for the months of January 
and July are shown in Figures 17 and 18 respectively. The 
simulated wave fields of this study revealed significant 
spatial variations resulting from the combined effects 
of windseas generated by the local winds and swells 
propagating into the area of wave generation from other 
sources. The monthly mean variations of Hs, Ts, Hsw 
and Tsw for the Arabian Sea and Bay of Bengal based 
on the present study are given in Table 3. The height and 
period parameters in this table were rounded off to the 
nearest 0.1m and 1s respectively. Salient features for all 
the twelve calendar months are presented in the following 
sections. It may be noted that unless specified otherwise, 
all discussions on wave parameters hereafter refer to mean 
monthly values. Another important point to note is that the 
deep water wave measurements considered >30 m of wa-
ter depth [26] as reported in the literature are for short dura-
tions and/or not suitable/available to substantiate some of 
the features associated with the simulated mean monthly 
wave fields. 

The simulated mean wave field during January as 
shown in Figures 17 and 18 shows considerable spatial 
variations of mean wave parameters from one region to 
another. It revealed that, during the month of January 
wave activity remains higher in the southwestern Arabian 
Sea (Hs ≅ 1.5 m) while the north eastern region experienc-
es low wave activity (Hs ≅ 0.5 m). The east coast of India, 
the central Bay of Bengal, and the region adjacent to the 
southern extreme of the Indian subcontinent (Off Kanya-
kumari) experienced nearly 1m waves with 4 to 5s period. 
The general wave direction was northeasterly in January 
but the waves approached the west coast of India from 
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north to northwesterly direction. The distribution of Hsw 
is more or less similar to that of Hs although the magni-
tude is relatively less. The Hsw remained nearly the same 
along the west coast but along the east coast it showed a 
gradual increase from north to south. Swells approached 
the east coast from a direction around east of northeast. Ts 
and Tsw were higher in the southwestern Arabian Sea. 

Figure 17. Distribution of significant wave height, period 
and windsea direction (arrows) for January and July.

Figure 18. Distribution of swell wave height, period and 
direction (arrows) for January and July.

From climatic point of view, the southwest monsoon 
reaches its peak during July. The Indian Seas remain very 
rough during this month (Figures 17 & 18) compared to 
the rest of the rough weather months (southwest mon-
soon). Here, Hs varied from about 1.0 to 6.0 m in the 
Arabian Sea and 1 to 3 m in the Bay of Bengal. Wave 
directions (windsea and swell) were more or less the same 
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during June and July except that the swells in the south-
eastern regions of Arabian Sea turned further towards the 
equator. The Hsw showed a gradual increase from the 
southwest to northeast in the Arabian Sea. The distribu-
tion of Hsw over the Bay of Bengal is almost similar to 
that of Hs. It increased from south to north whereas along 
the southeast coast, it is nearly 1 m. The mean swell peri-
ods reached up to 12s and 7s respectively in the Arabian 
Sea and Bay of Bengal. In general, mean monthly wave 
parameters Hs, Ts, Hsw and Tsw reached their maxima 
during July.

7.3 Seasonal Distribution

The major source of deep water wave data is the NDBP 
(National Data Buoy Programme) buoy measurements of 
NIOT (National Institute of Ocean Technology, Chennai). 
There are also some shallow water measurements avail-
able at a few selected locations along the east and west 
coast of India and near Island stations. As the wind pattern 
completely reverses between the boreal winter and the 
boreal summer monsoons over a large part of the Indian 

Ocean, the wave field over the Arabian Sea and Bay of 
Bengal also showed significant seasonal variations (Fig-
ure 19). The mean Hs over the Arabian Sea and Bay of 
Bengal during the rough weather season (May-September) 
reached up to 3.5 and 2.5 m respectively. The minimum 
Hs was around 1.0 m for the whole of Indian Seas. Hs 
maxima were noticed around the northwest Arabian Sea 
region and the central Bay of Bengal. However, during the 
fair weather season (October-April), the mean Hs in the 
Arabian Sea and Bay of Bengal reached up to 1.2 and 1.0 
m respectively. The minimum Hs was as low as <0.5 m 
over the Arabian Sea and Bay of Bengal. The Hs maxima 
in the Bay of Bengal shifted towards southwest and the 
same is noticed in the southwest extreme of the Arabian 
Sea. Ts has varied from 6 to 9 and 5 to 7s respectively 
in the Arabian Sea and Bay of Bengal during the rough 
weather season while the same varied from 7 to 9 and 6 to 
8s respectively during fair weather season. In general, the 
simulated wave heights for the rough weather season were 
about three times higher than those for the fair weather 
season.

Table 3. Monthly wave height and period ranges for windsea and swell

Arabian Sea Bay of Bengal

Month Hs (m) Ts (s) Hsw (m) Tsw (s) Hs (m) Ts (s) Hsw (m) Tsw (s)

January 0.3-2.1 3-8 0.2-1.3 6-10 0.4-1.5 3-6 0.3-1.2 5-8

February 0.2-1.6 3-7 0.2-1.1 5-9 0.2-1.0 3-5 0.2-1.0 6-8

March 0.3-1.2 2-5 0.3-0.9 4-8 0.2-0.8 2-4 0.2-0.7 4-6

April 0.2-0.9 2-5 0.2-0.8 3-6 0.3-1.1 2-5 0.3-0.9 4-7

May 0.6-2.4 3-5 0.5-1.5 5-8 0.5-2.1 3-6 0.5-1.4 5-8

June 0.7-4.1 4-9 0.6-2.3 6-11 0.5-2.7 4-7 0.5-1.9 6-9

July 0.6-6.1 5-11 0.5-3.2 7-13 0.7-3.0 4-6 0.7-2.2 6-8

August 0.5-5.2 4-9 0.4-2.6 6-12 0.4-2.4 4-6 0.5-1.3 6-9

September 0.4-2.7 3-7 0.4-1.6 6-11 0.3-2.1 3-6 0.3-1.3 7-9

October 0.5-1.2 2-5 0.2-0.7 5-7 0.4-1.5 3-5 0.4-1.1 4-7

November 0.4-1.4 3-6 0.4-0.9 5-8 0.4-1.6 2-5 0.3-1.0 5-7

December 0.4-1.9 4-6 0.3-1.1 6-9 0.3-1.7 3-6 0.4-1.1 6-9
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Fig.19 Distribution of significant wave height and period during
           rough weather (a&b) and fair weather (c&d) seasons.

   

Figure 19. Distribution of significant wave height and 
period during rough weather (a & b) and fair weather (c 

&d) seasons.

7.4 Annual Distribution

Annual distributions of Hs and Ts for the Arabian Sea 
and Bay of Bengal are shown in Figure 20. The average 
Hs over the Arabian Sea and Bay of Bengal varied from 
about 0.7 to 2.0 and 0.6 to 1.6 m respectively. Hs maxima 
appeared in the western Arabian Sea ( >1.8 m) towards 
the Arabian coast and the central Bay of Bengal (> 1.5 
m). Average Hs in the south west coast is 1m which had 
increased gradually towards north west coast. Average Ts 
varies from 5 to 8s for the Arabian Sea and Bay of Bengal. 
The Ts maxima followed the wave height distribution to a 
considerable extent.

Figure 20. Annual distribution of [a] significant wave 
height and [b] period.

Figure 21. Bivariate distribution for Hs and Ts. [a] Arabi-
an Sea, [b] Bay of Bengal, R – rough weather and F – fair 

weather.

7.5 Statistical Distribution of Wave Height and 
Period

In this study, the monthly distributions of wave height 
and period for the different regions in the Arabian Sea and 
Bay of Bengal were not attempted. However, seasonal dis-
tributions of Hs and Ts for both the Arabian Sea and Bay 
of Bengal were brought out for both the rough weather 
and fair weather seasons.

7.6 Bivariate Distribution

The bivariate distributions of Hs and Ts gave a de-
tailed information on wave climate of a region. Figure 21 
presents the number of occurrences out of 1000 for the 
respective wave heights (Hs at 0.5 m interval) and periods 
(Ts at 1s interval) bands during the rough and fair weather 
seasons in the Arabian Sea and Bay of Bengal. Dotted 
lines in the figure show the significant wave steepness. 
The correlation between Hs and Ts was found to be insig-
nificant for all the four cases as the wave climate in the 
Indian Seas is composed of windseas and swells. The cor-
relation between Hs and Ts can be significant if the wave 
climate is dominated by local wind waves. This is true in 
the case of enclosed water bodies [25]. Figure 21 revealed 
that, during fair weather season there was more number of 
waves occurring with relatively higher period compared 
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to their height. It indicates that, the sea-state during the 
fair weather is generally dominated by swells. The Hs and 
Ts vary from 0.3 to 6.0 m and 3 to 17s respectively for the 
Arabian Sea during the rough weather season. The wave 
activity drastically reduced during the fair weather period. 
Hs and Ts ranged from 0.2 to 3.5 m and 2 to 14s respec-
tively during the fair weather season. Similarly, in the Bay 
of Bengal during the rough weather season, Hs and Ts 
varied from 0.3 to 4.5 m and 3 to 15s respectively. During 
the fair weather season, they varied from 0.2 to 3.0 m and 
2 to 13 m respectively.

7.7 Cumulative Distribution

Figure 22 presents cumulative distributions of Hs and 
Ts respectively for the Arabian Sea and Bay of Bengal 
during the rough and fair weather seasons. It may be not-
ed that, the sea remained calm (Hs < 0.5 m) only for 5% 
of the time during the rough weather season. During the 
fair weather period the sea remained calm for about 20% 
of the time. The Hs exceeds 1 m for 70% of the time in 
both the Arabian Sea and Bay of Bengal during the rough 
weather season. During this period Hs exceeds 3 m for 
10% of the time in the Arabian Sea and 4% of the time in 
the Bay of Bengal, which naturally do not include extreme 
weather events such as deep depressions and cyclones.

As per the cumulative distribution, Hs exceed 1m for 
40% and 30% of the time in the Arabian Sea and Bay of 
Bengal respectively during fair weather season. During 
this period Hs exceeds 2 m for about 3% of the time in 
both these Seas. During the rough weather season Ts ex-
ceeds 5s over 95% of the time in the Indian Seas. During 

fair weather it exceeds for 80% and 70% of the time in the 
Arabian Sea and Bay of Bengal respectively. Ts exceeds 
9s for 65% and 50% of the time in the Arabian Sea and 
Bay of Bengal respectively in rough weather season. It 
exceeds the same value only for 30% and 20% of the time 
respectively in the Arabian Sea and Bay of Bengal during 
fair weather season. Only in the Arabian Sea during rough 
weather, Ts exceeds 15s for 20% of the time.

7.8 Spectral Characteristics

During the rough weather period the spectra were sin-
gle peaked with minimum directional spread. The peak 
frequency and direction were 0.1 Hz and 270 respectively. 
Wave directions varied from around 210 to 360. On the 
other hand, the simulated spectra during the fair weather 
season showed multiple peaks and the energy spreads 
over various directions. The peak frequency and direction 
were 0.14 Hz and 330 respectively. The total wave energy 
during rough weather was about four times higher than 
that during fair weather season for the areas/locations of 
high wave activity. This gave an indication that the simu-
lated spectral characteristics can be studied in detail and 
compared with available data gathered during field mea-
surements in deep waters, which was not attempted in this 
study.

8. A Comparative Study of Wave Climate

The prevailing wind and wave conditions in the Ara-
bian Sea and Bay of Bengal show significant differences. 
Most of them were already brought out earlier in this pa-
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Fig.22 Cumulative distributions for Hs and Ts. [a] Arabian Sea, [b] Bay of Bengal,
           R - rough weather and  F - fair weather.

   

Figure 22. Cumulative distributions for Hs and Ts. [a] Arabian Sea, [b] Bay of Bengal, R – rough weather and F – fair 
weather.
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per. A few other important features are brought out in the 
following sections: 

8.1 Arabian Sea and Bay of Bengal

The area of the Bay of Bengal is about 60% of the 
Arabian Sea. Although, most of the cyclone activities are 
in the Bay of Bengal, the annual mean wind field over the 
Arabian Sea is stronger than that of Bay of Bengal. There-
fore, the annual mean wave field showed higher Hs and Ts 
which prevailed in the Arabian Sea. However, the average 
Hs over the Arabian Sea and Bay of Bengal during the fair 
weather period remained nearly the same but the Ts was 
higher in the Arabian Sea. During rough weather season 
the wave activity was higher (Hs and Ts) in the Arabian 
Sea compared with the Bay of Bengal. Higher waves were 
generally noticed towards the western Arabian Sea and 
the western Bay of Bengal during November to March. 
During October, the southern Arabian Sea and the Bay 
of Bengal remained rough while the northern parts were 
rough during April. The general wave direction (mean 
windsea and swell) was northeast during November to 
February and southwest during May to September. How-
ever, during May-September waves moved towards east 
from the central Arabian Sea and appeared to propagate 
towards the west coast of India. Significant changes in 
wave direction were observed from February to March 
and April to May. Similar changes were also observed 
during the transition months of October-November.

8.2 East and West Coasts of India

There were remarkable differences between deep 
water wave conditions along the east and west coast of 
India which is mainly governed by the prevailing wind 
conditions and the advection of swell from other areas of 
wave generation. During the rough weather season (May 
to September), Hs and Ts gradually increased from south 
to north along the west coast (Figure 19). There was mar-
ginal increase in Hs and Ts from south to north along the 
east coast. By and large, wave activity was relatively high 
along the west coast compared to east coast. However, the 
reverse was the case during fair weather season which is 
seen from the monthly and seasonal distributions. Hs and 
Ts increased from north to south along the east coast of 
India except during the month of April. However, these 
parameters remained more or less constant along the west 
coast. Wave directions along the east and west coast of 
India also showed remarkable differences. During the 
rough weather season waves off the east coast were from 
south to southwesterly direction. On the other hand, the 
waves approached the west coast from directions which 

vary from southwest to north of northwest. The general 
wave direction along the west coast of India was around 
northwest during fair weather season. Along the east 
coast, the wave direction was around northeast during No-
vember-January. Wave directions varied along the coast 
for the rest of the period during fair weather season (Octo-
ber-April).

8.3 Limitations of Simulated Wave Climate

The present simulation experiment cannot replace the 
hindcast wave climate although care has been taken to 
predict wave variability in terms of mean monthly fields 
of significant wave parameters. Ideally, wave climate 
based on long-term wave measurements using standard 
equipment is superior to all other methods of wave cli-
mate estimation. It may be possible to utilize measured 
data for this purpose at some specific sites of interest but 
not over very large areas such as the Arabian Sea and Bay 
of Bengal. A most promising method is the satellite re-
mote sensing, which provides large coverage of the ocean 
surface. SAR (Synthetic Aperture Radar) provides direct 
measurement of two-dimensional wave spectra. For ex-
ample, Young and Holland (1996) [24] have published “the 
atlas of the oceans: Wind and wave climate” based on 
GEOSAT altimeter data (4 x 4 resolution) covering about 
3 and a half years. However, the average data density for 
each grid (4 x 4 degrees) in this atlas varies from about 17 
to a maximum of 32 per month. Satellite data with high-
er/desirable accuracy over several years shall provide a 
long-term wave climate for the specific regions of interest 
which can be established over a finer grid resolution. 

In this study, the basic wind data utilized for the estab-
lishment of a mean climatic year of winds were reported 
by ships of opportunity. Ship reported data are mostly 
restricted to shipping routes. Hence, data density was low 
for the rest of the areas. Also ships have the tendency to 
avoid rough weather. Therefore, ship-reported wind data 
do not include such observations which are considerably 
higher compared to those under normal wind conditions 
although they occur less frequently. The basic wind data 
of IMD for a ten-year period was utilized here for the es-
timation of probability density for a given u and v compo-
nent of wind. The same was combined with the sixty-year 
mean monthly wind fields of Hastenrath and Lamb (1979) 

[12] for deriving a “mean climatic year of wind”. Naturally, 
confidence limits for the estimated mean climatic year of 
winds would have improved if the basic wind data were 
available for more number of years.
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9. Conclusions

The importance of this study was that, the third gen-
eration wave model WAM utilized a “mean climatic year 
of winds” estimated using limited historical wind mea-
surements. The mean climatic year of winds for the study 
region (Indian Seas) was prepared following the statistical 
and probabilistic approaches as the winds considered 
were widely scattered in space and time. The study could 
reveal that the results of the wave climate simulation were 
promising. Therefore, this is an useful demonstration 
for conducting such simulation experiments in the areas 
where wind as well as wave measurements are the lim-
iting factor. The second important aspect of this study is 
that it could minimize the computing time and associated 
resources. The climatic database obtained from such sim-
ulation experiments can be put to use for several practical 
applications. They can be a useful to all those who are 
concerned with coastal and offshore activities. Moreover, 
site specific wave climate at selected locations can also be 
met by making use of the simulated database.
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