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Early diagnosis of breast cancer does not only increase the chances of 
survival but also control the diffusion of cancerous cells in the body. 
Previously, researchers have developed machine learning algorithms 
in breast cancer diagnosis such as Support Vector Machine, K-Nearest 
Neighbor, Convolutional Neural Network, K-means, Fuzzy C-means, 
Neural Network, Principle Component Analysis (PCA) and Naive Bayes. 
Unfortunately these algorithms fall short in one way or another due to high 
levels of computational complexities. For instance, support vector machine 
employs feature elimination scheme for eradicating data ambiguity and 
detecting tumors at initial stage. However this scheme is expensive in 
terms of execution time. On its part, k-means algorithm employs Euclidean 
distance to determine the distance between cluster centers and data points. 
However this scheme does not guarantee high accuracy when executed in 
different iterations. Although the K-nearest Neighbor algorithm employs 
feature reduction, principle component analysis and 10 fold cross validation 
methods for enhancing classification accuracy, it is not efficient in terms 
of processing time. On the other hand, fuzzy c-means algorithm employs 
fuzziness value and termination criteria to determine the execution time on 
datasets. However, it proves to be extensive in terms of computational time 
due to several iterations and fuzzy measure calculations involved. Similarly, 
convolutional neural network employed back propagation and classification 
method but the scheme proves to be slow due to frequent retraining. In 
addition, the neural network achieves low accuracy in its predictions. 
Since all these algorithms seem to be expensive and time consuming, it 
necessary to integrate quantum computing principles with conventional 
machine learning algorithms. This is because quantum computing has 
the potential to accelerate computations by simultaneously carrying out 
calculation on many inputs. In this paper, a review of the current machine 
learning algorithms for breast cancer prediction is provided. Based on the 
observed shortcomings, a quantum machine learning based classifier is 
recommended. The proposed working mechanisms of this classifier are 
elaborated towards the end of this paper.
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1. Introduction

Cancer is regarded as a collection of diseases and as 
such, any region of the body might be affected by cancer-
ous cell development. For instance normal cells may be-
come crowded as the cancerous growth spreads through-
out the body making it difficult for the body to operate 
normally. According to Al-Azzam and Shatnawi [1], cancer 
is a life threatening disease that has claimed many lives. 
As explained by Rahman et al. [2], breast cancer is ma-
lignant tumor that begins in the cells of the breast which 
afterwards spreads to the surrounding tissues. As Ara  
et al. [3] discuss, tumors and lumps are as a result of cancer 
growth. However, some anomalies may not be harmful. 
For one to determine whether tumor or lump is cancerous, 
some samples have to be taken by pathologist for exam-
ination under the microscope. If the result proves to be 
cancerous, then it is regarded as malignant tumor and if 
the result proves to be non-cancerous, then it is regarded 
as benign tumor. As explained by Thalor et al. [4], cancer 
can be of different types, such as leukemia (blood related 
cancer), prostate cancer, lung cancer and breast cancer.

Breast cancer is a life threatening disease which can be 
cured if detected early. It is a complex disease involving 
multiple data types which may represent obstacle for clin-
ical and radiological diagnosis more specifically at early 
stages [5,6]. Breast cancer is regarded as one of the primary 
diseases behind the loss of many lives, more specifically 
women globally [7]. It is actually the second major cause 
of death after lung cancer [8]. It normally occurs in both 
men and women, although it is more prevalent in women. 
Breast cancer begins in the milk duct before spreading 
to the areola where some have the origins in the organs 
responsible for producing milk [9]. The causative agent of 
breast cancer is still under research, although some risk 
factors associated with this disease are well known and 
include age, gene, obesity, taking birth control pills and 
smoking [10]. The malignant tumor may begin in the cells 
of the breast, which then spreads to the surrounding tis-
sues [11-13]. As explained by Rasool et al. [14], normal cells 
in the breast and other parts of the body grow and divide 
to form new cells as they are needed. When these normal 
cells grow old and get damaged, they die and new cells 
take their place [15]. However sometimes this process goes 
wrong. For instance, if new cells form when the body 
does not need them and old or damaged cells do not die as 
they should, this builds up extra cells often forming mass 
of tissues called a lump, growth or tumor [5]. When there 
is an abnormal growth of cells in the grand that produce 
milk (lobules), then this is regarded as breast cancer [16]. 
Therefore tumor in the breast can be benign (not cancer) 

or malignant (cancer).
As discussed by Srinivas et al. [13], cancer can be clas-

sified into normal, benign and malignant tumors. It is also 
grouped into five stages (0-IV) depending on the size of 
the tumor and these stages can be identified as invasive 
and non-invasive. According to GLOBOCAN 2020 es-
timates of cancer incidence and mortality produced by 
international agency for research on cancer worldwide, an 
estimated 19.3 million are new cancer cases [17]. Among 
these cases, female breast cancer has surpassed lung can-
cer as the most commonly diagnosed cancer with an esti-
mation of 2.3 million new cases (11.7%) followed by lung 
cancer (11.4%), colorectal (10.0%), prostate (7.3%) and 
stomach (5.6%) cancers. However GLOBOCAN 2020 
estimates breast cancer mortality rate to be 6.9%. The ma-
jor reason for the rise of mortality rates in breast cancer 
and related issues is misinterpretations of radiologists in 
recognizing suspicious lesions [18]. This is due to technical 
issues in imaging qualities which increases the false posi-
tive and negative ratio.

As explained by Sung et al. [17], the detection of lymph 
node metastasis in pre-operative stages can sensibly opti-
mize care quality and efficiency as well as patient safety. 
However, those not affected by clinical or radiological 
examinations are said to be clinically negative. Moreover, 
among those cases, false negative patients are included 
especially when characterized as early stage tumors [19]. 
This presents some difficulties for pathologists in deci-
sion making. This is specifically the case in the choice of 
features, which have a significant role in the prediction 
process [20]. 

Since the root cause of the breast cancer remains un-
clear, early detection and diagnosis is the optimal solu-
tion to prevent tumor progression and allow a successful 
medical intervention, save life and reduce cost. This calls 
for early detection and analysis of breast cancer so as to 
increase the probability of survival and decrease the mor-
tality rate. 

2. Related Work

The prediction of cancer at early stages is essential as 
it can simplify the subsequent clinical requirements of pa-
tients and determining the effective treatment [12]. Various 
techniques such as clinical (traditional) techniques [21] and 
machine learning algorithms [22] have been proposed by re-
searchers for early detection and prediction of breast cancer. 

2.1 Conventional Breast Cancer Diagnosis Tech-
niques

The traditional techniques such as Magnetic Reso-
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nance Imaging (MRI), Biospy and ultra-sound have been 
employed by different researchers in cancer prediction. 
This is particularly in determining the tumor behavior 
and whether a tissue is malignant or benign. Here, benign 
is a non-invasive types of tumor which rarely causes life 
threatening issues in contrast with malignant tumor which 
is invasive kind and is considered as a life threatening is-
sue [23]. However, these traditional breast cancer detection 
techniques suffer from various setbacks. For instance, 
biopsy techniques prove to be painful to patients [14], while 
mammogram suffers from noise and is not reliable for de-
tection of breast cancer. As discussed by Moloney et al. [24], 
mammography to digital breast cancer exploit attenuation 
of X-rays as they pass through breast tissue and it remains 
a good standard investigation of symptomatic women 
aged 40 years. Although mammography is cost effective, 
it has some limitations such as discomfort breast compres-
sion and radiation exposure. On the other hand, a study 
by Sharma et al. [25] showed that MRI achieves 96.2% 

sensitivity and 83.3% for clinical response and pathologi-
cal respectively. However, MRI is not effective for breast 
cancer detection as specificity to lesion characteristics 
remains low, rendering distinction between cancer and 
benign pathology a challenge [26]. Regarding Microwave 
technology, Moloney et al. [24] explain that it is a cost ef-
fective, offers potential non-ionizing high resolution and 
is deemed to offer additional adjunct to mammography. 
However, this technique proves to be ambiguous in detect-
ing of cancerous lesions [27]. Further, traditional techniques 
in cancer diagnosis are prone to errors and consumes more 
time in data processing [14,28]. Table 1 shows a summary of 
clinical breast cancer diagnostic techniques.

Since the traditional techniques for early cancer detec-
tion prognosis fall short in one way or another, machine 
learning algorithms have been proposed by various re-
searchers to overcome challenges inherent in the tradition-
al cancer prediction techniques. 

Table 1. Clinical Breast Cancer Diagnosis Techniques

Author Techniques Strengths Challenges

Maloney et al. [24] Microwave Image 
Technology

Cost effective
Offer additional adjunct to 
mammography
Potential non-ionizing, non-compressive 
approach

Ambiguous in detecting of 
cancerous lesions

Maloney et al. [24]

Zerouaoui & Idri [27] Mammography Cost effective
Radiation exposure
Uncomfortable breast compression
Low sensitivity

Maloney et al. [24]

Yu et al. [28]

Zerouaoui & Idri [27]
MRI

Has no radiation exposure
Provide excellent images with high 
contrast and resolution under appropriate 
condition 

Low specificity to lesion 
characteristic rendering
A challenge in rendering distinction 
between cancer and benign 
pathology

Zerouaoui & Idri [27]

Ultrasound 
Painless
Patients aren’t exposed to ionizing 
radiation

Expensive 

Thermography 
Large areas can be scanned fast
Not costly
Painless 

Difficult to obtain accurate data
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2.2 Machine Learning Algorithms for Breast Can-
cer Diagnosis

Machine learning is the science of designing and ap-
plying algorithms that can learn and work on any activity 
from past experience [13,29]. These algorithms have been 
applied in diagnosis of several cancer diseases such as 
leukemia, prostate, cervical and breast cancer [30]. Previ-
ous studies have utilized machine learning using binary 
classification for detection of certain cancer such as lung 
cancer, brain, stomach, skin, kidney and breast cancer [18,31]. 
Recently, various machine learning, Artificial Intelligence 
(AI) and neural schemes have been adopted for image pro-
cessing. These include supervised and unsupervised ma-
chine learning techniques such as Support Vector Machine 
(SVM), Convolutional Neural Network (CNN), K-means, 
K-Nearest Neighbor (KNN), Fuzzy C-Means, Random 
Forest (RF), Naïve Bayes (NB), and Logistic Regression 
(LR). The growing popularity of machine learning algo-
rithms stem from the fact that they play critical roles in 
disease diagnostics and prediction [32]. They aid in early 
diagnosis of diseases which not only increases the surviv-
al chances but can also control the diffusion of cancerous 
cells in the body. In so doing, they help patients in making 
decision on treatment options, hence improving overall 
quality of lives [33]. Figure 1 shows the classification of 
machine learning algorithms that have been deployed in 
breast cancer diagnostics.

Figure 1. Classification of machine learning algorithms in 
breast cancer diagnostics

Jasti et al. [12] have proposed Least Square-Support 
Vector Machine, K-Nearest Neighbor, Random Forest and 

Naïve Bayes to aid in classification and identification of 
breast cancer. This model combines image pre-processing, 
feature extraction, feature selection and machine learning 
models to aid in the classification and identification of 
breast cancer. Here, image pre-processing is accomplished 
using geometric mean filter. This is followed by image 
enhancement and segmentation to categorize and detect 
breast cancer. They employed K-means clustering in or-
der to speed-up resilient features selection. The noise was 
removed using image filtering technique and a geometric 
mean filter was used to remove noise from the input imag-
es. On the other hand, both LS-SVM and SVM algorithms 
help in classification and regression problems and as such, 
they act as non-probabilistic binary linear classifiers as 
they build a hyper plane which separates two classes. As 
explained by Michael et al. [34], LS-SVM has been used 
to solve linear equations and to find the training model 
for classification whereas SVM has been used to solve 
quadratic equations. However, LS- SVM proved to be 
less costly than SVM because it only needs to solve lin-
ear equations. In addition, LS-SVM works out well with 
linear-multivariate classifiers. On the other hand, deep 
learning based classification of breast tissues from histol-
ogy images has a low accuracy. This is attributed to lack 
of training data and lack of knowledge on structural and 
textual data. However, SVM, LS-SVM, NB KNN and RF 
are expensive in terms of processing time [12].

On the other hand, Michael et al. [34] employed LS-
SVM and SVM to solve linear equations and quadratic 
equations respectively. Similarly, Kumar et al. [35] have 
proposed KNN, Logistic Regression (LR) and SVM to 
differentiate between benign and malignant tumors. The 
authors employed KNN, logic regression and support vec-
tor models to differentiate benign and malignant tumors. 
In their study, they employed Wisconsin breast cancer 
data set for diagnostic from Kagle website. The data set 
contained 699 instances from different patients. They 
used classification technique to differentiate benign from 
malignant tumors. 5-fold cross-validation technique was 
employed in all models on training data using MATLAB. 

In addition, Ara et al. [3] have employed Relief algo-
rithm and Auto-encoder PCA algorithm for breast cancer 
prediction where they employed K-fold cross validation [36] 
for model validation and best Hyper parameter selection. 
The results obtained showed that SVM model performed 
better in terms of accuracy when compared to other states 
of the art approaches. A similar model was employed by 
Haq et al. [37] for breast cancer detection where Relief and 
Auto-encoder PCA algorithms were utilized for related 
feature selection training and testing of classification. The 
results showed that the features selected by Relief algo-
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rithm were more relevant to accurate detection of breast 
cancer than features selected by Auto-encoder and Princi-
pal Component Analysis (PCA).

On their part, Vy et al. [38] have utilized machine learn-
ing classification model to differentiate carcinoma in Situ 
and minimally invasive breast cancer. However, Karatza 
et al. [39] have proposed RF, NN [40] and Ensembles of 
Neural Network (ENN) for optimization of breast cancer 
diagnosis. 

The KNN classifier is known as “lazy” algorithm since 
it does not take into account any assumptions on how 
data is being spread out. It figures out what the unknown 
pattern looks like based on its closest neighbor. On its 
part, the Euclidean distance is used to classify objects and 

measure the distance between them. However, this algo-
rithm has a shortfall in terms of accuracy in breast cancer 
diagnostics due to incorrect prediction of true negative 
and false negative matrices [14].

Karatza et al. [39] have proposed Random Forest (RF), 
Neural Network (NN), and Ensembles of Neural Net-
works (ENN) for optimization of breast cancer diagnosis. 
This involves the use of interpretability methods such as 
Global Surrogate, Shapley values and Individual Condi-
tional Expectation(ICE). The authors used Wisconsin Di-
agnostic Breast Cancer (WDBC) dataset of the open UCI 
repository for training and evaluation of these AI algo-
rithms. Table 2 shows the summary of the current breast 
cancer diagnostic machine learning algorithms.

Table 2. Summary of Breast Cancer Diagnosis Machine Learning Algorithms

Author Algorithm Strengths Techniques 

Haq et al. [37] SVM

Effective in high dimensional space
Decision function 
Versatile
Effective in situations where the number of 
measurements exceeds the number of sample

Feature elimination
Extraction
Classification
K-fold cross validation

Jasti et al. [12]

Haq et al. [37] KNN

Helps to enhance classification
yielded higher prediction
accuracy than SVM
Lazy learner (Instance-based
earning)
new data can be added seamlessly
Does not make any assumption about data spread out
Simple to implement

5-fold cross validation
PCA

Haq et al. [37] Logistic Regression Accurate
K-fold cross validation
Optimized hyper-parameter

Vy et al. [38] Jasti et al. [12] CNN
Adjusts weights and biasness in breast cancer 
diagnostics
Accuracy in image recognition problems

Back propagation
classification

Karatza et al. [39]

Haq et al. [37] Random forest Improved accuracy Global surrogate

Karatza et al. [39] Neural network High performance of feature extraction
Individual conditional 
expectation

Karatza et al. [39] Ensembles of neural 
network

Improved accuracy
Strong generalization ability

Shapley values

Jasti et al. [12] K-means
Capacity to cluster numerical and non-categorical data
Consistent in terms of computational time

Euclidean distance

Jasti et al. [12] Fuzzy C-means
Scientists can model non-linear, imprecise and complex 
systems

Fuzziness value
Termination criteria

Jasti et al. [12] LS-SVM
Works out well with linear –multivariate classifier
Help in classification and regression problem
Solve linear equation

Feature extraction

Jasti et al. [12] Naïve Bayes 
Does not require much training data
Simple and easy to implement

Image-preprocessing

Jasti et al. [12] Relief algorithm 
Solve quadratic equation
Less costly

Feature selection

Ara et al. [3] Auto-encorder PCA 
algorithm

Easy to implement
Computationally fast

K-fold cross validation
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3. Empirical Review of Conventional Ma-
chine Learning Algorithms 

Various researchers have employed a number of per-
formance metrics for evaluation of machine learning 
models. These metrics include accuracy, precision, recall 
and F-score. The results have shown that semi-supervised 
learning models have higher accuracies (90% to 98%) 
with half of the training data, where K-nearest Neigbour 
(KNN) model for Supervised Learning (SL) and logistic 
regression of Semi-Supervised learning (SSL) achieved 
the highest accuracy of 98%. Sammut et al. [41] have em-
ployed accuracy, precision and sensitivity for evaluating 
the performance of KNN, SVM and LR algorithms. The 
results show that SVM achieved the highest accuracy of 
97.7% with quadratic and cubic models. The positive pre-
diction rate for benign was 97% and 99% for malignant. 
On the other hand, the false prediction rate for benign was 
3% and 1% for malignant. However the algorithms con-
sumed a lot of time for processing data.

Haq et al. [37] employed accuracy, specificity, sensitivity 
and F1 measure performance metrics for evaluating SVM 
and Relief SVM models in breast cancer diagnostics. 
SVM linear performance/full feature achieved 97.22% 
accuracy, 95% specificity, 89% sensitivity, 97% F1 meas-
ure and 0.0037 second processing time. SVM linear with 
selected features obtained 99.91% accuracy, 99% speci-
ficity, 100% sensitivity, 99% F1-measure and 0.02 second 
for processing. Relief-SVM achieved high accuracy of 
99.91%, which is due to appropriate feature selection of 
Relief (Forest selection) algorithm and SVM predictive 
model. On the other hand, Vy et al. [38] evaluated their 
model using performance metrics such as sensitivity, spec-

ificity, accuracy, precision and F1 score. The developed 
model performed well reaching the accuracy of 0.84 (95% 
confidence interval 0.76-0.91), operating characteristic 
curve (AUC) of 0.93 (95% confidence interval 0.87-0.95), 
specificity of 0.75 (95% confidence interval 0.67-0.83) 
and sensitivity of 0.91 (95% confidence interval 0.76-
0.94).

On their part, Karatza et al. [39] employed accuracy, sen-
sitivity, specificity and Area under Curve (AUC) to eval-
uate RF, NN and ENN models. According to their study, 
ENN achieved 96.6% accuracy and 0.96 Area under Re-
ceiver Operating Characteristic (ROC) curve. Feature se-
lection based on feature’s importance according to Global 
Surrogate (GS) model improved accuracy performance of 
RF from 96.49% to 97.18% and area under ROC curve 
from 0.96% to 0.97%. On the other hand, feature selec-
tion based on feature’s importance according to SVM 
improved the accuracy performance of NN from 94.6% to 
95.53% and the area under ROC curve from 0.94 to 0.95%. 
Further Karatza et al. [39] noted that RF achieved 96.49% 
accuracy, 94.37% sensitivity, 97.75% specificity and 
AUC 0.96%. On the other hand, NN attained 94.1% ac-
curacy, 88.36% sensitivity, 98.74% specificity and 0.93% 
AUC. Howwver, ENN achieved 96.6% accuracy, 94.94% 
sensitivity, 98.48% specificity and 0.96%AUC. Sammut  
et al. [41] and Haq et al. [37] employed accuracy performance 
matrix for the evaluation of Support Vector Machine 
(SVM) with feature elimination models for breast cancer 
detection in young women. The schemes yielded high ac-
curacy of 97.7% and 99.91% respectively. Table 3 shows 
performance of classical breast cancer machine learning 
algorithms.

Table 3. Performance of Classical Breast Cancer Machine Learning Algorithms

Author Machine learning algorithm Attained Performance

Haq et al. [37] SVM

Accuracy 97.22%
Sensitivity 89%
Specificity 95%
FI- measure 97%
Time 0.0037 seconds

Haq et al. [37] SVM linear with selected feature

Accuracy 99.9%
Sensitivity 100%
Specificity 99%
FI- measure 97%
Time 0.02 seconds
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4. Challenges with Conventional Machine 
Learning Algorithms

Although various researchers have proposed various 
diagnostic models and algorithms for detection and pre-
diction of breast cancer, these models still suffer from 
some setbacks specific to their implementations. As such, 
they need some improvement for the efficient prediction 
of breast cancer at early stages. For instance, the current 
machine learning algorithms exhibit low prediction accu-
racies and elongated execution time. It has been observed 
that K-means algorithm employs Euclidean distance 
scheme to determine the distance between cluster centers 
and data points. However this scheme does not guarantee 
high accuracy when executed in different iterations. In 
C-means algorithm, clusters are identified on similarity 
basis in which each data points belongs to a single clus-
ter. Fuzzy c-means algorithm employs fuzziness value 

and termination criteria to determine the execution time. 
However, these schemes are extensive in terms of com-
putational time due to several iterations and fuzzy meas-
ures calculations. Convolutional Neural Network (CNN) 
employs back propagation scheme in adjusting weight 
and biases in breast cancer diagnostics. However the 
back-propagation scheme is slow due to frequent retrain-
ing of data. The SVM with feature elimination technique 
for evaluation of non-occurrence and re-occurrence of 
breast cancer in young women is shown to be expensive 
in terms of execution time. On the other hand, the KNN 
with 10 fold cross validation is expensive in terms of pro-
cessing time as the testing phase demonstrated is slow and 
difficult in predicting the new data. This is due to the fact 
that the algorithm finds only the nearest neighbor from 
training data. Table 4 shows challenges with legacy breast 
cancer machine learning algorithms.

Author Machine learning algorithm Attained Performance

Vy et al. [38] Machine learning classification

Accuracy of 0.84 (95% confidence interval 0.76-
0.91)
Specificity of 0.75 (95% confidence interval 0.67-
0.83)
sensitivity of 0.91 (95% confidence interval 0.76-
0.94)
AUC of 0.93 (95% confidence interval 0.87-0.95)

Karatza et al. [39]

Random Forest

Accuracy 96.49%
Sensitivity 94.37%
Specificity 97.75%
AUC 0.96%

Neural network

Accuracy 94.4%
Sensitivity 88.36%
Specificity 98.74%
AUC 0.93%

Ensembles of Neural Network

Accuracy 96.6%
Sensitivity 94.94%
Specificity 98.48%
AUC 0.96%

Sammut et al. [41]
SVM Accuracy 97.7%

Feature elimination Accuracy 99.91%

Kumar et al. [35]

Logistic regression Accuracy 94.4%

KNN Accuracy 95.8%

Decision Tree Accuracy 95.1%

Naïve Bayes Accuracy 92.3%

Random Forest Accuracy 96.5%

SVM Accuracy 96.5%

Table 3 continued
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It is evident that machine learning algorithms suffer 
from many limitations in terms of accuracy and time com-
plexity. To overcome these challenges, new approaches 
are required for efficient and accurate detection and pre-
diction of breast cancer with minimal execution time. 

5. Current Trends in Machine Learning Based 
Cancer Predictions

It is evident that most of the conventional classical 
machines learning algorithms face various challenges 
during breast cancer diagnosis. Quantum Machine learn-
ing (QML) algorithms can potentially help alleviate some 
of these issues such as time complexity [42] and storage 
capacity through the exploration of quantum computing 
properties such as entanglement and superposition. Quan-
tum can be described as the amount, quantity or a portion 
and as such, the world of atoms and elementary particles 
is characterized by the phenomena that energy can only 
be released or absorbed in a defined amounts “quanta” [43].  
On the other hand, quantum computing is regarded as an 
area in computer science that employs the principles of 
quantum theory, which explains the nature and behav-
ior of energy and material on the atomic and sub atomic 

levels [39]. To describe the behavior of quantum particles, 
physicist created a theory of quantum mechanics known 
as “quantum theory”. Based on this theory, the potential 
energy determines the particle distribution [12].

According to Azevedo et al. [44], quantum computing 
is a new research area which employs quantum mechan-
ics such as superposition, entanglement and interference 
concepts. This quantum approach makes certain kinds 
of problems to be solved easier as compared to clas-
sical computing such as machine learning algorithms. 
This is due to its operation on quantum gates (qubits) as 
compared to its counterpart (classical computers) which 
employs traditional bits. Quantum computing has been 
effectively employed in various domains such as classi-
fication, prediction, object detection and tracking. These 
quantum-based techniques have remarkable performance 
over classical theory based models. As such, quantum 
computing can be used to solve many existing problems 
in different fields such as machine learning deployed for 
security, biomedical (diabetes), financial markets and 
weather forecasting. This is due to parallel computing 
inherent in them and the utilization of quantum computa-
tions in solving machine learning tasks [45].

Table 4. Challenges with Legacy Breast Cancer Machine Learning Algorithms

Author Machine learning algorithm Weaknesses

Sammut et al. [41]

Haq et al. [37] SVM

Consumes time
Difficult to determine optimal parameters
Do not provide projections of probability
straight away

Jasti et al. [12]

Sammut et al. [41]

Haq et al. [37]
KNN

Slow 
Difficult in predicting data
High risk with larger data set
High dimension need feature scaling
Sensitive to noise data, missing values and outliers

Sammut et al. [41]

Haq et al. [37] Logistic Regression High computation time

Vy et al. [38] 
Jasti et al. [12] CNN

Slow due to frequent retraining
High computational cost
Need a lot of training data

Karatza et al. [39] Sammut et al. [41]

Haq et al. [37] Random Forest High computation time

Karatza et al. [39] Neural network
Time complexity
Lack of hybridized classifiers

Karatza et al. [39] Ensembles neural network
Time complexity
Unable to effectively compute high dimensional task

Jasti et al. [12] K-means Does not guarantee high accuracy when executed in different iteration

Jasti et al. [12] Fuzzy C- means Expensive in terms of computational time

Jasti et al. [12] LS-SVM High execution time

Jasti et al. [12] Naïve Bayes
High execution time
Redundant attributes which misleads classification

Jasti et al. [12] Relief algorithm High execution time
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Various past research works have shown strong evi-
dence that quantum machine learning algorithms could 
outperform classical algorithms in solving certain machine 
learning problems [12]. Examples of such algorithms in-
clude Quantum Support Vector Machine (QSVM), Quan-
tum Convolutional Neural Network (QCNN) and Quan-
tum Principal Component Analysis (QPCA) Quantum 
Enhanced Feature Space (QEFS) and Quantum Generative 
Models (QGM). These algorithms have been employed in 
disease diagnostics and have made remarkable improve-
ments. For instance in QSVM, higher dimension vector 
space optimization boundary is used to classify the classes 
of labeled data and PCA algorithm. This makes a pattern 
of huge unlabeled data and effectively reduces it, making 
it easier for further analysis. QPCA is unsupervised model 
and it’s also a mathematical technique that transforms a 
set of uncorrelated variables principal components. It is 
also used as a feature extraction technique that reduces the 
dimensionality of the database and to build an effective 
quantum machine learning model.

The major advantage of quantum computing is the 
increasing number of qubits of a quantum computer [46]. 
As such, the process power increases exponentially. Since 
machine learning algorithms have shown to be powerful 
tools for finding patterns in data, quantum systems have 
also demonstrated to be effective in finding patterns that 
classical systems or algorithms are thought not to produce 
efficiently. Although, machine learning algorithms [47] 
have been employed to diagnose breast cancer with great 
accuracy however no studies have shown ML algorithms 
with improved speed in processing data. Quantum com-
puting has been shown to work simultaneously, consider-
ing the possible solutions to a problem all at one time [48]. 
On the other hand, classical algorithms perform their tasks 
sequentially, one after the other [49]. This requires long 
computing times, rendering their operations time consum-
ing. This is considered advantageous to quantum comput-
ing as it will enable solutions to very complex optimiza-
tion problems. In addition, quantum gates are reversible 
as compared to classical algorithms. Therefore quantum 
computing in combination with machine learning could in 
principle find solutions more quickly. These models can 
hence be used for tasks that classical algorithms would 
not be able to solve in a reasonable amount of time.

Quantum supremacy becomes unprecedentedly urgent 
and important to explore the utilization of quantum com-
putations in solving machine learning tasks [44]. Due to 
parallelism in their design, quantum algorithms are able 
to solve problems inherent in classical algorithms, such 
as speed and space. As Martina et al. [50] explain, quantum 
computations exhibits promising applications in machine 

learning and data analysis with much more advance in 
time and space complexity [51]. The entanglement property 
in quantum computing provides a mechanism for improv-
ing the storage capacity as well as retrieving corrupted or 
incomplete information [52]. These properties offer signif-
icant speed up of any computation evaluated on the basis 
of complexity. Some of the promising applications of 
quantum computing include health (diabetes) prediction, 
breast cancer, fraud detection, optimization in improving 
performance and prediction [43].

Previous research works have employed Quantum Ma-
chine (QM) to enhance Machine Learning (ML) and Deep 
Learning (DL) models performance. For instance, Gupta 
et al. [46] employed QML for prediction of diabetes in 
PIMA Indian Diabetes Dataset (PIDD). On the other hand, 
quantum inspired evolutionary algorithm with binary real 
representation has been implemented to improve ANN by 
providing self-configuring ability on data. Similarly, quan-
tum nearest mean classifier has utilized the binary classi-
fication where quantum version is employed to estimate 
the optimal performance measures [43]. Early studies in the 
area of QML by Zhang and Ni [22] have shown that QML 
is one of the most promising technologies of research in 
the future. The experimental demonstration in the field of 
quantum computing has made remarkable interests in the 
recent years, giving rise to new striking possibilities of 
enhancing machine learning with quantum devices [53]. Ex-
amples of these models include quantum principle compo-
nent analysis, quantum enhanced feature space, quantum 
generative models, Quantum Convolutional Network and 
quantum support vector machines.

Since quantum machine learning is an interdisciplinary 
field that explores the properties of machine learning and 
quantum physics, quantum mechanics have been used 
effectively in various domains such as prediction, object 
detection, classification and tracking. These models have 
achieved remarkable performance over classical theory 
based models [48]. This has been necessitated by large 
computing corporations such as IBM, Google and Micro-
soft as well as small start-ups such as Dwave, Regetti and 
IonQ which have made quantum computing easier. This 
is due to provision of access through the cloud free of 
charge.

In the era of big data, Machine Learning (ML) may 
benefit from either speed, complexity or smaller amounts 
of storage through the exploration of quantum computing 
properties such as entanglement and superposition [44]. As 
such, quantum computing has recently been incorporated 
in ML algorithms such as Convolutional Neural Net-
work (CNN) and Recurrent Neural Network (RNN). For 
instance, QML regards CNN as the best algorithm with 
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regard to image content identification and have exhibited 
exemplary performance in several tasks. However it suf-
fers from high complexity. This is particularly the case 
when recognizing more complex features as they end up 
aggregating and recombining. Therefore, improving the 
speed of networks can have a huge impact when training [54] 
models that require detailed images as input like mammo-
gram [52,55,56]. 

6. Proposed Quantum Machine Learning 
Based Breast Cancer Diagnostic Algorithm

The prediction accuracy for breast cancer diagnostic 
model requires more enhancements for efficient and ac-
curate detection at early stages. This will facilitate better 
treatment and recovery. As such, this paper recommends a 
quantum based machine learning algorithm which will be 
more efficient in terms of prediction accuracy with mini-
mal execution time. This is inspired by recent advances in 
physical quantum processor.

In the proposed QML algorithm, a number of steps are 
executed during the breast cancer data classification using 
quantum machine learning classifier. These steps include 
the imputing of breast cancer dataset after which data pro-
cessing is done. This is followed by the feature reduction 
procedures after which the reduced data is partitioned into 
training and testing datasets. Next, data translation is car-
ried out, followed by the invocation of the QML classifier 
that is trained using the quantum system. Afterwards, the 
hyper-parameters are optimized. Finally, the performance 
of the developed classifier is evaluated. Figure 2 presents 
the summary of these procedures.

The detailed descriptions of these steps are illustrated 
below.

Input breast cancer dataset:Quantum machine learning 
is data-driven and therefore the first step in building an ef-
ficient classifier involves the feeding of adequate amount 
of data. This breast cancer falls into two categories, which 
include benign and malignant.

Data pre-processing: Pre-processing refers to the in-
itial procedures that are meant to make the data suitable 
for subsequent model building. In this step, issues such 
as missing data in the dataset are handled. It may also 
involve expunging of irrelevant fields in the underlying 
dataset. Afterwards, scaling and normalization are carried 
out to transform the feature space into relatively the same 
range.

Feature reduction: In the proposed algorithm, the train-
ing and testing is executed using a quantum system which 
has a restricted number of qubits. It is therefore required 
that the dimensionality of the original dataset be mini-
mized. Here, the Principal Component Analysis (PCA) 

algorithm shall be deployed for feature reduction. The 
choice of the PCA is due to its dimensionality reduction 
which makes it easier to explore and visualize data and it 
can solve in tracking the problem of the limited number 
of qubits. On its part, the algorithm shall identify patterns 
in data and highlight their similarities and differences and 
at the same time it can compress data without much loss 
of information. It can efficiently eliminate irrelevant influ-
encing factors.

19
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Data Partitioning: In this step, the minimized and 
transformed data serves as the final dataset that is then uti-
lized for training and testing.

Data translation:In this step, a data point such as α is 
transformed into quantum data point  using a circuit C (). 
Here, λ () represents any classification function applied to 
data point . Afterwards, a parameterized quantum circuit 
P (ω) with ω parameters is utilized to process these data 
items. Next, the respective labels for the transformed data 
are obtained by the application of measurements that out-



11

Journal of Oncology Research | Volume 05 | Issue 01 | January 2023

put classical value of -1, 1 for every classical input .
Training: to train the QML classifier, 10-fold cross 

validation is applied so as to yield a refined and fair per-
formance metrics. The process of training QML involve 
obtaining the quantum kernel and building the feature 
map.

Hyper-parameter optimization: to fine tune the breast 
cancer diagnosis process, the depth and feature dimen-
sions need to be optimized. This optimization will be ac-
complished using the inbuilt features of the platform that 
will be utilized to execute this algorithm. This will basi-
cally involve determining the best configuration that will 
make the diagnostic model to yield minimal loss.

7. Conclusions and Future Research Direc-
tions

Machine learning algorithms have been developed by 
various researchers in disease prognosis and more spe-
cifically in breast cancer prediction and diagnosis. These 
algorithms have proved to be of significance and more 
specifically in early breast cancer diagnosis. They have 
aided in minimizing human errors and delivered prompt 
analysis of medical data with greater depth. In essence, 
classifier based prediction models riding on data mining 
and ML can limit the diagnosis errors and enhance the ef-
ficiency of a cancer diagnosis. However these algorithms 
have fallen short in terms of prediction accuracy due to in-
correct predictions. This is reflected in their erroneous true 
negatives, false negatives and long execution times. QML 
algorithms will overcome many challenges of classical 
machine learning. Experimental demonstrations in the 
field of quantum computing have also made remarkable 
contributions in recent years, giving rise to new striking 
possibilities of enhancing machine learning with quan-
tum devices. As such, machine learning may benefit from 
speed, complexity and smaller amounts of storage through 
the exploration of quantum computing properties such as 
entanglement and superposition. Based on these strengths, 
this paper has proposed the development of quantum ma-
chine learning algorithm for breast cancer diagnostics. 
This new approach integrates the principles of quantum 
computing with legacy machine learning algorithms. Fu-
ture work will involve the practical realization of the pro-
posed algorithm for breast cancer diagnosis, during which 
its performance will be evaluated. Thereafter, compari-
sons will be carried out against conventional breast cancer 
prediction techniques and algorithms.
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